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Abstract

In this paper we study the existence of bounded weak solutions in unbounded domains for some
nonlinear Dirichlet problems. The principal part of the operator behaves like the p-laplacian
operator, and the lower order terms, which depend on the solution u and its gradient Vu,
have a power growth of order p — 1 with respect to these variables, while they are bounded
in the = variable. The source term belongs to a Lebesgue space with a prescribed asymptotic
behaviour at infinity.
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1 Introduction

In this paper we deal with existence of bounded weak solutions of some nonlinear elliptic
problems in a possibly unbounded open subset 2 of R, More precisely, we refer to the
problem

—Ay(u) + volulP?u + y(z) - Vu|VulP~? = g(z) in Q, 0
1
u e Wy(Q),

as a model case. Here p > 2, 1y > 0, y(z) € (L*(Q)V, —A,(u) = —div (|Vu[72Vu)
is the p-laplacian operator and g € L (), ¢ > N/p, with a prescribed asymptotic
behavior at infinity. The term v(z)-Vu|Vu[P~2 may be replaced by any function b(x, Vu)
such that

|b(x, Vu)| < d|VulP~?

for some positive constant d. Let us point out that, even if €2 is a bounded open set,
the operator associated to the problem is, in general, not coercive.

Many authors have considered problem (1) in bounded domains since the earliest
paper [15] by Stampacchia, where |y(z)| is supposed to belong to LY (), with a suf-
ficiently small L¥-norm. We refer for example to [1], [2], [7], [11] for the linear case
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(p =2) and to [5] for the nonlinear case. In particular in [2] the authors deal also with
unbounded domains and with a function ~y(z) not necessarily small in the L™-norm.
Similar hypotheses on y(z) and 2 (i.e., |y(x)| € L*(©2) N L>°(R2) for some 1 < s < +00,
2 unbounded) are made in [6], where the principal part is a quasi-linear operator and
more general growth conditions on the lower order term in the gradient are allowed.

It is well known that L” spaces in domains having infinite measure are not comparable
and therefore the hypothesis |y(x)| € L>*(£2) does not imply any summability property.

The main existence result for the case of bounded coefficients in domains having
infinite measure is due to P.L. Lions (see also [3] for further results ). This result is
strictly confined to the framework of linear operators (p = 2) because of the techniques
used there (duality argument, linear interpolation).

We point out that we are interested in solutions having finite energy, that is, solutions
in W, (Q). If we just look for distributional solutions in W,-?(), we can drop several
assumptions on the operator (in particular the assumption p > 2) and on the datum.
This is the subject of the last section of this paper.

The strategy we use consists in approximating the domain 2 by bounded sets €2,,, and
solving a more regular problem in €2,,. The main difficulty that arises is to get a uniform
(with respect to n) LP-estimate on the solution w,. Such an estimate is obtained in a
two-step process: first we give an a priori L*>-estimate for the solutions. To obtain an
LP-estimate outside of compact subsets of {2, we use a method of sub and supersolutions,
together with a comparison result. Since we need to find explicit supersolutions, we are
forced to require some differentiability assumptions on the operator, which would not
be necessary otherwise. However we point out that several intermediate results do not
use such strong assumptions.

Once an LP-estimate on the solution is obtained, a simple use of Young’s inequality
will give a uniform estimate of the I/VO1 P_norms and therefore the weak convergence, up
to a subsequence, to a function v € Wy*(Q), which is shown to be a solution of problem
(1). The limit process does not present any real difficulty since the principal part is a
strongly monotone operator, which gives a strong local convergence of the gradients in
the LP-norm.

The plan of the paper is as follows. In Section 2 we give the precise assumptions,
the notations, and state the main result. In order to get uniform LP-estimates for the
approximate solutions wu, we first need a uniform L*-estimate, which will be proved in
Section 3. In the next Section 4 we prove a comparison principle (which also holds for
domains of infinite measure) for solutions to equation (1). We remark that this is the
only step where the assumption p > 2 is required. Since our proof relies heavily on
such a comparison result, we are currently unable to treat the case where the principal
part depends directly on u. In Section 5 we construct a fixed supersolution of the
approximate problems in the exterior domain €, \ B, where B is a fixed ball centered
at the origin. This will give the required LP-regularity in 2\ B and consequently
in 2. Section 6 is devoted to the passage to the limit, which concludes the proof of
the existence theorem. Section 7 deals with the case p = 2, with much more general
hypotheses on the datum g. The method used here relies on the reduction to the linear
case and on the estimates proved by P.-L. Lions in [12] for solutions of linear equations
in unbounded domains. Finally, in Section 8, we show that, if we limit ourselves to look
for distributional solutions in WL”(€2), we can obtain an existence theorem for a much



more general operator (in particular, we may take p > 1), under the only hypothesis
g € L1(Q), with ¢ large enough (but finite). The boundary condition is assumed in the
sense that there exists § > 1 such that |u|® belongs to Wy (Q). However this does not
allow to conclude that u € Wy (Q).

The case where the first-order term of (1) has a “natural” growth of order p (instead
of p— 1) with respect to the gradient will be the subject of a forthcoming paper. While
it is clear that in the case of bounded domains terms with growth p are more difficult to
handle than terms with growth p— 1, in the case of domains having infinite measure the
respective difficulties are not comparable. Indeed the case of order p — 1 is not simpler
than the case of order p, since |Vu| may be less than 1 on a set of infinite measure.

The problem when the principal part is a general Leray-Lions type operator (just
monotone in the gradient variable) and the datum g is in L7 1(fQ), or in Lﬁ(Q)
(p < N) (which are more natural spaces) is, as far as we know, still open.

2 Notations, assumptions and main result

Let 2 be an open subset of R, possibly unbounded. We consider the following nonlinear
problem

A(u) := —div (a(z, Vu)) + b(x, Vu) + c¢(z,u) = g(x) in Q, ®)
we WyP(Q).

All the functions a(z, &) = (a1(z,€), ..., an(2,€)) : QO x RY — RY b(z,£) : @ x RN —
R, ¢(z,s) : @ x R — R are always assumed to be Carathéodory functions, i.e., they are
continuous with respect to the second variable, for almost every = € €2, and measurable
with respect to x for every fixed &, or s, respectively.

Moreover, in order to prove the main result we will require the following hypotheses:

p=2;

(A1) a(x,§) is differentiable with respect to £ for almost every x € €, and weakly
differentiable with respect to x for every ¢ € R"; moreover there exist positive
constants M; and M, such that, for almost every x € Q and every £ € RV,

lag(@, &) < Mg~ (2)

and
|az(x, )| < Mal¢P™; (3)

(A2) there exists a constant 5 > 0 such that
la(z, )| < BleP~

for almost every z € Q and for every ¢ € RV;

(A3) there exists a constant v > 0 such that

la(z, &) —alz,n)] - (€ =n) = v|§ —nl”

for almost every x € Q and for every £, € RY.
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Let us observe that from (A2) and (A3) it follows that
(Ad) a(z,€) - &€ > v|€JP for almost every x € Q and every £ € RY.

We remark that the differentiability assumptions (A1) are only needed for the results
of Section 5, while the strong monotonicity (A3) is used for the comparison principle
(Section 4).

Moreover we assume the further conditions:
(B1) there exists a constant d > 0 such that for almost every z € Q and for every
£EeRY
bz, )| < dIgf;

(B2) bis alocally Lipschitz function with respect to & uniformly with respect to x, i.e.,
for every k > 0 there exists L(k) > 0 such that for almost every x € Q and for
every £,n € RN, with |¢| < k, |n| <k,

[b(, &) — b, n)| < L(k)|§ = nl;

(C1) there exists a constant A > 0 such that for almost every x € € and for every s € R

le(z, 5)] < Als["™

(C2) there exists a constant vy > 0 such that for almost every x € € and for every
s, teR
[c(x,s) — c(z,t)] (s — t) > vy|s — t|P.

Let us observe that from (C1) and (C2) it follows that
(C3) for almost every x € Q and for every s € R

c(x,s)s > vpls|F.

We point out that assumptions (B2) and (C2) are only required for the comparison
principle (Section 4). In the rest of the paper only assumptions (B1), (C1), (C3) are
needed on the lower order terms.

Remark 2.1 Typical examples of operators satisfying the previous assumptions are
Alu) = =N, (u) + volulP?u + y(x) - Vu|VulP~2,
where y(z) € (L®(Q))"Y, Ap(u) = —div (|Vu[P">Vu) is the p-laplacian operator, and
A(u) = =Dy (u) + volul”*u + (@) Vul"
with y(x) € L>(Q).

Assumptions on g(z):



(G1) There exists Ry > 0 such that g(x) € L%(2N Bg,) for some ¢ > max{%, 1}
QNBg,

(here and in the sequel B, denotes the ball with center 0 and radius Ry);
(G2) there exist K > 0, r > N/p' (with 1/p+ 1/p’ = 1) such that, for almost every
r € Q, with |z| > Ry (same Ry as in (G1)),
K

)] < 17

Let us remark that condition (G2) implies that g € LP (Q\ Bg, ).

We are interested in finding weak solutions of problem (P), i.e. solutions of (P) in
the sense of distributions.
The main result in this paper is the following.

Theorem 2.2 Assume that p > 2, and that the assumptions (A1)-(A3), (B1), (B2),
(C1), (C2), (G1), (G2) hold. Then there exists a bounded weak solution w for problem

(P).

The proof of the main theorem will be carried out in sections 5 and 6, by approx-
imating our problem by more regular ones on bounded domains. In Sections 3 and 4
we will prove some preliminary results (L estimates and a comparison theorem) which
will be applied to the approximate problems.

We now introduce some notation and results which will be useful in the sequel. For
k > 0, we will denote by G(s) the function

s—k if s>k,
k+s if s < —k.

If v is a measurable function on 2, and k£ > 0, we denote by Aj the set
Ay = Ag(v) = {x € Q: |v(z)| > k}.
We state some classical results which will be used in the next sections.

Lemma 2.3 (Stampacchia, see [15]). Let ¢ be a nonnegative, nonincreasing function
defined on the half line [ky,00). Suppose that there exist positive constants A, ~y, (3, with

6 > 1, such that )
p(h) < m%’(k)ﬂ
for every h > k > ko. Then (k) =0 for every k > ki, where
ky = ko + AY728/B=D) p(f)B-D/7

Lemma 2.4 (Gagliardo and Nirenberg, see [14]).  Let v be a function in Wy () N
L™(Q), with r > 1, m > 1. Then there exists a positive constant C, depending only on
N, r and m, such that

< 0 1-6
ol gy < CIVOIC WIS ()

for every 0 and o satisfying

1 1 1 1—-6
0<h<1, 1<o0<-+o0, —:9(———)+———. (5)
o r N m



Lemma 2.5 (Poincaré inequality, see [7]). Let Q be an open subset of RN with finite
Lebesgue measure. Then there exists a positive constant C' = C(N) such that

i

for every u € W,*(9).

3 L*-estimate

In this section we show that every solution of problem (P) is bounded, and we obtain
an a priori L*>-estimate for the solutions. We point out that the estimate also holds
for domains having infinite measure, that the result of this section is valid for every
p > 1, and that only very weak hypotheses on the operator are assumed. In the case of
unbounded domains, this result is new also if the first order term b(z, Vu) is absent.

Proposition 3.1 Let Q be an open subset of RY. We assume the hypotheses (A4),
(B1), (C3) and

N
g=g1+¢g2, withg € L®(Q) and g, € LY(Q), q > max{—, 1} ,p>1. (7
p
Let u be a weak solution of

Alu) = g(x) in @,
ue WyP(Q).
Then u 1s essentially bounded in €2 and
el iy < D (9)

where D depends on N, p,q,d,v, vy, ||g1| ) and || go|| but not on ||u||W1,p
0

L2 (@ La() (N

Remark 3.2 We point out that hypotheses (G1) and (G2) imply (7).

Proof. For simplicity we use the notations ||v||r and ||Vv||r instead of ||v||LT(Q) and

|Vl @) respectively.
Step 1. We first show that every solution u of (8) is bounded, and moreover that, if kg

satisfies

vk > Nl (10)
and N
| Aky (1] v
q (1AWl 11
(M) ™ <2 (1)

where wy is the measure of the unit ball in RV, then

lull |, < ¢ = c(ko, [Ar (u)]) - (12)
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Actually we will prove in Step 2 that is possible to choose kg independent of the norm
of u in W, ?(Q) such that (10) and (11) hold. We take v = Gj(u), with k > kq, as test
function in (8). From (A4), (C3) and (B1) we obtain

v [ VG + v [ [ul![G(w)] (13)
< d [ IVGP 1G]+ [ Il Guw)] + [ lgal 1Gulw)].

If ko satisfies (10), since |u| > ko on the set where Gi(u) # 0, the second integral of
the right-hand side of (13) is less than or equal to the last integral of the left-hand side.
Moreover, by Holder’s and Poincaré’s inequalities (see, for instance, [7], Section 7.8),

e [f o]
d(‘i—f\;”)N/WGk(u)P.

IN

d [ 19G (@)~ Gu(w)

IN

Therefore, if (11) holds, from (13) we get

219G < [1oa] IGa(w)] < lgell, 1G], (14)

We now deal separately with the three cases p < N, p= N, p > N.

Casep < N. As usual, we denote by p* = ]év_p Sobolev’s conjugate exponent of p. Using

Sobolev’s and Holder’s inequalities, since ¢’ < p*, from (14) we obtain

\IH
-m*|H

(w77,

where ¢; = ¢1(N,p) is the reciprocal of the Sobolev constant. Therefore, if h > k and
Gr(u) # 0 (if Gi(u) = 0 the result is trivial)

2 2
al|GrulP, < [VGr(@)[? < =gl |Gkl , < —llgall_IGk()]l .
p p 14 q q 14 q

p—1

cr(h = k)" Ap(u)] 7

U=

HgaH [ Ar(u)[ 7,

from which it follows

| Ay (u)| 7D

)] < o (Np el )
Since .
p —q

¢(p—1)

for ¢ > N/p, we can apply Lemma 2.3 with ¢(k) = |Ax(u)| to obtain (12).

Case p= N. Let r < N be such that r* =rN/(N —r) > ¢. From (14) we obtain

(w)]

g2l IVGr(ull [Ax ()]«

> 1

U=

_ 1
r

2
IVG@IT < = lleall 1G],
2c3(N r)

\IH
ﬂ*|H

<

< wﬂgzﬂ IVGr(w)] | Ax(w)]



Therefore, using an approximation procedure of Ax(u) by open sets and Poincaré’s
inequality (see Lemma (2.5)),

1-N
N

An(@)| AT (= )N <A@ G @)Y < ea(N)[VGr()]N

1
< s (N, ) [Auw)l?
from which we conclude again using Lemma 2.3.

Case p > N. This is the easiest case, since it suffices to take k = kg, so that, by (14)
and Sobolev’s inequality,

L
7

2

||VG1~:0(U)||§ < ;||92||q||Gk’o(u)||oo|Ak‘o(u)|q
2
ver (N, p)

_l’_

Qe

1
p

2|~

Lol 9Gy ()] | Ay ()]

Therefore an estimate for |[VGy,(u)| follows immediately in terms of |Ag, (u)|. By

|
p
Sobolev’s imbedding, (12) is proved, and Step 1 is completed.

Step 2. In view of Step 1, it suffices to show that there exists some kg > 0 (depending
only on the data of the problem) such that (11) holds, and to do this we only need
to prove that there exists § = d(p,q,d,v,v9) > 1, k1 = ki(p,vo,||g1]] ) and C; =
Ci(N,p,q,d, v, vy, ||gg||q) such that >

G (), < C. (15)

To show this, we use |Gy, (u)|*Gg, (u) as test function in (1), where a > 0 and k; > 0 will
be chosen later. For the sake of brevity we set v = Gy, (u). We obtain, using Young’s
and Holder’s inequalities,

via+ 1) [IVolol® + v [ Jul ot < d [ Vol ol 4 (g1 4+ go)lo]* <

via+1) dr N\ @
< N7 77 VoulPlu|® / pta / a+1 (/ (a+1)q ) ]
< PO el [ ol [ el (f 1o

Choosing « such that

=

< — (16)

and k; such that

40 _
Zk‘f L lgull - (17)
and defining
a+tp
w= v,
we obtain )
"(at+1) ]
cl(a,v,p)/|Vw|P+ %/wp < ||92||q [/wpchg }q (18)
We wish to apply Lemma 2.4 with o = WOE;'JU, r = m = p. To show that the hypotheses
of Lemma 2.4 are satisfied, we have to prove that
/
1
Swgp* ifp< N (19)
a—+p



and ( D
pq (o + .

<= 7 fp>N. 20

PE T if p > (20)

The first inequality of (19), and of course (20), are true if we assume the further condition

(21)

The second inequality of (19) is always true for ¢ > N/p. Therefore, from (18) and
Lemma 2.4 we obtain

0(at1) (1-6)(a+1)

o [Ivup+ 2 [wr < apalel, ([ ver] T [fu]
< oV.p0)el, (e/|vw|p+g/wp+03<5)> R

where ¢ is any positive number. By choosing it small enough, we get an estimate for
the left-hand side of (22):

/|Vw|p+/wp S Cq <N7p7Q7 ”‘92”(17]/’ 1/070[)

and this implies (15) with § = a + p.

4 Comparison principle

The aim of this section is to obtain a comparison result for solutions of equation (P).

In order to prove Theorem 2.2, we will apply this result to each of the approximate
problems defined in next section (see (P,), (27) and (28)), for which the following global
Lipschitz continuity property holds.

(B2') There exists a constant L such that for almost every z € Q and for every £, € RY

Theorem 4.1 Let Q an open subset of RY. Let us assume that p > 2, (A2), (A3),
(B1), (B2"), (C1), (C2). Let u,v € WHP(Q) such that

A(u) < A(v) in D'(Q), (23

u<wv, on 0f2.

Then u < v almost everywhere in €.

Remark 4.2 Under the hypotheses of Theorem (4.1) the solution of problem (P) is
unique.



Remark 4.3 Let us observe that the same result holds if (B2) is assumed instead of
(B2'), provided u and v belong to W>°(Q). This is true, for instance, in the case where
the domain €2 and the function a(z,£) which defines the principal part of the operator
are smooth enough (see for instance [8] for W1*-regularity result).

Proof. Let A = sup(u — v), and we suppose by contradiction that A > 0. We confine
ourselves to the case A < 0o, since otherwise the proof can be easily adapted. Let us
take as a test function in (23) the positive function w = (u—v—h); = max{u—v—~h,0}
with h such that A\/2 < h < A. By (A3), (B2'), (C2), if we consider the set of finite
measure Ey, = {x € Q:u—v > h,Vu # Vu}, then

P —v)Plw < — < <
V[Eh]Vw| —|—V0/Eh(u V)P < /Eh|b(x,Vu) b(x,Vv)|w_L/Eh|Vw|w_

< g |IVw|P + cl/ w”
io En
where ¢; = ¢;1(p, L, v). Then we get
Z/ |Vwl|? + 1/0/ (u—v)P w<e [ w. (24)
2 JE), En Ep

Let us first consider the case p > 2. Then, since p’ < p, for every € > 0 we have
w? < ew 4 coe)w?. (25)

On the other hand, by the choice of h, on the set E; we have

(u—v)P~' > (g)l :

A\
and choosing € = % <§> in (25), from (24) we get

€1
/ IVw|P < 03/ w? (26)
i io

where ¢3 = c3(p, v, 19, A, L). In the simpler case p = 2, (26) follows directly from (24).
We now consider the following two cases.

Case I: p < N. By Sobolev’s embedding theorem and Holder’s inequality, we obtain

P P
* | p* * | p* 1_%
U wp} §C4[/ wp} |EL| P,
By, B,

where ¢4 depends on ¢z, N and p. This implies that |Ej,| > ¢5 > 0, with ¢; independent
on h. Then we have a contradiction since as h — sup(u — v) we have |E,| — |[{z :

u(z) — v(x) = sup(u —v), Vu(z) # Vo(z)}| = 0.
Case II: p > N. Fix r < N such that r* = NN—_TT > p. Then

p

{/ wT*]r_* < ¢(N,r) [/ |Vw|Tr§c6|Eh|¥/ |Vwl|P
Ey, Ep En

P
0306\Eh|¥/ w? < e3¢ [/ wr*} ’ |Eh|% .
Ep Ep

IN

Since c¢3 and cg do not depend on h, we can conclude as in Case 1. [
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5 Approximate problems and W, 7-estimates

We consider the following approximate problems

Ap(uy) = g(z)  in Q,,
(Pn)
U, € Wy P (),

where {Q,} is an increasing sequence of bounded open sets invading € (for instance
Q, = QN B,) and the operator A, is defined by:

A, (v) == —div (a(x, Vv)) + b,(z, V) + c(z,v), (27)
with
b(x,§) if |¢] < n,

bu(2,8) = (28)
§ .
b(a;, En) if |£] > n.

Let us remark that, by (B2), for every fixed n € N the function b, (x, -) satisfies condition
(B2'). The existence of a solution of (P,) is well known (see for instance [9]).
We are interested now in W, *-estimates for u, independent of n.

Proposition 5.1 Let u, be a solution of (B,). Under the hypotheses of Theorem 2.2
there exists a positive constant M, independent of n such that

Proof. We note that by taking u,, as test function in (P,) and using Young’s inequality,
it will be sufficient to prove a uniform LP-estimate on wu,. The result is an immediate
consequence of Proposition 3.1 if €2 has finite measure. The only difficult case is when
) has infinite measure. By Proposition 3.1 we just need an LP-estimate in €, \ Bg,,
where Ry > Ry (see hypothesis (G2)). In order to do this, we look for a supersolution
of the equation

Ay(z) =g in Q,\ Bg

for n sufficiently large (i.e., n such that Q, \ Bg, # @). We consider
H

= el

z(x)
where H and ¢ will be chosen later. It is easy to check that by (2) and (3) we have

. -~ Hpil
—div (a(x,Vz)) > _CW ,

where ¢ = ¢(N, p, q, My, Ms) is a positive constant. Therefore, by (B1) and (C3),

A s A {uo - i"pl} | (29)

- |[1;“1(P—1) |x|p—1

11



If we choose R; large enough (depending on N, vy, q, p, d, My, M), then, for every
|z| > Ry , we have

IZ0) Hp_l
An(z) Z ?‘I|q(p_1) .
By (G2), if we choose ¢, H such that
ap-D=r. FH>K,

then the function z(z) satisfies A,(z) > g in R \ Bg,. Moreover, by Proposition 3.1
there exists a positive constant D independent of n such that

lunll , < D.

If we assume the further condition on H

H
—>D
R — 7

then we get z > u,, on 0Bpg,. Since z(x) > u,(z) on 0f2,, we can apply Theorem 4.1
in Q, \ Bg, to the operator A, and we obtain u,(z) < z(z) = H/|z|? in this set. In a
similar way one can prove that w,(z) > —z(x). By the choice of ¢ = r/(p — 1) we have

q > N/p and therefore 2 € LP(R™ \ Bpg,). This implies a uniform estimate for u, in
LP(Q, \ Bpr,) and therefore in LP(£,,). ]

6 Proof of the main theorem

By using the results obtained in the previous sections we will now give the proof of
Theorem 2.2. We will continue to denote by u,, the zero-extensions of u,, outside of €2,,.

Proof of Theorem 2.2. By Proposition 5.1 it follows, passing to a subsequence, that
there exists u € W, * () such that

U, —u weakly in WyP(Q) (30)

and
u, — u strongly in Li (). (31)

Let us take A CC Qand ¢ € C3°(Q), 0 < ¢ < 1,9 =1on A. If we take n large enough,
we have supp ) CC Q,,. We use (u,, — u) as test function in (P,) and we obtain

/a(x, Vitn) - V(tn — w)t) + /a(x, Vi) - Vi (up — ) + /c(x, ) (tn — w)p <
< d [ 1V e =l + [ gl — i
Then
[la(e, Vun) = afw, Vo) - V(un — )y <
<~ [al@, Vo) V(uw, — wp — [ alw, Tuy) - Vi, - w) (32)
~ [ elwun) = w0+ d [ [Tl (= )+ [ gl — ulw

12



Each term in the right-hand side of (32) tends to 0 as n goes to oo, by (A2), (C1), (30)
and (31). Therefore, using (A3), one obtains that Vu, — Vu strongly in L, (2). Thus

/a(x,Vu)-V(I)+/c(x,u)<1>+/b(x,Vu)(I> = /gCI)

for every ® € C5°(Q) and, by density, for every ® € W, (). ]

7 Further results in the case p = 2

In this section we show that, in the special case p = 2, using the estimates proved by
P.-L. Lions in [12] for linear problems, it is possible to obtain an existence result under
weaker hypotheses on the datum g. More precisely, we consider the following problem

—div (a(z,u)Vu) + b(x, Vu) + c(z,u) = g(x) in Q, /
(P")
u € Hy(),

where: a(z,s) = {a;(z,s)},; : @ x R — RV is a Carathéodory matrix, such that

la(z,s)] < 3, Zaij<x78>§i§j > vl¢f?, (33)

for almost every x € Q, every s € R and every £ = (&,...,&y) € RY, and 3, v are
positive constants;

b(x, &) satisfies (B1), ¢(x, s) satisfies (C1), (C3) (for p = 2), while g(x) satisfies
g(z) € L*(Q) + L*(Q) (34)
withg=1iN=1,1<q<2if N=2 g=2N/(N+2)if N> 3.

Theorem 7.1 Under the assumptions p =2, (B1), (C1), (C3), (33), (34), there ezists
a weak solution of problem (P').

Proof. We consider the approximate problems (P,,) defined as in Section 5. Let {u,}
be a sequence of solutions of (P,). Then w, is also solution of the linear equation

—div (G (2) V) + by (z) - Vit + (@)t = gn(z) in Qp,

(Pr)
ue Hi(Q),
where
an(z) = a(z,u,(x)),
b, Vu,(2))Vu, (z) if Vo (x
by(2) = Vg (z)[? V0 70
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Cn<x7 UN(x))un($)

Golz) = (un(z))?

if u,(x) # 0,
Yo if u,(x) = 0.

It is easy to check that the matrix a,, the vector b, and the function ¢, are uniformly
bounded, that a, is uniformly elliptic, and that é,(x) > vy > 0.

Let us assume for the moment that g(x) belongs to L?(2). Then it is possible to apply
the linear estimate by P.-L. Lions (see (5) in [12]), and obtain that the sequence {u,} is
bounded in L*(Q2). As observed in Section 5, this implies a uniform estimate in H}(£2).
On the other hand, if g(z) € LY(Q) (¢ =1if N=1,1<q<2if N=2,¢=2N/(N+2)
if N > 3), then, again by P.L. Lions’ theorem one obtains that the sequence {u,} is
bounded in L4(2). Taking w, as test function in (P,), and using Sobolev’s inequality,
one again obtains an estimate in H}(f2). In the general case g(z) € L*(Q)+ L4(f2), using
the linearity of problem (P,), we can write {u,} as the sum of two bounded sequences
in Hj(2). Once the estimate in H}(Q) is proved, the existence follows in a standard
way. =

8 Solutions in W.*(Q)

In this Section we will drop the request for a solution to belong to W, ?(€) and we will
show that it is possible, under much weaker assumptions, to prove the existence of a
distributional solution of following problem

A(u) := —div (a(z, Vu)) + b(x, Vu) 4+ c¢(z,u) = g(x) in 2,
u=0 on ON.

In fact we will prove that there exists 6 > 1 such that
[ul’ € Wo(9), (36)

which gives a meaning to the boundary condition.

Since in this case we do not need to use a comparison principle, or to find super-
solutions, we may assume p > 1, and drop several assumptions on the operator (in
particular (A1), (B2), (C2), (G2), while the strong monotonicity assumption (A3) can
be relaxed). Similarly, we do not need to obtain L* estimates, and this leads to still
weaker hypotheses on the datum g¢.

More precisely, we will assume that the operator A defined in (35) satisfies p > 1,
(A2), (A4), (B1), (C1), (C3),

(A3') for almost every z € 2 and for every £, € RV, with £ # 7,

la(z, &) —a(z,n)] - (£ —n) > 0.

14



Theorem 8.1 Let p > 1, and assume that A satisfies (A2), (A3'), (A4), (B1), (C1),
(C3), and that

N(a+p) .
g(z) € LYQ),  withq>{ N(p—1)+pla+1) (e (37)
1 ifp>N,

9 (o

Then there exists a solution u of (35) in the sense of distributions, i.e. u € WLP(Q) and
(36) holds for a suitable § = 6(N,p,v,vy,d,q) > 1.

where & satisfies

Remark 8.2 Let us point out that, with minor modifications to the proof, one can also
allow the function a(z, Vu(z)) which appears in the principal part of the operator to
depend also on the value u(x), with the usual growth conditions with respect to w.

Proof of Theorem 8.1. Again we approach problem (35) by approximate problems
(P,) as in Section 5. In order to obtain an a priori estimate for the solutions, we
follow similar calculations to those used in Step 2 of the Proof of Proposition 3.1. More
precisely, if we take |u,|*u, as test function in (B,), with « such that

a >, (39)

and using (39) to cancel the term involving b(x, Vu,), we obtain easily (for brevity of
notation we omit the index n everywhere)

atp P - (o
[V + [l < edgll, | e

where ¢; = ¢1(a, v, 19, p,d). In order to use Gagliardo-Nirenberg’s embedding, we will
show that, under our assumptions on ¢, there exists a > @ such that

L
q

: (40)

p*(a+p)

a+p<dla+l)< ifp<N (41)

or
a+p<d(a+1) ifp>N. (42)

Assume for a moment that (41), (42) hold. Then, using Lemma 2.4, and proceeding as
in the proof of Proposition 3.1, one easily obtains a bound for the left-hand side of (40).
Therefore we have obtained the a priori estimate

a—+p
p

5 : _
gy < 2 (Mmoo d gl ) with o= “"F >0 43)
where « is any number such that (39), (41) and (42) hold. From (43) it follows imme-
diately that u is bounded in L? (). This implies that u is also bounded in W.7(Q).
Indeed for 2y CC Q we can take uyp as test function in the equation satisfied by u

(where ¢ is a cut-off function such that ¢ = 1 on ), to obtain easily an estimate for
fQO |vu’p
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Let’s go back to the approximating problems (P,). By the estimates just proved, one
can extract a subsequence, still denoted by {u,}, such that

Up — U weakly in WL7(Q),

Up — U almost everywhere in (2,
(44)
|up|® = |ul’  weakly in WP (Q),

Up — U weakly in L°P"(£2),

where 0 = (a + p)/p. In order to pass to the limit in the distributional formulation of
problem (P,), the only difficulty is to prove the strong convergence of the gradients Vu,,
in LY (©2). By J.L. Lions’ Lemma and (A3') (see [10]), it is enough to show that, for

loc

every ¢ € C5°(Q),

1ir+n [a(z,Vu,) — a(x,Vu)] - (Vu, — Vu)p =0,
and this can be shown as in the proof of Theorem 2.2, taking into account (37) and (44).
We only have to show that it is possible to choose a > & such that (41) and (42) are
satisfied. If p < N, condition (41) is the same as

at+p , platp)
yl(@):a+1 q mz?ﬁ(a)‘ (45)

By studying the behaviour of the functions y;(a) and ys(a), for @ > @, it is easy to
see that condition (45) can be fulfilled for every ¢ satisfying (37). If p > N, only the
function y; (o) is involved, and since lim,_, ;o y1 (@) = 1, we only need ¢’ > 1, which is
equivalent to ¢ < 4o0. m
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