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#### Abstract

We study the fourth order nonlinear critical problem $\Delta^{2} u=u^{2^{*}-1}$ in a smooth bounded domain $\Omega \subset \mathbb{R}^{n}, n \geq 5$, subject to the boundary conditions $u=\Delta u-d u_{\nu}=0$ on $\partial \Omega$. We provide estimates for the range of parameters $d \in \mathbb{R}$ for which this problem admits a positive solution. If the domain is the unit ball, we obtain an almost complete description.


## 1 Introduction

Let $\Omega \subset \mathbb{R}^{n}(n \geq 5)$ be a smooth bounded domain, let $2^{*}=\frac{2 n}{n-4}$ denote the critical Sobolev exponent, let $d \in \mathbb{R}$. The present paper is concerned with the following fourth order elliptic problem with purely critical growth and Stekloff-type boundary conditions:

$$
\begin{cases}\Delta^{2} u=u^{2^{*}-1}, \quad u>0 & \text { in } \Omega  \tag{1}\\ u=0, \quad \Delta u-d u_{\nu}=0 & \text { on } \partial \Omega .\end{cases}
$$

Here $u_{\nu}$ denotes the outer normal derivative of $u$ on $\partial \Omega$. It is already evident from the well-studied second order case that nonlinear equations with critical growth terms present highly interesting phenomena concerning the existence/nonexistence of positive solutions, see the seminal paper by Brezis-Nirenberg [6] and also [26, Chapter III] for a survey. For fourth order equations the existence/nonexistence problem is even more challenging, since the available techniques strongly depend on the imposed boundary conditions. The present paper is motivated by its applications to conformal geometry (see e.g. [19, Section 2.2]) and by the growing interest in recent years for the corresponding Dirichlet boundary value problem

$$
\begin{equation*}
\Delta^{2} u=u^{2^{*}-1}, \quad u>0 \quad \text { in } \Omega, \quad u=u_{\nu}=0 \quad \text { on } \partial \Omega, \tag{2}
\end{equation*}
$$

and Navier boundary value problem

$$
\begin{equation*}
\Delta^{2} u=u^{2^{*}-1}, \quad u>0 \quad \text { in } \Omega, \quad u=\Delta u=0 \quad \text { on } \partial \Omega . \tag{3}
\end{equation*}
$$

We point out that (3) corresponds to $d=0$ in (1), whereas (2) should be seen as the limit case $d=-\infty$ in (1). We wish to show that the existence (resp. nonexistence) of solutions to (1) depends in a subtle way on the parameter $d$, thus we highlight aspects of the equation $\Delta^{2} u=u^{2^{*}-1}$ which cannot be observed by just considering (2) and (3).

[^0]Let us recall that if the domain $\Omega$ is strictly starshaped, then neither (2) nor (3) admit solutions, see [20, 21, 28]. A first natural question then arises: do these nonexistence results really depend on the geometry of the domain? The answer is positive. For instance, (3) has a solution on every domain $\Omega$ with nontrivial topology, see [7]. This result is not available for (2), but it is shown in [2] that a solution exists on domains with small holes. Moreover, in [12] it is proved that both (2) and (3) have solutions in some contractible (non-starshaped) domains. It should be mentioned that the existence results for (2) are for nontrivial solutions, not necessarily positive; this is due to the possible lack of the positivity preserving property for $\Delta^{2}$ in certain domains. A second natural question which arises is the following: do the above mentioned nonexistence results depend on the particular nonlinearity (pure power) considered? Also for this question, the answer is positive since subcritical perturbations of the pure power term may lead to existence results: we refer to $[8,10,15]$ for the Dirichlet case (2) and to $[4,14,30]$ for the Navier case (3). At this point, a third natural question arises: do the nonexistence results also depend on the boundary conditions considered? As far as we are aware, this question has not been raised previously and it is precisely one of the purposes of the present paper to give some answer to it. In other words, unlike in the present paper, in all the just mentioned references modifications of the domain or of the equation were considered. In particular, modifications of the equation turned out to be quite sensitive to the space dimension and this led to the study of the socalled critical dimensions [25]. According to [8, Theorem 1.1] and [25, Theorem 3] (resp. [30, Theorem 1 ] and [12, Theorem 3]) it is known that the only critical dimensions for the biharmonic operator $\Delta^{2}$ under Dirichlet (resp. Navier) boundary conditions are $n=5,6,7$. Here we study modifications of the boundary conditions and we show that these have a quite different effect which seems "almost independent" of the space dimension. More precisely, when $\Omega=B$ (the unit ball) for any $n \geq 5$ we find the threshold $d=4$ for non-existence results relative to (1). Moreover, a suitable modification of the Brezis-Nirenberg technique [6] (for the existence results) seems to show that the critical dimensions for the Stekloff problem might be different, namely $n=5,6$.

## 2 Main results

To present our results concerning (1), we recall some facts about the boundary eigenvalue problem

$$
\begin{cases}\Delta^{2} u=0 & \text { in } \Omega  \tag{4}\\ u=0, \quad \Delta u-d u_{\nu}=0 & \text { on } \partial \Omega\end{cases}
$$

This problem was studied by Kuttler [18] and Payne [22] more than 30 years ago, whereas the recent paper [3] contains extensions and new results, relating in particular (4) to the positivity preserving properties of $\Delta^{2}$ under the Stekloff-type boundary conditions. Let $\mathcal{H}(\Omega):=\left[H^{2} \cap H_{0}^{1}(\Omega)\right] \backslash H_{0}^{2}(\Omega)$ endowed with the norm $\|\Delta u\|_{2}$ for all $u \in \mathcal{H}(\Omega)$. The smallest (positive) eigenvalue $\sigma$ of (4) is characterized variationally as

$$
\begin{equation*}
\sigma:=\inf _{u \in \mathcal{H}(\Omega)} \frac{\int_{\Omega}|\Delta u|^{2}}{\int_{\partial \Omega} u_{\nu}^{2}}=\inf _{u \in \mathcal{H}(\Omega)} \frac{\|\Delta u\|_{2}^{2}}{\|u\|_{\partial_{\nu}}^{2}} \tag{5}
\end{equation*}
$$

Here and in the following, we denote by $\|\cdot\|_{p}$ the usual $L^{p}(\Omega)$-norm $(1 \leq p \leq \infty)$, and we put

$$
\|u\|_{\partial_{\nu}}^{2}=\int_{\partial \Omega} u_{\nu}^{2} \quad \text { for } u \in H^{2} \cap H_{0}^{1}(\Omega) .
$$

Hence $\sigma$ is the largest constant satisfying

$$
\begin{equation*}
\|\Delta u\|_{2}^{2} \geq \sigma\|u\|_{\partial_{\nu}}^{2} \quad \text { for all } u \in H^{2} \cap H_{0}^{1}(\Omega) \tag{6}
\end{equation*}
$$

and $\sigma^{-1 / 2}$ is the norm of the compact linear operator $H^{2} \cap H_{0}^{1}(\Omega) \rightarrow L^{2}(\partial \Omega), u \mapsto u_{\nu}$. It is known (see [18] for $n=2$ and [3] for $n \geq 3$ ) that, up to a multiplicative constant, there exists a unique eigenfunction $\phi^{1} \in \mathcal{H}(\Omega)$ corresponding to the eigenvalue $\sigma$, and $-\Delta \phi^{1} \geq 0$ in $\Omega$ (so that $\phi^{1}>0$ in $\Omega$ and $\phi_{\nu}^{1}<0$ on $\partial \Omega$ ).
Finally, let us make precise what we mean by solution. We say that a function $u \in H^{2} \cap H_{0}^{1}(\Omega)$ is a weak solution of (1) if $u>0$ a.e. in $\Omega$ and

$$
\begin{equation*}
\int_{\Omega} \Delta u \Delta v-d \int_{\partial \Omega} u_{\nu} v_{\nu}=\int_{\Omega} u^{2^{*}-1} v \quad \text { for all } v \in H^{2} \cap H_{0}^{1}(\Omega) \tag{7}
\end{equation*}
$$

It can be shown that a weak solution in this sense is in fact a strong (classical) solution, see [3, Proposition 23] and also [29].
Our first result is somehow standard. We consider least energy solutions (or mountain-pass solutions) according to the variational characterization of [1]. Then, we prove
Theorem 1. Let $\Omega \subset \mathbb{R}^{n}(n \geq 5)$ be a smooth bounded domain and let $\sigma$ be as in (5). Then, (i) if $d \geq \sigma$, then (1) admits no solution.
(ii) there exists $\sigma^{*}<\sigma$ such that if $\sigma^{*}<d<\sigma$, then (1) admits a least energy solution $u_{d}$; these solutions satisfy

$$
\begin{equation*}
u_{d} \rightarrow 0 \quad \text { in } H^{2}(\Omega) \cap L^{\infty}(\Omega) \quad \text { and } \quad \frac{u_{d}}{\left\|\Delta u_{d}\right\|_{2}} \rightarrow \phi^{1} \quad \text { in } H^{2}(\Omega) \quad \text { as } \quad d \rightarrow \sigma \tag{8}
\end{equation*}
$$

where $\phi^{1}$ is the first positive eigenfunction of (4) such that $\left\|\Delta \phi^{1}\right\|_{2}=1$.
Theorem 1 holds under no geometric assumptions on the domain $\Omega$. As already noticed above, this is in striking contrast with the cases $d=0$ (Navier boundary conditions) and $d=-\infty$ (Dirichlet boundary conditions). The proof of Theorem 1 (ii) is variational and relies on a compactness argument, see Proposition 14 below.
Next, we restrict our attention to the case where $\Omega=B$, the unit ball. In this case, it is known that $\sigma=n$, see [3]. Then, we prove
Theorem 2. Assume that $\Omega=B$ (the unit ball) and that $d \leq 4$. Then (1) admits no solution.
The proof of this result relies on a Pohozaev type identity [23, 24] which has been noted by Mitidieri [20]. Let us explain this more precisely. For a solution $u$ of (1), the identity derived in [20, (2.6)] leads, after some integrations by parts, to the following boundary integral equality:

$$
\begin{equation*}
\int_{\partial \Omega}\left[2(x \cdot \nabla \Delta u)-d^{2}(x \cdot \nu) u_{\nu}+n d u_{\nu}\right] u_{\nu}=0 \tag{9}
\end{equation*}
$$

When $d=0$ (Navier boundary conditions) two terms in (9) disappear and the "bad term" $x \cdot \nabla \Delta u$ simply reduces to $(x \cdot \nu)(\Delta u)_{\nu}$ because $\Delta u$ vanishes on $\partial \Omega$. When $d \neq 0$, not only all the three terms in (9) remain, but also there seems to be no simple way to treat the term $x \cdot \nabla \Delta u$ even on a starshaped domain. In the particular case where $\Omega=B$, we have $x=\nu$ on $\partial B$ and (9) becomes

$$
\begin{equation*}
\int_{\partial B}\left[2(\Delta u)_{\nu}+d(n-d) u_{\nu}\right] u_{\nu}=0 \tag{10}
\end{equation*}
$$

We will use (10) and the Hopf boundary lemma, applied to a suitably chosen auxiliary function, to prove Theorem 2.
As a consequence of Theorem 2, we obtain the following Sobolev inequality with remainder term:

Corollary 3. For all $u \in H^{2} \cap H_{0}^{1}(B)$ we have

$$
\begin{equation*}
\|\Delta u\|_{2}^{2} \geq S\|u\|_{2^{*}}^{2}+4\|u\|_{\partial_{\nu}}^{2}, \tag{11}
\end{equation*}
$$

where $S$ is the Sobolev constant for the embedding $H^{2} \cap H_{0}^{1}(B) \subset L^{2^{*}}(B)$.
Let us recall that the constant $S$ in (11) is independent of the domain, see [29]. It is clear that (11) has no analogue in the first order space $H_{0}^{1}$. Inequality (11) should also be compared with Theorem 5 in [12].
Next we discuss the range of parameters $d$ for which we can ensure existence of solutions to (1). For $n \geq 5$ we define the number

$$
\sigma_{n}= \begin{cases}n-(n-4)\left(n^{2}-4\right) \frac{\Gamma\left(\frac{n}{2}\right)}{2^{\frac{8}{n}+1}}\left(\frac{n \Gamma\left(\frac{n}{2}\right)}{\Gamma(n)}\right)^{\frac{4}{n}}\left(\frac{\Gamma\left(\frac{2 n}{n-4}\right)}{\Gamma\left(\frac{n^{2}}{2(n-4)}\right)}\right)^{1-\frac{4}{n}} & \text { if } n=5 \text { or } n=6 \\ \frac{4(n-3)}{n-4} & \text { if } n \geq 7\end{cases}
$$

In particular, $\sigma_{5} \approx 4.5$ and $\sigma_{6} \approx 5.2$, see [31]. Then, we prove
Theorem 4. Assume that $\Omega=B$ (the unit ball). Then for all $d \in\left(\sigma_{n}, n\right)$ problem (1) admits a radial solution. Moreover, the solution is superharmonic in $\bar{B}$.

In the next picture, we represent the existence/nonexistence regions for (1) (when $\Omega=B$ ) according to Theorems 1,2 and 4 . Note that $\sigma_{n} \rightarrow 4$ as $n \rightarrow \infty$, namely $\sigma_{n}$ tends to become "optimal". The region with a question mark "?" represents the region $4<d \leq \sigma_{n}$ which is not covered by our results.


Conjecture 5. When $\Omega=B$, (1) admits a (radial) solution $u_{d}$ if and only if $4<d<n$. Moreover, as $d \rightarrow 4^{+}, u_{d}$ tends to concentrate, namely $u_{d}(0) \rightarrow+\infty$ and $u_{d}(x) \rightarrow 0$ for $0<|x| \leq 1$.

In the next section we collect some further results providing evidence in favour of this conjecture. If it were true, we would have a lower bound for $d$ independent of the dimension $n$ : by scaling, in a ball of radius $R$ the existence interval would become $d \in\left(\frac{4}{R}, \frac{n}{R}\right)$. We have no explanation why the number " 4 " appears, the only justification seems to be that it is the infimum of the real values of $n$ for which the critical exponent $\frac{n+4}{n-4}$ makes sense.

Remark 6. If $d \geq 0$, we may relax the requirement $u>0$ in (1) with $u \geq 0$ and $u \not \equiv 0$. Indeed a solution $u$ satisfies $u_{\nu} \leq 0$ on $\partial \Omega$ so that, using the boundary condition, we also infer that $-\Delta u \geq 0$
on $\partial \Omega$. Since $-\Delta(-\Delta u)=\Delta^{2} u=u^{2^{*}-1} \geq 0$ in $\Omega$, by the maximum principle for $-\Delta$, we deduce $-\Delta u>0$ in $\Omega$. In turn, this implies $u>0$ in $\Omega$ and

$$
\begin{equation*}
u_{\nu}<0 \quad \text { on } \partial \Omega \tag{12}
\end{equation*}
$$

The remainder of this paper is organized as follows. In Section 3 we collect some further results, some of them related to Conjecture 5 above. In particular, we provide some numerical evidence for this conjecture. We also state some open problems. In Section 4 we prove a compactness result which is the crucial step in the proof of the existence statements in Theorems 1 and 4. Sections 4-7 contain the proofs of our main results. In Section 8 we prove Theorem 7 below.

## 3 Further results and open problems

### 3.1 Three variational identities for radial solutions

Throughout this section we assume that $\Omega=B$ (the unit ball) and we consider radially symmetric solutions. In this case, if we put $r=|x|$, then (1) reads

$$
\begin{equation*}
u^{i v}(r)+\frac{2(n-1)}{r} u^{\prime \prime \prime}(r)+\frac{(n-1)(n-3)}{r^{2}} u^{\prime \prime}(r)-\frac{(n-1)(n-3)}{r^{3}} u^{\prime}(r)=u^{\frac{n+4}{n-4}}(r) \quad r \in[0,1), \tag{13}
\end{equation*}
$$

while the boundary conditions become

$$
\begin{equation*}
u(1)=0, \quad u^{\prime \prime}(1)+(n-1-d) u^{\prime}(1)=0 . \tag{14}
\end{equation*}
$$

Moreover, every nontrivial solution satisfies $u^{\prime}(1)<0$ by the nonexistence result for (2). Hence the identity (10) yields the additional boundary condition

$$
\begin{equation*}
0=(\Delta u)^{\prime}(1)+\frac{d(n-d)}{2} u^{\prime}(1)=u^{\prime \prime \prime}(1)+(n-1) u^{\prime \prime}(1)+\left(\frac{d(n-d)}{2}-(n-1)\right) u^{\prime}(1) . \tag{15}
\end{equation*}
$$

Using this and a change of variables introduced in [11], we will prove
Theorem 7. Let $u_{d}=u_{d}(r)$ be a positive solution to (13)-(14) for some d. Then,

$$
\begin{gathered}
\frac{(d-n)(d-4)}{2} u_{d}^{\prime}(1)=\int_{0}^{1} r^{n+1} u_{d}^{2^{*}-1}(r) d r, \quad \frac{d(d-n)}{2} u_{d}^{\prime}(1)=\int_{0}^{1} r^{n-1} u_{d}^{2^{*}-1}(r) d r \\
d(d-4)(d-n)(d+n-4)\left|u_{d}^{\prime}(1)\right|^{2}=\frac{32(n+4)}{(n-4)^{2}} \int_{0}^{1} r^{n+2} u_{d}^{2^{*}-3}(r)\left[u_{d}^{\prime}(r)\right]^{3} d r+ \\
\quad+\frac{48(n+4)}{n-4} \int_{0}^{1} r^{n+1} u_{d}^{2^{*}-2}(r)\left|u_{d}^{\prime}(r)\right|^{2} d r-8\left(n^{2}-16\right) \int_{0}^{1} r^{n-1} u_{d}^{2^{*}}(r) d r
\end{gathered}
$$

Moreover, if a solution $u_{d}$ to problem (13)-(14) exists for all $4<d<n$, then as $d \rightarrow 4^{+}$we necessarily have that $u_{d}^{\prime}(1)$ remains bounded and $u_{d}(r) \rightarrow 0$ for all $r>0$.

Since $2^{*}-3>-1$ for any $n$ and $u$ vanishes of order 1 at $r=1$, the third identity in Theorem 7 makes sense. Note that the first identity in Theorem 7 immediately yields a weaker version of Theorem 2, namely the nonexistence of positive radial solutions of (1) in $B$ when $d \notin(4, n)$. The identities of Theorem 7 suggest that the correct existence interval is $d \in(4, n)$, and we feel that they could help to complete the proof of Conjecture 5 above.

### 3.2 Numerical results

Here we present some numerical experiments with Mathematica which give another strong hint that Conjecture 5 should hold. Let us briefly describe the procedure we followed.
First, we fixed $d \in(4, n)$ and we set the Cauchy problem for (13) in $r=1$ by choosing $u_{d}(1)=0$, $u_{d}^{\prime}(1)<0$ as a parameter and, according to (14) and (15), by taking

$$
u_{d}^{\prime \prime}(1)=(d+1-n) u_{d}^{\prime}(1), \quad u_{d}^{\prime \prime \prime}(1)=(n-d)\left(n-1-\frac{d}{2}\right) u_{d}^{\prime}(1)
$$

Then, we asked Mathematica to plot the solution on the interval $(0,1]$. We tried different values of $u_{d}^{\prime}(1)$. If it was too negative, the solution remained positive and blew up to $+\infty$ before reaching (going backwards!) $r=0$. If it was negative but too close to 0 , the solution attained a maximum, changed sign and blew up to $-\infty$ before reaching $r=0$. By dichotomy, we chose intermediate values of $u_{d}^{\prime}(1)$ until we reached an equilibrium. We reached only one equilibrium for every $d$. This suggests

Problem 8. When $\Omega=B$, does there exist a unique radial solution to (1) for all $d \in(4, n)$ ?
For $d$ very close to 4 and to $n$, the program was quite unstable and it was not so clear that uniqueness of the solution was ensured. For large values of $n$ (below we consider the case $n=12$ ) one should not completely trust the numerical results: both because very large numbers appear and because even if the "correct" shooting derivative $u^{\prime}(1)$ was of the order of $10^{3}$, small perturbations of order $10^{-6}$ gave rise to quite different results.
In the tables below, we enclose what we obtained in our experiments.
Table 1. Numerical results in the case $n=5, \frac{n+4}{n-4}=9$.

| $d$ | 4.999999 | 4.9999 | 4.99 | 4.8 | 4.6 | 4.5 | 4.25 | 4.01 | 4.0001 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{d}^{\prime}(1)$ | -0.96 | -1.71 | -3.02 | -3.85 | -3.57 | -3.34 | -2.56 | -0.97 | -0.3 |
| $u_{d}(0)$ | 0.48 | 0.85 | 1.52 | 2.38 | 2.85 | 3.11 | 4 | 10 | 32 |

Table 2. Numerical results in the case $n=6, \frac{n+4}{n-4}=5$.

| $d$ | 5.99999 | 5.9999 | 5.999 | 5.9 | 5.75 | 5.5 | 5 | 4.5 | 4.1 | 4.01 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{d}^{\prime}(1)$ | -0.75 | -1.34 | -2.38 | -7.15 | -8.29 | -8.49 | -7.01 | -4.49 | -1.72 | -0.52 |
| $u_{d}(0)$ | 0.35 | 0.67 | 1.2 | 3.9 | 5.2 | 6.8 | 11 | 18 | 46 | 145 |

Table 3. Numerical results in the case $n=12, \frac{n+4}{n-4}=2$.

| $d$ | 11.9 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4.1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $u_{d}^{\prime}(1)$ | -776.62 | -5429.32 | -6949.15 | -6235.15 | -4521.8 | -2657.56 | -1159.79 | -268.86 | -2.38 |
| $u_{d}(0)$ | 425 | 6500 | $2 \cdot 10^{4}$ | $5.2 \cdot 10^{4}$ | $1.3 \cdot 10^{5}$ | $2.9 \cdot 10^{5}$ | $7.5 \cdot 10^{5}$ | $3.5 \cdot 10^{6}$ | $2 \cdot 10^{8}$ |

In order to test the procedure, when $n=5$ we also tried the values $d=3$ and $d=6$ which are out of the range $(4, n)$. In both cases, regardless of the choice of $u_{d}^{\prime}(1)$, the solution blew up to $+\infty$ before reaching $r=0$. The blow up seemed monotonic, namely for $\left|u_{d}^{\prime}(1)\right|$ decreasing, the blow up time was also decreasing.

Finally, note that our numerical results seem to show that $u_{d}^{\prime}(1) \rightarrow 0$ and $u_{d}(0) \rightarrow+\infty$ as $d \rightarrow 4^{+}$.

### 3.3 Nodal radially symmetric solutions in the ball

We consider here radial sign-changing solutions of (1) when $\Omega=B$. More precisely, for $r \in[0,1)$ we want to solve

$$
\begin{equation*}
u^{i v}(r)+\frac{2(n-1)}{r} u^{\prime \prime \prime}(r)+\frac{(n-1)(n-3)}{r^{2}} u^{\prime \prime}(r)-\frac{(n-1)(n-3)}{r^{3}} u^{\prime}(r)=|u(r)|^{\frac{8}{n-4}} u(r), \tag{16}
\end{equation*}
$$

with boundary conditions (14) and

$$
\begin{equation*}
u^{\prime}(0)=u^{\prime \prime \prime}(0)=0 . \tag{17}
\end{equation*}
$$

This problem admits no solution as stated in
Proposition 9. For any $d \in \mathbb{R}$, (16) with boundary conditions (14)-(17) admits no sign-changing solution.

Proof. This follows by the arguments developed in [16], see also [11]. It is shown there that any solution of (16)-(17) (with $u(0)>0$ ) which attains 0 in finite time, remains then negative and blows up to $-\infty$ in finite time.

Let us also recall the following consequence of the comparison principle due to McKenna-Reichel [19] which applies to any solution of (16):

Proposition 10. Any solution $u$ of (16)-(14)-(17) with $u(0)>0$ satisfies $u^{\prime}(r)<0, \Delta u(r)<0$, $(\Delta u)^{\prime}(r)>0$ for all $r \in(0,1]$.

Proof. Let $\alpha=u(0)>0$ and consider the equation $\Delta^{2} v=v^{2^{*}-1}$ in $\mathbb{R}^{n}$. It is well-known [27] that it admits a unique positive entire radial solution $v$ vanishing at infinity and satisfying $v(0)=\alpha$. Moreover, this solution satisfies $v^{\prime}(r)<0$ and $\Delta v(r)<0$ for all $r>0$. In view of the comparison principle in [19] we first deduce that $\Delta u(0)<\Delta v(0)$ and, subsequently, that $u^{\prime}(r)<v^{\prime}(r)<0$ and $\Delta u(r)<\Delta v(r)<0$ for all $r \in(0,1]$. This proves the first two inequalities. The third inequality follows by integrating the equation $\left\{r^{n-1}[\Delta u(r)]^{\prime}\right\}^{\prime}=r^{n-1} u^{2^{*}-1}(r)$ over $[0, r]$ for $r \in(0,1]$.

### 3.4 Low and high energy solutions in general domains

As already mentioned, when $d=0$ (Navier boundary conditions) the existence of positive solutions of (1) depends on the geometry of $\Omega$, and the same is true for the Dirichlet problem (2). The solutions found in $[2,7,12]$ are high energy solutions and therefore seem unrelated with the ones we find in Theorems 1 and 4. The results in [29] show that there exists no least energy solution of (1) when $d=0$. Hence, also in view of Theorem 1, we know that there exists an interval $I_{1} \subset(0, \sigma)$ such that (1) admits a least energy solution if and only if $d \in I_{1}$. A natural question then arises:

Problem 11. Prove (or disprove!) that for any domain $\Omega$, there exists a nonempty interval $I_{2} \subset$ $(-\infty, \sigma)$ such that (1) admits a high energy solution for all $d \in I_{2}$. For the domains in [7, 12] we clearly have $0 \in I_{2}$.

Furthermore, one may wonder if both least energy solutions and high energy solutions may exist:
Problem 12. For a domain $\Omega$, can it happen that $I_{1} \cap I_{2} \neq \emptyset$ ? Does this answer depend on $\Omega$ ?
It is shown in [13] that in certain domains $\Omega$ the biharmonic operator with the boundary conditions in (1) does not enjoy the positivity preserving property for very negative $d$. And if one is interested in positive solutions (as in (1)) one usually cannot avoid using the positivity preserving property. On
the other hand, it is also shown in [13] that if $\Omega=B$ then the problem enjoys the positivity preserving property for all $d<n$. But we have seen in Theorem 2 that (1) has no solution if $d \leq 4$. This leads to the following
Problem 13. Is there any connection between the positivity preserving property and the existence of solutions to (1)?

## 4 A compactness result

Let $\Omega \subset \mathbb{R}^{n}(n \geq 5)$ be a smooth bounded domain. We first recall the characterization of the Sobolev constant for the embedding $H^{2} \cap H_{0}^{1}(\Omega) \subset L^{2^{*}}(\Omega)$ :

$$
S=\inf _{u} \frac{\|\Delta u\|_{2}^{2}}{\|u\|_{2^{*}}^{2}}
$$

where the infimum is taken over all $u \in H^{2} \cap H_{0}^{1}(\Omega) \backslash\{0\}$. It was shown in [29] that $S$ is never achieved if $\Omega \neq \mathbb{R}^{n}$ and that $S$ does not depend on the domain. Moreover, we have

$$
\begin{equation*}
S=\pi^{2}(n-4)\left(n^{2}-4\right) n\left(\frac{\Gamma\left(\frac{n}{2}\right)}{\Gamma(n)}\right)^{4 / n} \tag{18}
\end{equation*}
$$

see also [27].
Next, for all $u \in H^{2} \cap H_{0}^{1}(\Omega) \backslash\{0\}$ we define the ratio

$$
\begin{equation*}
Q_{d}(u):=\frac{\|\Delta u\|_{2}^{2}-d\|u\|_{\partial_{\nu}}^{2}}{\|u\|_{2^{*}}^{2}} \tag{19}
\end{equation*}
$$

Consider now the following minimization problem:

$$
\begin{equation*}
\Sigma_{d}(\Omega):=\inf _{u \in H^{2} \cap H_{0}^{1}(\Omega) \backslash\{0\}} Q_{d}(u) \tag{20}
\end{equation*}
$$

The purpose of this section is to prove the following
Proposition 14. Assume that $0<d<\sigma$. Then if $\Sigma_{d}(\Omega)<S$ the infimum in (20) is achieved. Moreover, up to a change of sign, any minimizer of (20) is strictly superharmonic in $\bar{\Omega}$. Finally, up to a Lagrange multiplier, any minimizer is a positive solution of (1).
Proof. Let $\left\{u_{m}\right\}_{m \geq 0}$ be a minimizing sequence for $\Sigma_{d}(\Omega)$ such that

$$
\begin{equation*}
\left\|u_{m}\right\|_{2^{*}}^{2}=1 \tag{21}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\left\|\Delta u_{m}\right\|_{2}^{2}-d\left\|u_{m}\right\|_{\partial_{\nu}}^{2}=\Sigma_{d}(\Omega)+o(1) \quad(m \rightarrow+\infty) \tag{22}
\end{equation*}
$$

Moreover, recalling (6) we have

$$
\left\|\Delta u_{m}\right\|_{2}^{2}=\Sigma_{d}(\Omega)+d\left\|u_{m}\right\|_{\partial_{\nu}}^{2}+o(1) \leq \Sigma_{d}(\Omega)+\frac{d}{\sigma}\left\|\Delta u_{m}\right\|_{2}^{2}+o(1)
$$

so that $\left\{u_{m}\right\}_{m \geq 0}$ is bounded in $H^{2} \cap H_{0}^{1}(\Omega)$. Hence $\left\{\nabla u_{m}\right\}_{m \geq 0}$ is bounded in $H^{1}(\Omega)$. Exploiting the compactness of the embeddings $H^{1}(\Omega) \hookrightarrow L^{2}(\partial \Omega)$ and $H^{2} \cap H_{0}^{1}(\Omega) \subset L^{2}(\Omega)$, we deduce that there exists $u \in H^{2} \cap H_{0}^{1}(\Omega)$ such that:

$$
\begin{equation*}
u_{m} \rightharpoonup u \quad \text { in } H^{2} \cap H_{0}^{1}(\Omega), \quad\left(u_{m}\right)_{\nu} \rightarrow u_{\nu} \quad \text { in } L^{2}(\partial \Omega), \quad u_{m} \rightarrow u \quad \text { in } L^{2}(\Omega), \tag{23}
\end{equation*}
$$

up to a subsequence. That is, if we set $v_{m}:=u_{m}-u$, then

$$
\begin{equation*}
v_{m} \rightharpoonup 0 \quad \text { in } H^{2} \cap H_{0}^{1}(\Omega), \quad\left(v_{m}\right)_{\nu} \rightarrow 0 \quad \text { in } L^{2}(\partial \Omega), \quad v_{m} \rightarrow 0 \quad \text { in } L^{2}(\Omega) . \tag{24}
\end{equation*}
$$

On the other hand, by (21) we infer that $\left\|\Delta u_{m}\right\|_{2}^{2} \geq S$, so that from (22) we also obtain

$$
d\left\|u_{m}\right\|_{\partial_{\nu}}^{2}=\left\|\Delta u_{m}\right\|_{2}^{2}-\Sigma_{d}(\Omega)+o(1) \geq S-\Sigma_{d}(\Omega)+o(1)
$$

which remains bounded away from 0 since $\Sigma_{d}(\Omega)<S$. From this fact we deduce that $u \neq 0$. In view of (23)-(24) we may rewrite (22) as

$$
\begin{equation*}
\|\Delta u\|_{2}^{2}+\left\|\Delta v_{m}\right\|_{2}^{2}-d\|u\|_{\partial_{\nu}}^{2}=\Sigma_{d}(\Omega)+o(1) . \tag{25}
\end{equation*}
$$

Moreover, by (21) and the Brezis-Lieb Lemma [5], we have

$$
1=\left\|u+v_{m}\right\|_{2^{*}}^{2^{*}}=\|u\|_{2^{*}}^{2^{*}}+\left\|v_{m}\right\|_{2^{*}}^{2^{*}}+o(1) \leq\|u\|_{2^{*}}^{2}+\left\|v_{m}\right\|_{2^{*}}^{2}+o(1) \leq\|u\|_{2^{*}}^{2}+\frac{1}{S}\left\|\Delta v_{m}\right\|_{2}^{2}+o(1)
$$

where we also used the fact that both $\|u\|_{2^{*}}$ and $\left\|v_{m}\right\|_{2^{*}}$ do not exceed 1 . Since $\Sigma_{d}(\Omega) \geq 0$ for every $0<d<\sigma$, this last inequality gives

$$
\Sigma_{d}(\Omega) \leq \Sigma_{d}(\Omega)\|u\|_{2^{*}}^{2}+\frac{\Sigma_{d}(\Omega)}{S}\left\|\Delta v_{m}\right\|_{2}^{2}+o(1)
$$

By combining this inequality with (25), we obtain

$$
\begin{gathered}
\|\Delta u\|_{2}^{2}-d\|u\|_{\partial_{\nu}}^{2}=\Sigma_{d}(\Omega)-\left\|\Delta v_{m}\right\|_{2}^{2}+o(1) \leq \\
\leq \Sigma_{d}(\Omega)\|u\|_{2^{*}}^{2}+\left(\frac{\Sigma_{d}(\Omega)}{S}-1\right)\left\|\Delta v_{m}\right\|_{2}^{2}+o(1) \leq \Sigma_{d}(\Omega)\|u\|_{2^{*}}^{2}+o(1),
\end{gathered}
$$

which shows that $u \neq 0$ is a minimizer for (20). This proves the first part of Proposition 14.
Consider now a minimizer $u$ for (20) and assume for contradiction that it is not superharmonic (nor subhamonic) in $\Omega$. Then, define $w \in H^{2} \cap H_{0}^{1}(\Omega)$ as the unique solution of

$$
\begin{cases}-\Delta w=|\Delta u| & \text { in } \Omega \\ w=0 & \text { on } \partial \Omega .\end{cases}
$$

By the maximum principle for superharmonic functions it follows that $w>0$ in $\Omega$ and $w_{\nu}<0$ on $\partial \Omega$. Moreover, both $w \pm u$ are superharmonic (but not harmonic!) in $\Omega$ and vanish on $\partial \Omega$. This proves that

$$
|u|<w \quad \text { in } \Omega, \quad\left|u_{\nu}\right|<\left|w_{\nu}\right| \quad \text { on } \partial \Omega .
$$

In turn, these inequalities (and $-\Delta w=|\Delta u|)$ prove that $Q_{d}(w)<Q_{d}(u)$ which contradicts the assumption that $u$ minimizes (20).
Therefore, any minimizer $u$ for (20) is superharmonic (and positive) in $\Omega$. By the standard Lagrange multiplier method, it is readily seen that a multiple of $u$ is a positive solution of (1). Since it is superharmonic in $\Omega$ it also satisfies $u_{\nu}<0$ on $\partial \Omega$. Hence, since $-\Delta u=-d u_{\nu}$ on $\partial \Omega$, we finally infer that $-\Delta u>0$ in $\bar{\Omega}$.

Remark 15. In view of [29] we have that $\Sigma_{0}(\Omega)=S$. Moreover, using the first eigenfunction $\phi^{1}$ in (19)-(20), we also have $\Sigma_{\sigma}(\Omega)=0$. As a consequence of Proposition 14, one can show that the map $d \mapsto \Sigma_{d}(\Omega)$ is continuous over $[0, \sigma]$ and it is strictly decreasing in the range where $\Sigma_{d}(\Omega)<S$.

## 5 Proof of Theorem 1

Let $\phi^{1}$ be a positive eigenfunction of (4). Taking $v=\phi^{1}$ as test function in (7) we obtain

$$
\begin{equation*}
\int_{\Omega} \Delta u \Delta \phi^{1}-d \int_{\partial \Omega} u_{\nu} \phi_{\nu}^{1}=\int_{\Omega} u^{2^{*}-1} \phi^{1} . \tag{26}
\end{equation*}
$$

Two integrations by parts yield

$$
\begin{equation*}
\int_{\Omega} \Delta u \Delta \phi^{1}=-\int_{\Omega} \nabla u \nabla \Delta \phi^{1}+\int_{\partial \Omega} \Delta \phi^{1} u_{\nu}=\int_{\Omega} u \Delta^{2} \phi^{1}+\sigma \int_{\partial \Omega} u_{\nu} \phi_{\nu}^{1}=\sigma \int_{\partial \Omega} u_{\nu} \phi_{\nu}^{1} \tag{27}
\end{equation*}
$$

where we took into account that $\phi^{1}$ solves (4) and $u$ satisfies the boundary conditions in (1). Plugging (27) into (26) yields

$$
(\sigma-d) \int_{\partial \Omega} u_{\nu} \phi_{\nu}^{1}=\int_{\Omega} u^{2^{*}-1} \phi^{1}>0 .
$$

In view of (12), this shows that $d<\sigma$. We have so shown that if (1) admits a solution, then necessarily $d<\sigma$. This proves statement ( $i$ ) of Theorem 1.
Consider again the first eigenfunction $\phi^{1}$ and let

$$
\sigma^{*}:=\frac{\left\|\Delta \phi^{1}\right\|_{2}^{2}-S\left\|\phi^{1}\right\|_{2^{*}}^{2}}{\left\|\phi^{1}\right\|_{\partial_{\nu}}^{2}} .
$$

Then, $\sigma^{*}<\sigma$ and for all $d>\sigma^{*}$ we have

$$
\Sigma_{d}(\Omega) \leq \frac{\left\|\Delta \phi^{1}\right\|_{2}^{2}-d\left\|\phi^{1}\right\|_{\partial_{\nu}}^{2}}{\left\|\phi^{1}\right\|_{2^{*}}^{2}}<S .
$$

The existence part of statement (ii) then follows from Proposition 14.
We now prove the first of (8). To this end, we remark that in view of the characterization of $\phi^{1}$ in (20), we have

$$
\begin{equation*}
\Sigma_{d}=\Sigma_{d}(\Omega) \leq \frac{\left\|\Delta \phi^{1}\right\|_{2}^{2}-d\left\|\phi^{1}\right\|_{\partial_{\nu}}^{2}}{\left\|\phi^{1}\right\|_{2^{*}}^{2}}=\frac{1-\frac{d}{\sigma}}{\left\|\phi^{1}\right\|_{2^{*}}^{2}} \rightarrow 0 \quad \text { as } d \rightarrow \sigma . \tag{28}
\end{equation*}
$$

Since $u_{d}$ is a least energy solution of (1), we have

$$
\begin{equation*}
\frac{\left\|\Delta u_{d}\right\|_{2}^{2}-d\left\|u_{d}\right\|_{\partial_{\nu}}^{2}}{\left\|u_{d}\right\|_{2^{*}}^{2}}=\Sigma_{d} \tag{29}
\end{equation*}
$$

Moreover, by taking $v=u_{d}$ in (7), we have

$$
\begin{equation*}
\left\|\Delta u_{d}\right\|_{2}^{2}-d\left\|u_{d}\right\|_{\partial_{\nu}}^{2}=\left\|u_{d}\right\|_{2^{*}}^{2^{*}} \tag{30}
\end{equation*}
$$

Identities (29)-(30) readily imply that $\left\|u_{d}\right\|_{2^{*}}=\Sigma_{d}^{(n-4) / 8}$. In turn, this and (28) show that

$$
\begin{equation*}
u_{d} \rightarrow 0 \quad \text { in } L^{2^{*}}(\Omega) \quad \text { as } d \rightarrow \sigma . \tag{31}
\end{equation*}
$$

We endow $H^{2} \cap H_{0}^{1}(\Omega)$ with the scalar product

$$
\begin{equation*}
(v, w)_{d}:=\int_{\Omega} \Delta v \Delta w-d \int_{\partial \Omega} v_{\nu} w_{\nu} . \tag{32}
\end{equation*}
$$

We write $u_{d}$ according to the decomposition $H^{2} \cap H_{0}^{1}(\Omega)=\left[\operatorname{span}\left\{\phi^{1}\right\}\right] \oplus\left[\operatorname{span}\left\{\phi^{1}\right\}\right]^{\perp}$, where orthogonality is intended with respect to the scalar product in (32). In this way, for all $d \in\left(\sigma^{*}, \sigma\right)$ we obtain $\alpha_{d} \in \mathbb{R}$ and $\psi_{d} \in\left[\operatorname{span}\left\{\phi^{1}\right\}\right]^{\perp}$ such that

$$
\begin{equation*}
u_{d}=\alpha_{d} \phi^{1}+\psi_{d} \tag{33}
\end{equation*}
$$

Using (30) and (31), we infer (as $d \rightarrow \sigma$ )

$$
\begin{equation*}
o(1) \geq\left(u_{d}, u_{d}\right)_{d}=\alpha_{d}^{2}\left(\phi^{1}, \phi^{1}\right)_{d}+\left(\psi_{d}, \psi_{d}\right)_{d} \geq \alpha_{d}^{2} \frac{\sigma-d}{\sigma}+\frac{\sigma_{2}-d}{\sigma_{2}}\left\|\Delta \psi_{d}\right\|_{2}^{2}, \tag{34}
\end{equation*}
$$

where $\sigma_{2}>\sigma$ denotes the second Stekloff eigenvalue (see [9]). The above inequality implies at once that $\left\|\Delta \psi_{d}\right\|_{2} \rightarrow 0$ so that also $\left\|\psi_{d}\right\|_{2^{*}} \rightarrow 0$. Together with (31), this implies that $\alpha_{d} \rightarrow 0$ and finally that

$$
\begin{equation*}
u_{d} \rightarrow 0 \quad \text { in } H^{2}(\Omega) \quad \text { as } d \rightarrow \sigma \tag{35}
\end{equation*}
$$

The $L^{p}(\Omega)$ convergence for any $p<\infty$ follows now by the same argument used in [29, Lemma B1]. Moreover, we obtain uniform convergence with the same argument as [29, Lemma B3], and recalling that the boundary conditions in (1) satisfy the complementing condition, see [3]. This proves the first of (8).

In order to prove the second of (8), we note that by (28), (29) and (34), we infer

$$
o(1)=\frac{\left\|\Delta u_{d}\right\|_{2}^{2}-d\left\|u_{d}\right\|_{\partial_{\nu}}^{2}}{\left\|u_{d}\right\|_{2^{*}}^{2}} \geq \frac{\sigma_{2}-d}{2 \sigma_{2}} \frac{\left\|\Delta \psi_{d}\right\|_{2}^{2}}{\alpha_{d}^{2}\left\|\phi^{1}\right\|_{2^{*}}^{2}+\left\|\psi_{d}\right\|_{2^{*}}^{2}},
$$

where we also used the inequality $\left\|u_{d}\right\|_{2^{*}}^{2} \leq\left(\left\|\alpha_{d} \phi^{1}\right\|_{2^{*}}+\left\|\psi_{d}\right\|_{2^{*}}\right)^{2} \leq 2\left(\alpha_{d}^{2}\left\|\phi^{1}\right\|_{2^{*}}^{2}+\left\|\psi_{d}\right\|_{2^{*}}^{2}\right)$. Therefore, we obtain

$$
\begin{equation*}
o(1) \geq \frac{\sigma_{2}-d}{2 \sigma_{2}} \frac{\alpha_{d}^{-2}\left\|\Delta \psi_{d}\right\|_{2}^{2}}{\left\|\phi^{1}\right\|_{2^{*}}^{2}+\alpha_{d}^{-2}\left\|\psi_{d}\right\|_{2^{*}}^{2}} . \tag{36}
\end{equation*}
$$

For contradiction, if $\alpha_{d}^{-2}\left\|\psi_{d}\right\|_{2^{*}}^{2} \rightarrow+\infty$, then we may neglect $\left\|\phi^{1}\right\|_{2^{*}}^{2}$ in the previous inequality so that we obtain

$$
o(1) \geq \frac{\sigma_{2}-d}{2 \sigma_{2}} \frac{\left\|\Delta \psi_{d}\right\|_{2}^{2}}{\left\|\psi_{d}\right\|_{2^{*}}^{2}}
$$

which contradicts Sobolev inequality. This contradiction, shows that $\alpha_{d}^{-2}\left\|\psi_{d}\right\|_{2^{*}}^{2}$ remains bounded. Hence, (36) implies that $\alpha_{d}^{-2}\left\|\Delta \psi_{d}\right\|_{2}^{2} \rightarrow 0$ as $d \rightarrow \sigma$. In particular, this means that $\alpha_{d}>0$ (recall $u_{d}>0$ ) and $\alpha_{d}^{-2}\left\|\Delta u_{d}\right\|_{2}^{2} \rightarrow 1$ as $d \rightarrow \sigma$. Therefore, we finally obtain

$$
\left\|\frac{\Delta u_{d}}{\left\|\Delta u_{d}\right\|_{2}}-\Delta \phi^{1}\right\|_{2}^{2}=2-\frac{2}{\left\|\Delta u_{d}\right\|_{2}} \int_{\Omega} \Delta \phi^{1}\left(\alpha_{d} \Delta \phi^{1}+\Delta \psi_{d}\right) \rightarrow 0
$$

which proves (8) and completes the proof of Theorem 1.

## 6 Proof of Theorem 2 and Corollary 3

For contradiction, let $u$ be a solution of (1) for some $d \leq 4$ and consider the auxiliary function $\phi \in C^{2}(\bar{B})$ defined by

$$
\phi(x)=\left(4-d+d|x|^{2}\right) \Delta u(x)-4 d x \cdot \nabla u(x)+d(8-2 n) u(x), \quad x \in \bar{B} .
$$

Then $\phi=0$ on $\partial B$, since $u=0$ and $\Delta u=d u_{\nu}$ on $\partial B$. A short computation shows

$$
\begin{aligned}
\Delta \phi & =2 d n \Delta u+4 d x \cdot \nabla \Delta u+\left(4-d+d|x|^{2}\right) \Delta^{2} u-4 d(2 \Delta u+x \cdot \nabla \Delta u)+d(8-2 n) \Delta u \\
& =\left(4-d+d|x|^{2}\right) u^{2^{*}-1}
\end{aligned}
$$

If $u>0$ solves (1), then $\Delta \phi>0$, since $d \leq 4$. By the maximum principle we conclude that $\phi<0$ in $B$, and $\phi_{\nu}>0$ on $\partial B$ by the Hopf boundary Lemma. But on $\partial B$ we also get by direct computation (using also the second boundary condition)

$$
\begin{aligned}
\phi_{\nu} & =2 d \Delta u+4(\Delta u)_{\nu}-4 d\left(u_{\nu}+u_{\nu \nu}\right)+d(8-2 n) u_{\nu} \\
& =2 d \Delta u+4(\Delta u)_{\nu}-4 d\left(u_{\nu}+\Delta u-(n-1) u_{\nu}\right)+d(8-2 n) u_{\nu} \\
& =2\left(2(\Delta u)_{\nu}+d(n-d) u_{\nu}\right),
\end{aligned}
$$

so that $2(\Delta u)_{\nu}+d(n-d) u_{\nu}>0$ on $\partial B$. Since $u>0$ in $B$ we have $u_{\nu} \leq 0$ on $\partial B$. Then, the last inequality combined with identity (10) yields $u_{\nu}=0$ on $\partial B$. But then $u$ would be a solution of the Dirichlet problem (2) in $B$, which is known to have no positive solutions [21]. This contradiction concludes the proof of Theorem 2.

Corollary 3 is a direct consequence of the definition of $\Sigma_{d}$ combined with Theorem 2 and the fact that, in view of Proposition 14, $\Sigma_{4}(B)=S$.

## 7 Proof of Theorem 4

Throughout this section we denote by $\Sigma_{d}$ the number $\Sigma_{d}(B)$ defined in (20). Moreover, we will use some properties of the Gamma and Beta functions for which we refer to [31, 32]. Let us recall that

$$
\begin{equation*}
\omega_{n}:=|\partial B|=\frac{2 \pi^{n / 2}}{\Gamma\left(\frac{n}{2}\right)} . \tag{37}
\end{equation*}
$$

In order to prove Theorem 4, we apply Proposition 14. More precisely, we show that if $d$ lies in the range specified by Theorem 4 , then $\Sigma_{d}<S$. And this is obtained by constructing a suitable radial function $u \in H^{2} \cap H_{0}^{1}(B)$ for which $Q_{d}(u)<S$. To this end, we have to distinguish between "high" space dimensions $n \geq 7$ and "low" space dimensions $n=5,6$. In the first case we prove

Lemma 16. Assume that $n \geq 7$. Then, $\Sigma_{d}<S$ for all $4 \frac{n-3}{n-4}<d<n$.
Proof. For all $\varepsilon>0$ consider the entire function $u_{\varepsilon}(x):=\frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{\frac{n-4}{2}}}$. It is known (see e.g. [27]) that

$$
\begin{equation*}
S=\frac{\int_{\mathbb{R}^{n}}\left|\Delta u_{\varepsilon}\right|^{2}}{\left(\int_{\mathbb{R}^{n}}\left|u_{\varepsilon}\right|^{2^{*}}\right)^{2 / 2^{*}}} \quad \text { for all } \varepsilon>0 \tag{38}
\end{equation*}
$$

where $S$ is as in (18). We now briefly recall some basic facts about $u_{\varepsilon}$. Firstly, we compute

$$
\begin{gather*}
\int_{\mathbb{R}^{n}}\left|u_{\varepsilon}\right|^{2^{*}}=\int_{\mathbb{R}^{n}} \frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}}=\frac{1}{\varepsilon^{n}} \int_{\mathbb{R}^{n}} \frac{1}{\left(1+|x|^{2}\right)^{n}}= \\
=\frac{\omega_{n}}{\varepsilon^{n}} \int_{0}^{\infty} \frac{r^{n-1}}{\left(1+r^{2}\right)^{n}} d r=\frac{\omega_{n}}{2 \varepsilon^{n}} \int_{0}^{\infty} \frac{t^{\frac{n}{2}-1}}{(1+t)^{n}} d t=\frac{\omega_{n}}{2 \varepsilon^{n}} \frac{\left[\Gamma\left(\frac{n}{2}\right)\right]^{2}}{\Gamma(n)}=: \frac{K_{2}}{\varepsilon^{n}} . \tag{39}
\end{gather*}
$$

Moreover, by (38),

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}\left|\Delta u_{\varepsilon}\right|^{2}=S\left(\int_{\mathbb{R}^{n}}\left|u_{\varepsilon}\right|^{2^{*}}\right)^{2 / 2^{*}}=S \frac{K_{2}^{2 / 2^{*}}}{\varepsilon^{n-4}}=: \frac{K_{1}}{\varepsilon^{n-4}} \tag{40}
\end{equation*}
$$

In particular, (39)-(40) and (18) show that $K_{1}$ and $K_{2}$ are linked by the following relations

$$
\begin{equation*}
K_{1}=n(n-4)\left(n^{2}-4\right) K_{2}, \quad K_{1}=S K_{2}^{2 / 2^{*}} \tag{41}
\end{equation*}
$$

Consider now the function

$$
U_{\varepsilon}(x):=u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}=\frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{\frac{n-4}{2}}}-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}} .
$$

Since $U_{\varepsilon} \in H^{2} \cap H_{0}^{1}(B)$, we may compute

$$
Q_{d}\left(U_{\varepsilon}\right)=\frac{\int_{B}\left|\Delta u_{\varepsilon}\right|^{2}-d \int_{\partial B}\left|\left(u_{\varepsilon}\right)_{\nu}\right|^{2}}{\left(\int_{B}\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)^{2 / 2^{*}}}
$$

We first remark that

$$
\begin{equation*}
\int_{\partial B}\left|\left(u_{\varepsilon}\right)_{\nu}\right|^{2}=\frac{(n-4)^{2}}{\left(1+\varepsilon^{2}\right)^{n-2}} \omega_{n} \rightarrow(n-4)^{2} \omega_{n} \quad \text { as } \varepsilon \rightarrow 0 \tag{42}
\end{equation*}
$$

Next, we claim that as $\varepsilon \rightarrow 0$ the two following facts hold:

$$
\begin{gather*}
\int_{B}\left|\Delta u_{\varepsilon}\right|^{2}=\frac{K_{1}}{\varepsilon^{n-4}}-4(n-4) \omega_{n}+o(1),  \tag{43}\\
\int_{B}\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}=\frac{K_{2}}{\varepsilon^{n}}-\frac{4 \omega_{n}}{(n-4)(n+2) \varepsilon^{4}}+o\left(\varepsilon^{-4}\right), \tag{44}
\end{gather*}
$$

where $K_{2}$ and $K_{1}$ are defined in (39)-(40). Postponing their proofs, from (41)-(42)-(43)-(44) we get

$$
\begin{gathered}
Q_{d}\left(U_{\varepsilon}\right)=\frac{\frac{K_{1}}{\varepsilon^{n-4}}\left(1-\frac{\varepsilon^{n-4}}{K_{1}} \omega_{n}(n-4)(4+d(n-4))+o\left(\varepsilon^{n-4}\right)\right)}{\frac{K_{2}^{2 / 2^{*}}}{\varepsilon^{n-4}}\left(1-\frac{4 \omega_{n}}{(n-4)(n+2) K_{2}} \varepsilon^{n-4}+o\left(\varepsilon^{n-4}\right)\right)^{2 / 2^{*}}}= \\
=S\left(1-\omega_{n}(n-4)(4+d(n-4)) \frac{\varepsilon^{n-4}}{K_{1}}+o\left(\varepsilon^{n-4}\right)\right)\left(1+\frac{4 \omega_{n} \varepsilon^{n-4}}{n(n+2) K_{2}}+o\left(\varepsilon^{n-4}\right)\right)= \\
=S\left[1-\varepsilon^{n-4} \omega_{n}\left(\frac{(n-4)(4+d(n-4))}{K_{1}}-\frac{4}{n(n+2) K_{2}}\right)+o\left(\varepsilon^{n-4}\right)\right] \quad \text { as } \varepsilon \rightarrow 0 .
\end{gathered}
$$

Hence, if

$$
\begin{equation*}
\frac{(n-4)(4+d(n-4))}{K_{1}}-\frac{4}{n(n+2) K_{2}}>0 \tag{45}
\end{equation*}
$$

then $Q_{d}\left(U_{\varepsilon}\right)<S$ for sufficiently small $\varepsilon$ and the statement follows. But (45) also reads

$$
d>\frac{4}{n-4}\left(\frac{K_{1}}{n(n+2)(n-4) K_{2}}-1\right)=4 \frac{n-3}{n-4},
$$

where the last (striking!) equality follows from (41). So we have proved that if (43) and (44) hold, then $Q_{d}\left(U_{\varepsilon}\right)<S$ for sufficiently small $\varepsilon$ provided that $d>4 \frac{n-3}{n-4}$.
Hence, the proof of the lemma will be complete once we demonstrate the estimates (43) and (44). By (40) we have

$$
\begin{gathered}
\int_{B}\left|\Delta u_{\varepsilon}\right|^{2}=\int_{\mathbb{R}^{n}}\left|\Delta u_{\varepsilon}\right|^{2}-\int_{\mathbb{R}^{n} \backslash B}\left|\Delta u_{\varepsilon}\right|^{2}= \\
=\frac{K_{1}}{\varepsilon^{n-4}}-(n-4)^{2} \int_{\mathbb{R}^{n} \backslash B} \frac{\left(n \varepsilon^{2}+2|x|^{2}\right)^{2}}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}}=\frac{K_{1}}{\varepsilon^{n-4}}-4(n-4) \omega_{n}+o(1)
\end{gathered}
$$

which is (43). More delicate is the proof of (44). By (39) we have

$$
\begin{gather*}
\int_{B}\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}= \\
=\int_{\mathbb{R}^{n}}\left|u_{\varepsilon}(x)\right|^{2^{*}}-\int_{\mathbb{R}^{n} \backslash B}\left|u_{\varepsilon}(x)\right|^{2^{*}}-\int_{B}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)= \\
=\frac{K_{2}}{\varepsilon^{n}}-\frac{\omega_{n}}{n}+o(1)-\int_{B}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right) . \tag{46}
\end{gather*}
$$

We now decompose the last term in the sum in (46) as follows

$$
\begin{gather*}
\int_{B}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)=  \tag{47}\\
=\int_{B_{\varepsilon^{1 / n}}}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)+\int_{B \backslash B_{\varepsilon^{1 / n}}}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)
\end{gather*}
$$

We study separately the two terms above. For the first term, we have

$$
\begin{gathered}
\int_{B_{\varepsilon^{1 / n}}}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)= \\
=\int_{B_{\varepsilon^{1 / n}}} \frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}}\left[1-\left(1-\left(\frac{\varepsilon^{2}+|x|^{2}}{\varepsilon^{2}+1}\right)^{\frac{n-4}{2}}\right)^{2^{*}}\right]= \\
=\int_{B_{\varepsilon^{1 / n}}} \frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}}\left[2^{*}\left(\frac{\varepsilon^{2}+|x|^{2}}{\varepsilon^{2}+1}\right)^{\frac{n-4}{2}}+o\left(\left(\frac{\varepsilon^{2}+|x|^{2}}{\varepsilon^{2}+1}\right)^{\frac{n-4}{2}}\right)\right]= \\
=2^{*} \omega_{n}(1+o(1)) \int_{0}^{\varepsilon^{1 / n}} \frac{r^{n-1}}{\left(\varepsilon^{2}+r^{2}\right)^{\frac{n+4}{2}}} d r=\frac{2^{*} \omega_{n}}{2 \varepsilon^{4}}(1+o(1)) \int_{0}^{\infty} \frac{t^{\frac{n}{2}-1}}{(1+t)^{\frac{n}{2}+2}} d t= \\
=\frac{2^{*} \omega_{n}}{2 \varepsilon^{4}} \frac{\Gamma\left(\frac{n}{2}\right) \Gamma(2)}{\Gamma\left(\frac{n}{2}+2\right)}(1+o(1))=\frac{4 \omega_{n}}{(n-4)(n+2) \varepsilon^{4}}(1+o(1)) .
\end{gathered}
$$

For the second term, we have

$$
\begin{gathered}
\int_{B \backslash B_{\varepsilon^{1 / n}}}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)= \\
=\int_{B \backslash B_{\varepsilon^{1 / n}}} \frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}}\left[1-\left(1-\left(\frac{\varepsilon^{2}+|x|^{2}}{\varepsilon^{2}+1}\right)^{\frac{n-4}{2}}\right)^{2^{*}}\right] \leq \\
\leq \int_{B \backslash B_{\varepsilon^{1 / n}}} \frac{1}{\left(\varepsilon^{2}+|x|^{2}\right)^{n}} \leq \omega_{n} \int_{\varepsilon^{1 / n}}^{\infty} \frac{d r}{r^{n+1}}=\frac{\omega_{n}}{n \varepsilon}+o(1)=o\left(\varepsilon^{-4}\right) .
\end{gathered}
$$

Inserting these two estimates into (47) yields

$$
\int_{B}\left(\left|u_{\varepsilon}(x)\right|^{2^{*}}-\left|u_{\varepsilon}(x)-\frac{1}{\left(\varepsilon^{2}+1\right)^{\frac{n-4}{2}}}\right|^{2^{*}}\right)=\frac{4 \omega_{n}}{(n-4)(n+2) \varepsilon^{4}}+o\left(\varepsilon^{-4}\right)
$$

In turn, inserting this estimate into (46) proves (44).
The lower bound $4 \frac{n-3}{n-4}$ found in Lemma 16 is not smaller than $n$ when $n=5$ or $n=6$. Therefore, Lemma 16 does not apply in these dimensions. But here we can prove

Lemma 17. Assume that $n=5$ or $n=6$. Then, $\Sigma_{d}<S$ for all $\sigma_{n}<d<n$ where

$$
\sigma_{n}=n-(n-4)\left(n^{2}-4\right) \frac{\Gamma\left(\frac{n}{2}\right)}{2^{\frac{8}{n}+1}}\left(\frac{n \Gamma\left(\frac{n}{2}\right)}{\Gamma(n)}\right)^{\frac{4}{n}}\left(\frac{\Gamma\left(\frac{2 n}{n-4}\right)}{\Gamma\left(\frac{n^{2}}{2(n-4)}\right)}\right)^{1-\frac{4}{n}}
$$

Therefore, $\sigma_{5} \approx 4.5$ and $\sigma_{6} \approx 5.2$.
Proof. It is shown in [3] that the first eigenfunction of (4) in $B$ can be normalized to be $\phi^{1}(x)=1-|x|^{2}$. We have

$$
\begin{gathered}
\left\|\Delta \phi^{1}\right\|_{2}^{2}=4 n \omega_{n}, \quad\left\|\phi^{1}\right\|_{\partial_{\nu}}^{2}=4 \omega_{n} \\
\left\|\phi^{1}\right\|_{2^{*}}^{2^{*}}=\omega_{n} \int_{0}^{1}\left(1-r^{2}\right)^{\frac{2 n}{n-4}} r^{n-1} d r=\frac{\omega_{n}}{2} \int_{0}^{1}(1-u)^{\frac{2 n}{n-4}} u^{\frac{n}{2}-1} d u=\frac{2 \omega_{n}}{n} \frac{\Gamma\left(\frac{n}{2}\right) \Gamma\left(\frac{2 n}{n-4}\right)}{\Gamma\left(\frac{n^{2}}{2(n-4)}\right)}
\end{gathered}
$$

from which we conclude that

$$
Q_{d}\left(\phi^{1}\right)=2(n-d)\left(2 \omega_{n}\right)^{\frac{4}{n}}\left(\frac{n \Gamma\left(\frac{n^{2}}{2(n-4)}\right)}{\Gamma\left(\frac{n}{2}\right) \Gamma\left(\frac{2 n}{n-4}\right)}\right)^{\frac{n-4}{n}}
$$

By combining (18) with (37) and the just found value of $Q_{d}\left(\phi^{1}\right)$, we deduce that $Q_{d}\left(\phi^{1}\right)<S$ whenever $d>\sigma_{n}$. This completes the proof of the lemma.

## 8 Proof of Theorem 7

With the change of variables

$$
\begin{equation*}
u(r)=r^{-\frac{n-4}{2}} v(\log r) \quad(0<r \leq 1), \quad v(t)=e^{\frac{n-4}{2} t} u\left(e^{t}\right) \quad(t \leq 0) \tag{48}
\end{equation*}
$$

equation (13) may be rewritten as

$$
\begin{equation*}
v^{i v}(t)-K_{2} v^{\prime \prime}(t)+K_{1} v(t)=v^{\frac{n+4}{n-4}}(t) \quad t \in(-\infty, 0) \tag{49}
\end{equation*}
$$

where

$$
K_{1}=\left(\frac{n(n-4)}{4}\right)^{2}, \quad K_{2}=\frac{n^{2}-4 n+8}{2}>0
$$

We now establish some properties of the solution of (49). Firstly, we derive an upper bound for $v$ :
Lemma 18. For all $t \in(-\infty, 0]$ we have $v(t) \leq\left(\frac{(n-4) n^{3}}{16}\right)^{(n-4) / 8}$.
Proof. For every $t \in(-\infty, 0]$, we define the energy function

$$
\begin{equation*}
E(t):=\frac{1}{2^{*}} v^{2^{*}}(t)-\frac{K_{1}}{2} v^{2}(t)+\frac{K_{2}}{2}\left(v^{\prime}(t)\right)^{2}+\frac{1}{2}\left(v^{\prime \prime}(t)\right)^{2}-v^{\prime}(t) v^{\prime \prime \prime}(t) . \tag{50}
\end{equation*}
$$

By differentiating and using (49), we obtain

$$
E^{\prime}(t)=-\left[v^{i v}(t)-K_{2} v^{\prime \prime}(t)+K_{1} v(t)-v^{\frac{n+4}{n-4}}(t)\right] v^{\prime}(t)=0 \quad \forall t \in(-\infty, 0)
$$

From this, observing that $E(t) \rightarrow 0$ as $t \rightarrow-\infty$, we conclude that

$$
E(t)=0 \quad \forall t \in(-\infty, 0) .
$$

Since $v(t)$ is positive on $(-\infty, 0)$ and vanishes both for $t=0$ and as $t \rightarrow-\infty, v$ admits a global maximum over $(-\infty, 0]$. Let $\bar{t}$ be the maximum point of $v$. Then, $v^{\prime}(\bar{t})=0$ and

$$
0=E(\bar{t})=\frac{1}{2^{*}} v^{2^{*}}(\bar{t})-\frac{K_{1}}{2} v^{2}(\bar{t})+\frac{1}{2}\left(v^{\prime \prime}(\bar{t})\right)^{2} \geq\left[v^{2^{*}-2}(\bar{t})-\frac{n K_{1}}{n-4}\right] \frac{v^{2}(\bar{t})}{2^{*}}
$$

which proves the statement.
Next, for $t=0$, we write higher order derivatives in terms of the first order derivative:
Lemma 19. We have

$$
\begin{gather*}
v(0)=0, \quad v^{\prime \prime}(0)=(d-2) v^{\prime}(0), \quad v^{\prime \prime \prime}(0)=\frac{n^{2}-4 n+2 d^{2}-8 d+16}{4} v^{\prime}(0)  \tag{51}\\
v^{i v}(0)=\frac{\left(n^{2}-4 n+8\right)(d-2)}{2} v^{\prime}(0), \quad v^{v}(0)=A(n, d) v^{\prime}(0) \tag{52}
\end{gather*}
$$

where $16 A(n, d)=n^{2}(n-4)^{2}+16\left(3 n^{2}-12 n+16\right)+4 d(d-4)\left(n^{2}-4 n+8\right)>0$ since $n \geq 5$ and $d>4$.

Proof. In view of the change of variables (48), we may "translate" the boundary conditions on $u$ in terms of the boundary conditions on $v$. To this end, we use the formulas in [11, Section 3] to obtain:
$u^{\prime}(1)=v^{\prime}(0), \quad u^{\prime \prime}(1)=v^{\prime \prime}(0)-(n-3) v^{\prime}(0), \quad u^{\prime \prime \prime}(1)=v^{\prime \prime \prime}(0)-\frac{3}{2}(n-2) v^{\prime \prime}(0)+\frac{3 n^{2}-12 n+8}{4} v^{\prime}(0)$.
Hence, $v$ satisfies $v(0)=0$ and $v^{\prime \prime}(0)+(2-d) v^{\prime}(0)=0$. Moreover, (15) becomes first $2 u^{\prime \prime \prime}(1)+2(n-$ 1) $u^{\prime \prime}(1)+(2(1-n)+d(n-d)) u^{\prime}(1)=0$ and subsequently $4 v^{\prime \prime \prime}(0)+2(4-n) v^{\prime \prime}(0)+\left(2 d(n-d)-n^{2}\right) v^{\prime}(0)=0$. This proves (51).
From equation (49) we infer $v^{i v}(0)=K_{2} v^{\prime \prime}(0)$ so that (51) yields the first of (52). Moreover, by differentiating (49), we obtain $v^{v}(t)-K_{2} v^{\prime \prime \prime}(t)+K_{1} v^{\prime}(t)=\frac{n+4}{n-4} v^{\frac{8}{n-4}}(t) v^{\prime}(t)$ so that the so far proved relations show that also the second of (52) holds.

In order to apply Lemma 19, we prove some identities concerning $v^{\prime}(0)$ :
Lemma 20. The following identities hold:

$$
\begin{gather*}
d(d-4)(d-n)(d+n-4)\left|v^{\prime}(0)\right|^{2}=\frac{32(n+4)}{(n-4)^{2}} \int_{-\infty}^{0} v^{\frac{12-n}{n-4}}(t)\left[v^{\prime}(t)\right]^{3} d t  \tag{53}\\
\frac{(d-n)(d-4)}{2} v^{\prime}(0)=\int_{-\infty}^{0} e^{n t / 2} v^{\frac{n+4}{n-4}}(t) d t  \tag{54}\\
\frac{d(d-n)}{2} v^{\prime}(0)=\int_{-\infty}^{0} e^{(n-4) t / 2} v^{\frac{n+4}{n-4}}(t) d t \tag{55}
\end{gather*}
$$

Proof. We multiply equation (49) by $v^{\prime \prime \prime}(t)$ and integrate over $(-\infty, 0)$ to obtain:

$$
\int_{-\infty}^{0} v^{i v}(t) v^{\prime \prime \prime}(t) d t-K_{2} \int_{-\infty}^{0} v^{\prime \prime}(t) v^{\prime \prime \prime}(t) d t+K_{1} \int_{-\infty}^{0} v(t) v^{\prime \prime \prime}(t) d t=\int_{-\infty}^{0} v^{\frac{n+4}{n-4}}(t) v^{\prime \prime \prime}(t) d t
$$

By (48) we know that $v$ and its derivatives vanish as $t \rightarrow-\infty$; therefore, with two integration by parts the previous identity becomes

$$
\begin{equation*}
\frac{1}{2}\left|v^{\prime \prime \prime}(0)\right|^{2}-\frac{K_{2}}{2}\left|v^{\prime \prime}(0)\right|^{2}-\frac{K_{1}}{2}\left|v^{\prime}(0)\right|^{2}=-\frac{n+4}{n-4} \int_{-\infty}^{0} v^{\frac{8}{n-4}}(t) v^{\prime}(t) v^{\prime \prime}(t) d t \tag{56}
\end{equation*}
$$

Notice that a further integration by parts gives

$$
\int_{-\infty}^{0} v^{\frac{8}{n-4}}(t) v^{\prime}(t) v^{\prime \prime}(t) d t=-\frac{8}{n-4} \int_{-\infty}^{0} v^{\frac{12-n}{n-4}}(t)\left[v^{\prime}(t)\right]^{3} d t-\int_{-\infty}^{0} v^{\frac{8}{n-4}}(t) v^{\prime}(t) v^{\prime \prime}(t) d t
$$

so that

$$
\int_{-\infty}^{0} v^{\frac{8}{n-4}}(t) v^{\prime}(t) v^{\prime \prime}(t) d t=-\frac{4}{n-4} \int_{-\infty}^{0} v^{\frac{12-n}{n-4}}(t)\left[v^{\prime}(t)\right]^{3} d t
$$

By replacing this identity in (56) and by using (51) we obtain (53).
Next, we multiply (49) by $e^{n t / 2}$. Then, we may rewrite the equation as

$$
\begin{equation*}
\frac{d}{d t}\left[e^{n t / 2}\left(v^{\prime \prime \prime}(t)-\frac{n}{2} v^{\prime \prime}(t)-\frac{(n-4)^{2}}{4} v^{\prime}(t)+\frac{n(n-4)^{2}}{8} v(t)\right)\right]=e^{n t / 2} v^{\frac{n+4}{n-4}}(t) \tag{57}
\end{equation*}
$$

By integrating (57) over $(-\infty, 0)$ and using (51) we obtain (54).

Finally, we multiply (49) by $e^{(n-4) t / 2}$. Then, we may rewrite the equation as

$$
\begin{equation*}
\frac{d}{d t}\left[e^{(n-4) t / 2}\left(v^{\prime \prime \prime}(t)-\frac{n-4}{2} v^{\prime \prime}(t)-\frac{n^{2}}{4} v^{\prime}(t)+\frac{n^{2}(n-4)}{8} v(t)\right)\right]=e^{(n-4) t / 2} v^{\frac{n+4}{n-4}}(t) \tag{58}
\end{equation*}
$$

By integrating (58) over $(-\infty, 0)$ and using (51) we obtain (55).
We now prove the following
Lemma 21. Assume that for all $4<d<n$ there exists a solution $v_{d}$ to (49). Then, as $d \rightarrow 4^{+}, v_{d}^{\prime}(0)$ remains bounded and $v_{d}(t) \rightarrow 0$ for all $t \leq 0$.

Proof. From Lemma 18 and (55) we obtain

$$
\frac{d(n-d)}{2}\left|v_{d}^{\prime}(0)\right|=\int_{-\infty}^{0} e^{(n-4) t / 2} v_{d}^{\frac{n+4}{n-4}}(t) d t \leq C \int_{-\infty}^{0} e^{(n-4) t / 2} d t=C^{\prime}
$$

This proves the first statement. Using this fact in (54), yields

$$
\int_{-\infty}^{0} e^{n t / 2} v_{d}^{\frac{n+4}{n-4}}(t) d t \rightarrow 0 \quad \text { as } d \rightarrow 4^{+}
$$

The proof of the lemma is so complete.
We may now complete the proof of Theorem 7. Using (48) it is not difficult to rewrite (54)-(55) as

$$
\frac{(d-n)(d-4)}{2} u_{d}^{\prime}(1)=\int_{0}^{1} r^{n+1} u_{d}^{\frac{n+4}{n-4}}(r) d r, \quad \frac{d(d-n)}{2} u_{d}^{\prime}(1)=\int_{0}^{1} r^{n-1} u_{d}^{\frac{n+4}{n-4}}(r) d r .
$$

Moreover, (53) reads

$$
\begin{aligned}
& d(d-4)(d-n)(d+n-4)\left|u_{d}^{\prime}(1)\right|^{2}=4\left(n^{2}-16\right) \int_{0}^{1} r^{n-1} u_{d}^{2^{*}}(r) d r+24(n+4) \int_{0}^{1} r^{n} u_{d}^{2^{*}-1}(r) u_{d}^{\prime}(r) d r+ \\
&+\frac{48(n+4)}{n-4} \int_{0}^{1} r^{n+1} u_{d}^{2^{*}-2}(r)\left|u_{d}^{\prime}(r)\right|^{2} d r+\frac{32(n+4)}{(n-4)^{2}} \int_{0}^{1} r^{n+2} u_{d}^{2^{*}-3}\left[u_{d}^{\prime}(r)\right]^{3} d r .
\end{aligned}
$$

The third identity then follows by integrating by parts the second integral.
Finally, Lemma 21 states that, as $d \rightarrow 4^{+}, u_{d}^{\prime}(1)$ remains bounded and $u_{d}(r) \rightarrow 0$ for all $r>0$.
Remark 22. Instead of performing the change of variables (48) and using the equation (49), one could also try to argue directly on equation (13). In this case, one should replace the energy functional (50) with the one suggested in [17]. More precisely, one can show that
$2 r u^{\prime}(r)(\Delta u)^{\prime}(r)+(n-4) u(r)(\Delta u)^{\prime}(r)+n u^{\prime}(r) \Delta u(r)-\frac{n-4}{n} r u^{2^{*}}(r)-r|\Delta u(r)|^{2} \equiv 0 \quad(r \in[0,1])$.
However, with this alternative approach it seems much more difficult to obtain a result like Lemma 18 which is crucial in the proof of Lemma 21. Moreover, although it is not a fundamental identity, (53) seems out of reach without using (48).

## References

[1] A. Ambrosetti, P.H. Rabinowitz, Dual variational methods in critical point theory and applications, J. Funct. Anal. 14, 1973, 349-381
[2] T. Bartsch, T. Weth, M. Willem, A Sobolev inequality with remainder term and critical equations on domains with topology for the polyharmonic operator, Calc. Var. Partial Differential Equations 18, 2003, 253-268
[3] E. Berchio, F. Gazzola, E. Mitidieri, Positivity preserving property for a class of biharmonic elliptic problems, preprint 2005
[4] F. Bernis, J. García Azorero, I. Peral, Existence and multiplicity of nontrivial solutions in semilinear critical problems of fourth order, Adv. Diff. Eq. 1, 1996, 219-240
[5] H. Brezis, E. Lieb, A relation between pointwise convergence of functions and convergence of functionals, Proc. Amer. Math. Soc. 88, 1983, 486-490
[6] H. Brezis, L. Nirenberg, Positive solutions of nonlinear elliptic equations involving critical Sobolev exponents, Comm. Pure Appl. Math. 36, 1983, 437-477
[7] F. Ebobisse, M. Ould Ahmedou, On a nonlinear fourth-order elliptic equation involving the critical Sobolev exponent, Nonlin. Anal. TMA 52, 2003, 1535-1552
[8] D.E. Edmunds, D. Fortunato, E. Jannelli, Critical exponents, critical dimensions and the biharmonic operator, Arch. Ration. Mech. Anal. 112, 1990, 269-289
[9] A. Ferrero, F. Gazzola, T. Weth, On a fourth order Stekloff eigenvalue problem, in preparation
[10] F. Gazzola, Critical growth problems for polyharmonic operators, Proc. Royal Soc. Edinburgh Sect. A 128, 1998, 251-263
[11] F. Gazzola, H.-Ch. Grunau, Radial entire solutions for supercritical biharmonic equations, to appear in Math. Annalen
[12] F. Gazzola, H.-Ch. Grunau, M. Squassina, Existence and nonexistence results for critical growth biharmonic elliptic equations, Calc. Var. Partial Differential Equations 18, 2003, 117-143
[13] F. Gazzola, G. Sweers, in preparation
[14] Y. Ge, Positive solutions in semilinear critical problems for polyharmonic operators, J. Math. Pures Appl. 84, 2005, 199-245
[15] H.-Ch. Grunau, Positive solutions to semilinear polyharmonic Dirichlet problems involving critical Sobolev exponents, Calc. Var. Partial Differential Equations 3, 1995, 243-252
[16] H.-Ch. Grunau, M. Ould Ahmedou, W. Reichel, The Paneitz equation in the hyperbolic ball, in preparation
[17] J. Hulshof, R.C.A.M. van der Vorst, Asymptotic behaviour of ground states, Proc. Amer. Math. Soc. 124, 1996, 2423-2431
[18] J.R. Kuttler, Remarks on a Stekloff eigenvalue problem, SIAM J. Numer. Anal. 9, 1972, 1-5
[19] P.J. McKenna, W. Reichel, Radial solutions of singular nonlinear biharmonic equations and applications to conformal geometry, Electronic J. Diff. Eq. 2003, No. 37, 1-13
[20] E. Mitidieri, A Rellich type identity and applications, Comm. Part. Diff. Eq. 18, 1993, 125-151
[21] P. Oswald, On a priori estimates for positive solutions of a semilinear biharmonic equation in a ball, Comment. Math. Univ. Carolin. 26, 1985, 565-577
[22] L.E. Payne, Some isoperimetric inequalities for harmonic functions, SIAM J. Math. Anal. 1, 1970, 354-359
[23] S.J. Pohozaev, Eigenfunctions of the equation $\Delta u+\lambda f(u)=0$, Soviet Math. Doklady 6, 1965, 1408-1411
[24] S.J. Pohozaev, On the eigenfunctions of quasilinear elliptic problems, Math. Sbornik 82, 1970, 171-188 (first published in russian on Math. USSR Sbornik 11, 1970)
[25] P. Pucci, J. Serrin, Critical exponents and critical dimensions for polyharmonic operators, J. Math. Pures Appl. 69, 1990, 55-83
[26] M. Struwe, Variational Methods. Applications to nonlinear partial differential equations and Hamiltonian systems, Springer, Berlin-Heidelberg 1990
[27] C.A. Swanson, The best Sobolev constant, Appl. Anal. 47, 1992, 227-239
[28] R.C.A.M. van der Vorst, Variational identities and applications to differential systems, Arch. Ration. Mech. Anal. 116, 1991, 375-398
[29] R.C.A.M. van der Vorst, Best constant for the embedding of the space $H^{2} \cap H_{0}^{1}(\Omega)$ into $L^{\frac{2 N}{N-4}}(\Omega)$, Diff. Int. Eq. 6, 1993, 259-276
[30] R.C.A.M. van der Vorst, Fourth order elliptic equations with critical growth, C.R. Acad. Sci. Paris, Série I 320, 1995, 295-299
[31] E.W. Weisstein, Gamma Function, From MathWorld, A Wolfram Web Resource. See the web page http://mathworld.wolfram.com/GammaFunction.html
[32] E.W. Weisstein, Beta Function, From MathWorld, A Wolfram Web Resource. See the web page http://mathworld.wolfram.com/BetaFunction.html


[^0]:    *Work supported by the Vigoni programme of CRUI (Rome) and DAAD (Bonn).
    ${ }^{\dagger}$ Dipartimento di Matematica, Via Carlo Alberto 10 - 10123 Torino (Italy)
    ${ }^{\ddagger}$ Dipartimento di Matematica del Politecnico, Piazza L. da Vinci 32-20133 Milano (Italy)
    ${ }^{\S}$ Mathematisches Institut - Universität Giessen - Arndtstr. 2-35392 Giessen (Germany)

