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#### Abstract

Using the notion of h-subdifferential, we characterize both first and second order differentiability of h-convex functions in stratified groups. Besides some new results involving the h-subdifferential of h-convex functions, we show that at all h-differentiability points of an h-convex function, the existence of a second order expansion coincides with a suitable differentiability of its horizontal gradient.
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## 1. Introduction

The purpose of this work is to establish new results for first and second order differentiability of h-convex functions from the viewpoint of Nonsmooth Calculus, namely, using a suitable notion of subdifferential.

Following notations and terminology of Section 2, we represent a stratified group $\mathbb{G}$ as a finite dimensional Hilbert space, that is the direct sum of orthogonal subspaces $H_{1}, H_{2}, \ldots, H_{\iota}$ and that is equipped with a suitable polynomial operation. Here $H_{1}$ is the subspace of horizontal directions at the origin, that yields the first layer $V_{1}$ of the Lie algebra $\mathfrak{g}$, that is formed by the so called left invariant horizontal vector fields. More details and precise definitions can be found in Section 2.

According to [12], an h-convex function $u: \Omega \longrightarrow \mathbb{R}$ defined on an open set $\Omega$ of a stratified group $\mathbb{G}$ satisfies the property of being classically convex, when restricted to all horizontal lines contained in $\Omega$. More precisely, we say that $u: \Omega \longrightarrow \mathbb{R}$ is h-convex if for all $h \in H_{1}$ with $[0, h]=\{t h: 0 \leq t \leq 1\}$ and $[0, h] \subset x^{-1} \cdot \Omega$, we have

$$
\begin{equation*}
u(x(t h)) \leq(1-t) u(x)+t u(x h) \tag{1}
\end{equation*}
$$

for every $t \in[0,1]$. This notion of h-convexity is local and it does not require any assumption on $\Omega$. It is not difficult to observe that smooth h-convex functions are characterized by an everywhere nonnegative horizontal Hessian, see Definition 2.5. Throughout this work, all h-convex functions on an open subset of $\mathbb{G}$ will be assumed to be measurable, since this assumption implies their Lipschitz continuity on compact subsets, as proved in [26]. Measurability can be replaced by local boundedness from above, that also yields the Lipschitz continuity on compact subsets, [21].

We will also use the following local notion of h-subdifferential. We say that $p \in H_{1}$ is an $h$-subdifferential of $u: \Omega \longrightarrow \mathbb{R}$ at $x \in \Omega$ if

$$
\begin{equation*}
u(x h) \geq u(x)+\langle p, h\rangle \tag{2}
\end{equation*}
$$

whenever $h \in H_{1}$ and $[0, h] \subset x^{-1} \cdot \Omega$. The set of all h-subdifferentials of $u$ at $x$ is denoted by $\partial_{H} u(x)$. This defines the set-valued mapping $\partial_{H} u: \Omega \rightrightarrows H_{1}$. The scalar product $\langle\cdot, \cdot\rangle$ in the inequality (2) is the one fixed on $\mathbb{G}$.

Our starting point was the characterization of the second order differentiability of h-convex functions, that we establish in Theorem 1.3. In tackling this problem, we realized that it first requires different new tools involving h-subdifferentials, further nonsmooth notions of differentiability and the characterization of h-differentiability of h -convex functions through the h -subdifferential. We believe that these facts should play an important role in the development of a nonsmooth calculus for h -convex functions.

To present our results, we will start from notions of second order differentiability. We will say that a locally Lipschitz function $u: \Omega \rightarrow \mathbb{R}$ is twice $h$-differentiable at $x$ if there exists the horizontal gradient $\nabla_{H} u(x)$ of $u$ at $x$, and moreover there exists an
h-linear map $A_{x}: \mathbb{G} \rightarrow H_{1}$ such that

$$
\begin{equation*}
\left\|\frac{\nabla_{H} u(x w)-\nabla_{H} u(x)-A_{x}(w)}{\|w\|}\right\|_{L^{\infty}\left(B_{\delta}, H_{1}\right)} \longrightarrow 0 \quad \text { as } \quad \delta \rightarrow 0^{+} . \tag{3}
\end{equation*}
$$

Horizontal gradients, h-linear maps and h-differentiability are introduced in Definition 2.3 and Definition 2.4. If the limit (3) holds, then we equivalently say that $\nabla_{H} u$ is $h$-differentiable at $x$ in the extended sense. We call $A_{x}$ the second order $h$ differential of $u$ at $x$ and denote it by $D_{H}^{2} u(x)$, since it is uniquely defined. The notion of differentiability in the extended sense is well posed, since Lipschitz functions are almost everywhere h-differentiable, [24]. Differentiability in the extended sense in the Euclidean case has been introduced by Rockafellar, [29]. The next lemma establishes a precise characterization of this differentiability. In the sequel, we denote by $\mathbb{B}$ the closed unit ball in $H_{1}$ centered at the origin.

Lemma 1.1. Let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex, let $x \in \Omega$ and let $A_{x}: \mathbb{G} \rightarrow H_{1}$ be $h$-linear. We have that $u$ is $h$-differentiable at $x$ and satisfies (3) if and only if there exists $v \in H_{1}$ such that

$$
\begin{equation*}
\partial_{H} u(x w) \subseteq v+A_{x}(w)+o(\|w\|) \mathbb{B} \tag{4}
\end{equation*}
$$

for all $w \in x^{-1} \Omega$. In particular, the validity of (4) implies the $h$-differentiability of $u$ at $x$, with $v$ equal to the horizontal gradient $\nabla_{H} u(x)$.

This result is an important tool to establish one implication in the characterization of the second order differentiability of h-convex functions, stated in Theorem 1.3. Inclusion (4) can be seen as a continuity of the subdifferential at those points where $u$ is h-differentiable, joined with a first order expansion of the horizontal gradient. The delicate implication of Lemma 1.1 is that the extended differentiability of $\nabla_{H} u$ implies the inclusion (4). In fact, this is a consequence of the following theorem.
Theorem 1.1. Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex. Then for every $x \in \Omega$, we have

$$
\begin{equation*}
\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)=\partial_{H} u(x) . \tag{5}
\end{equation*}
$$

We denote by $\operatorname{co}(E) \subset H_{1}$ the convex hull in $H_{1}$ of the subset $E \subset H_{1}$ and by $\overline{c o}(E)$ its closure. The reachable $h$-gradient is given by
(6) $\nabla_{H}^{\star} u(x)=\left\{p \in H_{1}: x_{k} \rightarrow x, \nabla_{H} u\left(x_{k}\right)\right.$ exists for all $k$ 's and $\left.\nabla_{H} u\left(x_{k}\right) \rightarrow p\right\}$.

The proof of equality (5) in the Euclidean case can be found for instance in [3]. Here we apply the Hahn-Banach's theorem inside the horizontal subspace $H_{1}$. However, the proof of Theorem 1.1 has a new difficulty. In fact, the group mollification does not commute with horizontal derivatives, hence the mollification argument of the Euclidean proof cannot be applied. We overcome this point by a Fubini type argument with respect to a semidirect factorization, as in [20]. The proof of Theorem 1.1 also uses the fact that the graph of the h-subdifferential mapping is closed. This follows
from the following more general "set continuity" of the h-subdifferential, that does not require the h-differentiability of the function at the fixed point.

Proposition 1.1. Let $\Omega \subset \mathbb{G}$ be an open set ad $u_{i}: \Omega \rightarrow \mathbb{R}$ be a sequence of $h$-convex functions. Suppose that $u_{i}$ uniformly converges on compact sets to an $h$ convex function $u$. Let $x$ be a point in $\Omega$ and let $\left(x_{i}\right)$ be a sequence in $\Omega$ converging to $x$. Then for every $\epsilon>0$, there exists $i_{0} \in \mathbb{N}$ such that

$$
\begin{equation*}
\partial_{H} u_{i}\left(x_{i}\right) \subseteq \partial_{H} u(x)+\epsilon \mathbb{B} \quad \text { for all } i \geq i_{0} . \tag{7}
\end{equation*}
$$

In addition, if $u$ is everywhere $h$-differentiable in $\Omega$, then for every compact set $K \subset \Omega$ and every $\epsilon>0$, there exist $i_{\epsilon, K} \in \mathbb{N}$ such that

$$
\begin{equation*}
\partial_{H} u_{i}(y) \subseteq \nabla_{H} u(y)+\epsilon \mathbb{B} \quad \text { for all } i \geq i_{\epsilon, K}, \text { whenever } y \in K \tag{8}
\end{equation*}
$$

Proposition 1.1 joined with a nonsmooth mean value theorem, see Theorem 3.3, are used to prove the following first order characterization of h -differentiability.

Theorem 1.2 (First order characterization). Let $u: \Omega \longrightarrow \mathbb{R}$ be $h$-convex. Then $u$ is h-differentiable at $x$ if and only if $\partial_{H} u(x)=\{p\}$ and in this case $\nabla_{H} u(x)=p$.

This theorem shows that (4) implies in particular the h-differentiability of $u$ at $x$. The fact that h -differentiability implies the uniqueness of the h -subdifferential has been already observed in [12]. The opposite implication is more delicate, since in the Euclidean approach the use of the Hahn-Banach theorem requires the subadditivity of horizontal directional derivatives. We establish this subadditivity in Corollary 3.3, proving the formula

$$
\begin{equation*}
u^{\prime}(x, h)=\max _{p \in \partial_{H} u(x)}\langle p, h\rangle, \tag{9}
\end{equation*}
$$

where $u^{\prime}(x, h)$ is the horizontal directional derivative introduced in Definition 3.3. Nevertheless, in the proof of Theorem 1.2 we follow a different scheme, that does not use this subadditivity, rather we decompose the difference quotient of $u$ into sums of difference quotients along horizontal directions. This fits with the general approach to differentiability in stratified groups, [24]. The interesting point here is that the same scheme is one of the important features in the proof of one implication in the characterization of Theorem 1.3. This corresponds to the fact that twice hdifferentiability implies the existence of a second order h-expansion.

The second order differentiability of h -convex functions is an interesting research area, where several questions are not yet understood. Since the works of Busemann and Feller, [7], and of Aleksandrov [2], there have been different methods to establish the a.e. second order differentiability of convex functions in Euclidean spaces. The functional analytic method by Reshetnyak, [25], relies on the fact that the gradient of a convex function has bounded variation. This scheme can be extended to stratified groups, provided that an h-convex function is $\mathrm{H}-B V^{2}$ in the sense of [4]. This has been established by different authors for h -convex functions on Heisenberg groups and
two step stratified groups [16], [17], [15], [13] and for $k$-convex functions with respect to Hörmander vector fields of step two, [31].

We refer to [13] for the presently known Aleksandrov-Busemann-Feller theorem in stratified groups: let $\Omega$ be an open set of a two step stratified group and let $u: \Omega \longrightarrow \mathbb{R}$ be h-convex. Then $u$ has at a.e. $x \in \Omega$ a second order $h$-expansion at $x$.

We mean that $u: \Omega \longrightarrow \mathbb{R}$ has a second order $h$-expansion at $x \in \Omega$ if there exists a polynomial $P_{x}: \mathbb{G} \longrightarrow \mathbb{R}$ whose homogeneous degree is less than or equal to two, such that

$$
\begin{equation*}
u(x w)=P_{x}(w)+o\left(\|w\|^{2}\right) \tag{10}
\end{equation*}
$$

Unfortunately, in higher step groups the fact that h-convex functions are $\mathrm{H}-B V^{2}$ is not clear yet, hence the Aleksandrov-Busemann-Feller's theorem is an important open question for general stratified groups. On the other hand, the first proofs of this result in Euclidean spaces, $[2],[7]$ and also some of the subsequent proofs, did not use the bounded variation property of the gradient. For instance, the Rockafellar's proof of [27] relies on Mignot's a.e. differentiability of monotone functions, [23], where the crucial observation is that the subdifferential of a convex function is monotone. This approach to Aleksandrov's theorem constitutes a further motivation to develop the study of both first and second order nonsmooth calculus for h-convex functions. We are now in the position to state our main characterization.
Theorem 1.3 (Second order characterization). Let $u: \Omega \longrightarrow \mathbb{R}$ be $h$-convex and let $x \in \Omega$. We have that $u$ has a second order h-expansion at $x$ if and only if it is twice $h$-differentiable at $x$. In addition, in this case the following facts hold

1. the gradient $\nabla_{V_{2}} u(x)=\left(X_{m_{1}+1} u(x), \ldots, X_{m_{2}} u(x)\right)$ of $u$ at $x$ along $V_{2}$ exists, where $\left(X_{m_{1}+1}, \ldots, X_{m_{2}}\right)$ is an orthonormal basis of the second layer $V_{2}$,
2. if $P_{x}$ is the second order $h$-expansion of $u$ at $x$, then

$$
P_{x}(w)=u(x)+\left\langle\left(\nabla_{H} u(x)+\nabla_{V_{2}} u(x)\right), w\right\rangle+\frac{1}{2}\left\langle\nabla_{H}^{2} P_{x} w, w\right\rangle,
$$

where $\left(\nabla_{H}^{2}\right)_{i j}=\frac{X_{i} X_{j}+X_{j} X_{i}}{2}, i, j=1, \ldots, m_{1}$ is the horizontal Hessian operator,
3. if $D_{H}^{2} u(x)$ is the second order $h$-differential of $u$ at $x$ and $a_{j}^{l i}$ are the coefficients appearing in (15), then $\left(D_{H}^{2} u(x)\right)_{i j}=X_{i} X_{j} P_{x}$ and we have

$$
\begin{equation*}
\left(\nabla_{H}^{2} P_{x}\right)_{i j}=\left(D_{H}^{2} u(x)\right)_{i j}-\sum_{l=m_{1}+1}^{m_{2}} a_{j}^{l i} X_{l} u(x) . \tag{11}
\end{equation*}
$$

Joining the Aleksandrov-Busemann-Feller's Theorem of [13] with our Theorem 1.3, we immediately achieve the following corollary.

Corollary 1.1. Let $\mathbb{G}$ be a two step stratified group and let $\Omega \subset \mathbb{G}$ be an open subset. If $u: \Omega \longrightarrow \mathbb{R}$ is $h$-convex, then the second order $h$-differential $D_{H}^{2} u(x)$ exists for a.e. $x \in \Omega$. Moreover, the properties 1, 2 and 3 of Theorem 1.3 hold.

Let us point out that (11) in the case of commutative groups, namely, finite dimensional Banach spaces, yields in particular the Rockafellar's result on symmetry and nonnegativity of $D_{H}^{2} u(x)$, see [29]. For h-convex functions on noncommutative stratified groups the symmetric part $\nabla_{H}^{2} u(x)$ of $D_{H}^{2} u(x)$ is nonnegative and the loss of symmetry of $D_{H}^{2} u(x)$ is natural, since it also takes into account the first order derivatives along directions of the second layer of the Lie algebra of $\mathbb{G}$.
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## 2. BASIC NOTIONS

A stratified group can be thought of as a graded vector space $\mathbb{G}=H_{1} \oplus \cdots \oplus H_{\iota}$ equipped with a polynomial group operation given by the Backer-Campbell-Hausdorff formula and whose Lie algebra $\mathfrak{g}$ satisfies the following properties. There exist linear subspaces $V_{1}, V_{2}, \ldots, V_{\iota}$ of $\mathfrak{g}$ such that $\mathfrak{g}=V_{1} \oplus \cdots \oplus V_{\iota}, V_{j}=\left[V_{1}, V_{j-1}\right]$, for all $j \leq 1$ and $V_{j}=\{0\}$ if and only if $j>\iota$. On $\mathbb{G}$ we can define a natural family of dilations $\delta_{r}: \mathbb{G} \rightarrow \mathbb{G}$ compatible with the group operation, see [14]. A scalar product on $\mathbb{G}$ will be understood, such that all subspaces $H_{j}$ are orthogonal. We denote by $\pi_{j}: \mathbb{G} \longrightarrow H_{j}$ the associated orthogonal projections. For every $s=1, \ldots \iota$, we fix a basis $\left(e_{m_{s-1}+1}, \ldots, e_{m_{s}}\right)$ of $H_{s}$, where $m_{0}=0$, then

$$
\sum_{i=m_{s-1}+1}^{m_{s}} x_{i} e_{i} \in H_{s} \quad \text { and } \quad x=\sum_{s=1}^{\iota} \sum_{i=m_{s-1}+1}^{m_{s}} x_{i} e_{i} .
$$

We define $\left(X_{m_{s-1}+1}, \ldots, X_{m_{s}}\right)$ to be the basis of $V_{s}$ such that $X_{j}(0)=e_{j}$. Throughout, we fix a homogeneous distance $d$ on $\mathbb{G}$, i.e. a continuous map $d: \mathbb{G} \times \mathbb{G} \rightarrow[0,+\infty)$ that makes $(\mathbb{G}, d)$ a metric space and it has the following properties
(1) $d(x, y)=d(u x, u y)$ for every $x, y, u \in \mathbb{G}$,
(2) $d\left(\delta_{r} x, \delta_{r} y\right)=r d(x, y)$ for every $r>0$.

For every $w \in \mathbb{G}$, we denote by $\|w\|$ the homogeneous norm of $w$ induced by the distance $d$ by $\|w\|=d(0, w)$. Open balls with respect to $d$ will be denoted by $B_{x, r}$. The following proposition is a well known fact, see for instance [22].

Proposition 2.1. Let $\mathbb{G}$ be a stratified group and let $\left(e_{1}, \ldots, e_{m_{1}}\right)$ be an orthonormal basis of $H_{1}$. Then there exists a positive integer $\gamma$ along with a vector of integers $\left(i_{1}, \ldots, i_{\gamma}\right) \in\left\{1, \ldots, m_{1}\right\}^{\gamma}$ and a bounded set $U \subset \mathbb{R}^{\gamma}$ such that

$$
\begin{equation*}
\bar{B}_{0,1} \subset\left\{\prod_{s=1}^{\gamma} a_{s} e_{i_{s}} \mid\left(a_{1}, \ldots, a_{\gamma}\right) \in U\right\} . \tag{12}
\end{equation*}
$$

Remark 2.1. The inclusion (12) can be always established by a rescaling argument, once we know that $\left\{\prod_{s=1}^{\gamma} a_{s} e_{i_{s}} \mid\left(a_{1}, \ldots, a_{\gamma}\right) \in U\right\}$ is a neighbourhood of the origin.
Definition 2.1. Let $U \subset \mathbb{R}^{\gamma}$ and $\left(i_{1}, \ldots, i_{\gamma}\right) \in\left\{1, \ldots, m_{1}\right\}^{\gamma}$ be as in Proposition 2.1. Thus, we define

$$
W=\left\{\prod_{s=1}^{\gamma} a_{s} e_{i_{s}} \mid\left(a_{1}, \ldots, a_{\gamma}\right) \in U\right\} \quad \text { and } \quad M=\sup _{y \in W}\|y\| .
$$

Definition 2.2 (h-convex set). We say that a subset $C \subset \mathbb{G}$ is h-convex if for every $x, y \in C$ such that $x \in H_{y}$ we have $x \delta_{\lambda}\left(x^{-1} y\right) \in C$ for all $\lambda \in[0,1]$.

We denote by $H_{x}$ the left translation of $H_{1}$ by $x$, namely $H_{x}=x H_{1}$. For any $x \in \mathbb{G}$, we set $x \cdot[0, h]=\left\{x \delta_{t} h, 0 \leq t \leq 1\right\}$ and throughout $\Omega$ denotes an open subset of $\mathbb{G}$.
Definition 2.3. We say that a linear map $L: \mathbb{G} \longrightarrow \mathbb{R}$ is $h$-linear if $L(x)=L\left(\pi_{1}(x)\right)$ for every $x \in \mathbb{G}$.
Definition 2.4. We say that $u: \Omega \longrightarrow \mathbb{R}$ is $h$-differentiable at $x \in \Omega$, if there exists an h-linear mapping $L: \mathbb{G} \longrightarrow \mathbb{R}$ such that $u(x z)=u(x)+L(z)+o(\|z\|)$. Notice that $L$ is unique and we denote it by $d_{H} u(x)$. Its associated vector with respect to the fixed scalar product is the horizontal gradient, denoted by $\nabla_{H} u(x)$.
Definition 2.5. Let $u: \Omega \longrightarrow \mathbb{R}$ be a $C^{2}(\Omega)$ function. We define the horizontal Hessian of $u$ as follows $\left(\nabla_{H}^{2} u\right)_{i j}=\left(\frac{X_{i} X_{j} u+X_{j} X_{i} u}{2}\right)_{i j}$, for all $i, j=1, \ldots, m_{1}$.
Definition 2.6. We say that $P: \mathbb{G} \rightarrow \mathbb{R}$ is a polynomial on $\mathbb{G}$, if with respect to some fixed graded coordinates we have $P(x)=\sum_{\alpha \in \mathcal{A}} c_{\alpha} x^{\alpha}$, under the convention $x^{\alpha}=\prod_{i=1}^{n} x_{i}^{\alpha_{i}}$, and $x_{j}^{0}=1$, where $\mathcal{A} \subset \mathbb{N}^{n}$ is a finite set.

The homogeneous degree of $P$ is the integer $h-\operatorname{deg}(P)=\max \{d(\alpha), \alpha \in \mathcal{A}\}$, where $d(\alpha)=\sum_{i=1}^{n} d_{i} \alpha_{i}$, and $d_{i}=s$ if $m_{s-1}+1 \leq i \leq m_{s}$.

By the previous definitions, any polynomial $P$ can be decomposed into the sum of its $j$-homogeneous parts, denoted by $P^{(j)}$, hence

$$
P=\sum_{0 \leq j \leq h-\operatorname{deg} P} P^{(j)}
$$

A polynomial is $j$-homogeneous if it coincides with its $j$-homogeneous part.
As in [14], given $a \in \mathbb{N}$, we shall denote by $\mathcal{P}_{a}$ the space of polynomials of homogeneous degree $\leq a$. Moreover, by Proposition 1.25 in [14], $\mathcal{P}_{a}$ is invariant under left translations. Given a multiindex $I=\left(i_{1}, \ldots, i_{n}\right), 1 \leq i_{j} \leq m_{1}$, we set

$$
X^{I}=X_{i_{1}} \cdots X_{i_{n}} \quad \text { and } \quad|I|=n
$$

Proposition 2.2 (1.30 in [14]). Take $a \in \mathbb{N}$, and let $\mu$ be the dimension of $\mathcal{P}_{a}$. Then

$$
P \rightarrow\left(X^{I} P(0)\right)_{|I| \leq a}
$$

is a linear isomorphism from $\mathcal{P}_{a}$ to $\mathbb{C}^{\mu}$.

Remark 2.2. Let $P$ be a polynomial of homogeneous degree at most 2, and suppose that $P(0)=p_{0}$ and $X_{i} P(x)=l_{i}(x)$, for $i=1, \ldots, m_{1}$ where $l_{i}: \mathbb{G} \rightarrow \mathbb{R}$ are h-linear maps. Clearly we can compute $\left(X^{\alpha} P\right)(0)$ for each multiindex $\alpha,|\alpha| \leq 2$, then by the previous proposition $P$ is uniquely determined.

We are interested to find the explicit isomorphism of the previous proposition in the case of real polynomials of homogeneous degree less than or equal to two.

Lemma 2.1. Let $P$ be a 2-homogeneous polynomial

$$
P(x)=\frac{1}{2} \sum_{1 \leq i, j \leq m_{1}} c_{i j} x_{i} x_{j}+\sum_{s=m_{1}+1}^{m_{2}} c_{s} x_{s}
$$

Then the following formula holds

$$
\begin{equation*}
P(x)=\left\langle\nabla_{V_{2}} P, x\right\rangle+\frac{1}{2}\left\langle\nabla_{H}^{2} P x, x\right\rangle, \tag{13}
\end{equation*}
$$

where $\left\langle\nabla_{V_{2}} P, x\right\rangle=\sum_{j=m_{1}+1}^{m_{2}} X_{j} P x_{j}$.
Proof. Let us consider, with respect to the same system of graded coordinates, the left invariant vector fields $X_{j}=\partial_{x_{j}}+\sum_{l=m_{d_{j}}+1}^{n} a_{j}^{l}(x) \partial_{x_{l}}$ for $j=1, \ldots, n$, where $a_{j}^{l}(x)$ are $\left(d_{l}-d_{j}\right)$-homogeneous polynomial. Since $\nabla_{V_{2}} P=\left(X_{m_{1}+1} P, \ldots, X_{m_{2}} P\right)$ and $\nabla^{2} P$ are 0 -homogeneous it follows that they are constant. The explicit expression of $X_{j}$ immediately yields $X_{j} P=c_{j}$ for all $j=m_{1}+1, \ldots, m_{2}$. Hence, it remains to prove that

$$
\begin{equation*}
\frac{c_{i j}+c_{j i}}{2}=\frac{X_{i} X_{j} P+X_{j} X_{i} P}{2} \tag{14}
\end{equation*}
$$

for $1 \leq i, j \leq m_{1}$. First we observe that

$$
\begin{equation*}
X_{j}(x)=\partial_{x_{j}}+\sum_{l=m_{1}+1}^{m_{2}} \sum_{i=1}^{m_{1}} a_{j}^{l i} x_{i} \partial_{x_{l}}+\sum_{l=m_{2}+1}^{n} a_{j}^{l}(x) \partial_{x_{l}} \tag{15}
\end{equation*}
$$

since $a_{j}^{l}(x)=\sum_{i=1}^{m_{1}} a_{j}^{l i} x_{i}$ is 1-homogeneous for $d_{l}=2$ and $d_{j}=1$. Taking into account the previous expression, we arrive at the following

$$
X_{j} P(x)=\frac{1}{2} \sum_{i=1}^{m_{1}}\left(c_{i j}+c_{j i}\right) x_{i}+\sum_{i=1}^{m_{1}} \sum_{l=m_{1}+1}^{m_{2}} X_{l} P a_{j}^{l i} x_{i}
$$

that immediately yields

$$
\begin{equation*}
X_{i} X_{j} P=\frac{c_{i j}+c_{j i}}{2}+\sum_{l=m_{1}+1}^{m_{2}} X_{l} P a_{j}^{l i} . \tag{16}
\end{equation*}
$$

Finally, formula (14) follows by the equality $a_{j}^{l i}=-a_{i}^{l j}$. This is in turn a consequence of the Baker-Campbell-Hausdorff formula for the second order bilinear terms.

Definition 2.7. Let us fix $x \in \Omega$ and $a \in \mathbb{N}$. Let $f: \Omega \longrightarrow \mathbb{R}$ be a continuous function whose distributional derivatives $X^{I} f$ are continuous functions in a neighborhood of $x$ whenever $|I| \leq a$. We define the left Taylor polynomial of $f$ at $x$ of homogeneous degree $a$ as the unique $P \in \mathcal{P}_{a}$, such that $X^{I} P(0)=X^{I} f(x)$ for all $|I| \leq a$.

Theorem 2.1 (Stratified Taylor Inequality, 1.42 of [14]). For each positive integer $k$ there exists $C_{k}>0$ such that for any continuous function $f: \Omega \longrightarrow \mathbb{R}$ whose distributional derivatives $X^{I} f$ are continuous functions whenever $|I| \leq k$, we have

$$
\left|f(x y)-P_{x}(y)\right| \leq C_{k}\|y\|^{k} \eta\left(x, b^{k}\|y\|\right)
$$

for all $x, y \in \Omega$, where $P_{x}$ is the left Taylor polynomial of $f$ at $x$ of homogeneous degree $k, b$ is a constant depending only on $\mathbb{G}$, and for small $r>0$, we have

$$
\eta(x, r)=\sup _{\|z\| \leq r,|I|=k}\left|X^{I} f(x z)-X^{I} f(x)\right|,
$$

where we have set $X^{I}=X_{i_{1}} \cdots X_{i_{l}}$ and $I=\left(i_{1}, \ldots, i_{l}\right) \in\left\{1, \ldots, m_{1}\right\}^{l}$.
Lemma 2.2. Let $P: \mathbb{G} \rightarrow \mathbb{R}$ be a polynomial of homogeneous degree at most 2. Let $P^{(2)}(x)$ be the 2-homogeneous part of $P$ and define $\lambda=\max _{\|w\|=1}\left|P^{(2)}(w)\right|$. If we consider $P(x h)$ as a function of $h \in \mathbb{G}$, then for all $h \in H_{1}$ there holds

$$
P(x h) \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
$$

Proof. For every $1 \leq i, j \leq m_{1}$, we have $X_{i} X_{j} P=X_{i} X_{j}(P(x h))=c_{i, j}$ for every $x, h \in \mathbb{G}$. This is a consequence of the following general fact, given a smooth function $u$ and $X$, a left invariant vector field on $\mathbb{G}$, then $X(u(x h))=(X u)(x h)$. Consider $P(x h)$ as a function of $h$, applying Theorem 2.1 we get a polynomial $P_{x}(h)$ such that

$$
P(x h)=P_{x}(h)+o\left(\|h\|^{2}\right) .
$$

Notice that by the left translation invariance of $\mathcal{P}_{2}, P(x h)$ as a function of $h$ is a polynomial of homogeneous degree at most 2, hence $P(x h)=P_{x}(h)$. Clearly $P_{x}^{(0)}(h)=P(x)$ and $P_{x}^{(1)}(h)=\left\langle\nabla_{H} P(x), h\right\rangle$, as a consequence

$$
\begin{equation*}
P(x h)-P(x)-\left\langle\nabla_{H} P(x), h\right\rangle=P_{x}^{(2)}(h) . \tag{17}
\end{equation*}
$$

By (17) and previous considerations it follows that

$$
c_{i, j}=X_{i} X_{j} P(h)=X_{i} X_{j} P^{(2)}(x h)=X_{i} X_{j} P_{x}^{(2)}(h), \quad i, j=1, \ldots, m_{1} .
$$

Moreover all the other derivatives of $P_{x}^{(2)}$ are zero, thus we can conclude that $P_{x}^{(2)}(h)=$ $P^{(2)}(h)$ by Proposition 2.2. Finally we get

$$
P(x h)=P(x)+\left\langle\nabla_{H} P(x), h\right\rangle+P^{(2)}(h) \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
$$

## 3. Properties of the h-Subdifferential

This section is devoted to the proofs of our results concerning h-differentiability, $h$-subdifferential, converging sequences of $h$-convex functions and nonsmooth mean value theorems for $h$-convex functions. Recall that $\mathbb{B} \subset H_{1}$ is the closed ball centered at the origin of radius one with respect to the fixed scalar product on $\mathbb{G}$.

Lemma 3.1. Let $\Omega \subset \mathbb{G}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$ be a continuous function. Then the set $\partial_{H} u(x) \subset H_{1}$ is convex.

Proof. Let $p$ and $q$ be in $\partial_{H} u(x)$ and choose $\lambda \in[0,1]$, we need to prove that $\lambda p+$ $(1-\lambda) q \in \partial_{H} u(x)$. This follows from adding the two inequalities

$$
\begin{aligned}
\lambda u(x h) & \geq \lambda u(x)+\langle\lambda p, h\rangle \\
(1-\lambda) u(x h) & \geq(1-\lambda) u(x)+\langle(1-\lambda) q, h\rangle .
\end{aligned}
$$

Remark 3.1. We wish to recall from the introduction that our assumption of measurability for all h-convex functions yields their Lipschitz continuity on compact subsets, [26]. Thus, as a straightforward consequence of the definition of h -subdifferential, for every $B_{x, r} \subseteq \Omega$ and any h-convex function $u: \Omega \longrightarrow \mathbb{R}$, there exists a positive number $L>0$, depending on $x \in \Omega, r>0$ and $u$, such that

$$
\partial_{H} u(y) \subseteq L \mathbb{B} \quad \text { for every } y \in B_{x, r} .
$$

Remark 3.2. As already mentioned, an h-convex function $u: \Omega \longrightarrow \mathbb{R}$ that is h-differentiable at $x \in \Omega$ has unique h-subdifferential, hence $\partial_{H} u(x)=\left\{\nabla_{H} u(x)\right\}$, according to [12].

Recall that the symbol co to denote the linear convex envelope in $H_{1}$. Then our first important tool is the following theorem.
Theorem 3.1. Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow \mathbb{R}$ be $h$-convex. Then for every $x \in \Omega$ we have

$$
\begin{equation*}
\partial_{H} u(x) \subseteq \overline{c o}\left(\nabla_{H}^{\star} u(x)\right), \tag{18}
\end{equation*}
$$

where $\nabla_{H}^{\star} u(x)$ is defined in (6).
Proof. Suppose that there exists $p \in \partial_{H} u(x)$ such that $p \notin \overline{c o}\left(\nabla_{H}^{\star} u(x)\right)$. We can assume that $p=0$, otherwise one considers $v(x)=u(x)-\left\langle p, \pi_{1}(x)\right\rangle$, that is still h-convex. Since $\overline{c o}\left(\nabla_{H}^{\star} u(x)\right)$ is a closed convex subset of $H_{1}$, the Hahn-Banach separation theorem can be applied to this set and the origin, hence there exists $q \in H_{1}$, $d(0, q)=1$, and $\alpha>0$ such that

$$
\begin{equation*}
\langle z, q\rangle>\alpha \quad \forall z \in \nabla_{H}^{\star} u(x) . \tag{19}
\end{equation*}
$$

We claim the existence of $r>0$ such that $B_{x, r} \subset \Omega$ and $\left\langle\nabla_{H} u(y), q\right\rangle>\frac{\alpha}{2}$ for every $y \in B_{x, r}$ where $u$ is h-differentiable. By contradiction, suppose there exist sequences
$r_{j} \rightarrow 0$ and $y_{j} \in B_{x, r_{j}}$ such that $\left\langle\nabla_{H} u\left(y_{j}\right), q\right\rangle \leq \frac{\alpha}{2}$, then possibly passing to a subsequence we have $y_{j} \rightarrow x$ and $\nabla_{H} u\left(y_{j}\right) \rightarrow z \in \nabla_{H}^{\star} u(x)$, with $\langle z, q\rangle \leq \frac{\alpha}{2}$ and this conflicts with (19). Denote by $r$ the positive number having the previous property. Let $Q$ be the set $Q=\left\{\delta_{t} q: t \in \mathbb{R}\right\}$ and consider $\mu$ the Haar measure on $\mathbb{G}$. By Lemma 2.7 in [20] there exists a normal subgroup $N \subset \mathbb{G}$, such that $N \cap Q=\{e\}$ and $N Q=\mathbb{G}$. Moreover, by Proposition 2.8 in [20], there exist $\nu_{q}$ and $\mu_{N}$, respectively Haar measures on $Q$ and $N$ such that for every measurable set $A \subset \mathbb{G}$

$$
\begin{equation*}
\mu(A)=\int_{N} \nu_{q}\left(A_{n}\right) d \mu_{N}(n) \tag{20}
\end{equation*}
$$

where $A_{n}=\{h \in Q: n h \in A\}$. Let $P$ be the set of h-differentiable points of $u$, which has full measure in $\Omega$. From (20) it follows that for $\mu_{N}$-a.e. $n \in N, \nu_{Q}\left(Q \backslash n^{-1} P\right)=0$. Then for $\mu_{N}$-a.e. $n \in N, n \delta_{t} q \in P$ for a.e. $t \in \mathbb{R}$. Let $\bar{n} \in N$ and $\delta_{\bar{t}} q \in Q$ be respectively the unique elements in $N$ and $Q$ such that $x=\bar{n} \delta_{\bar{t} q}$. Let $\epsilon>0$ and $s>0$ be such that $B_{\bar{n}, s}^{N} \cdot B_{\delta_{t} q, \epsilon}^{Q} \subset B_{x, r}$, where $B_{\bar{n}, s}^{N}$ and $B_{\delta_{\bar{q}} q, \epsilon}^{Q}$ are open balls respectively in $N$ and $Q$. Fix a point $n \in B_{\bar{n}, s}^{N}$ where $u(n h)$ is $\nu_{q}$-a.e. differentiable and consider the convex function $v(t)=u\left(n \delta_{t} q\right)$, for $\nu_{q}$-a.e. $\delta_{t} q, t \in(-\epsilon+\bar{t}, \epsilon+\bar{t})$ we have

$$
v^{\prime}(t)=\left\langle\nabla_{H} u\left(n \delta_{t} q\right), q\right\rangle>\frac{\alpha}{2} .
$$

Integrating the previous inequality, taking into account the Lipschitz regularity of $v$ we get

$$
v\left(t_{1}\right)-v\left(t_{2}\right)=u\left(n \delta_{t_{1}} q\right)-u\left(n \delta_{t_{2}} q\right)>\frac{\alpha}{2}\left(t_{1}-t_{2}\right)
$$

where $-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t}$. Now let $n_{j} \rightarrow \bar{n} \in B_{\bar{n}, s}^{N}$ be such that $n_{j} h$ is a differentiable point of the map $h \rightarrow u\left(n_{j} h\right)$ for every $j$ and $\nu_{q}$-a.e. $h$, by the previous considerations we have

$$
u\left(n_{j} \delta_{t_{1}} q\right)-u\left(n_{j} \delta_{t_{2}} q\right)>\frac{\alpha}{2}\left(t_{1}-t_{2}\right) \quad-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t}
$$

finally we can pass to the limit in $j$ and get the strict monotonicity of $u\left(\bar{n} \delta_{t} q\right)$ i.e.

$$
\begin{equation*}
u\left(\bar{n} \delta_{t_{1}} q\right)-u\left(\bar{n} \delta_{t_{2}} q\right) \geq \frac{\alpha}{2}\left(t_{1}-t_{2}\right) \quad-\epsilon+\bar{t}<t_{2}<t_{1}<\epsilon+\bar{t} \tag{21}
\end{equation*}
$$

Recall that $0 \in \partial_{H} u(x)$, i.e. $u(x h) \geq u(x)$ whenever $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$. Thus, $u\left(\bar{n} \delta_{t} q\right) \geq u\left(\bar{n} \delta_{\bar{t}} q\right)$ for all $t \in(\bar{t}-\epsilon, \bar{t}+\epsilon)$, in contrast with the monotonicity (21).

Joining Theorem 3.1 with Theorem 9.2 of [12], we immediately get
Corollary 3.1. Let $u: \Omega \rightarrow \mathbb{R}$ be an h-convex function. There exists $C=C(\mathbb{G})>0$ such that for every ball $B(x, r) \subset \mathbb{G}$ one has

$$
\begin{equation*}
\sup _{\substack{p \in \partial_{H} u(y) \\ y \in B_{x, r}}}|p| \leq \frac{C}{r} \frac{1}{\left|B_{x, 15 r}\right|} \int_{B_{x, 15 r}}|u(y)| d y . \tag{22}
\end{equation*}
$$

Given a set $E \subset \mathbb{G}$ and $\rho>0$, by $I(E, \rho)$, we denote the open set

$$
I(E, \rho)=\{x \in \mathbb{G}, d(x, E)<\rho\} .
$$

Proof of Proposition 1.1. We argue by contradiction in both cases, hence we suppose that there exist $\epsilon>0$ and a subsequence $p_{i_{k}} \in \partial_{H} u_{i_{k}}\left(x_{i_{k}}\right)$ such that for every $p \in$ $\partial_{H} u(x)$ we have $\left|p_{i_{k}}-p\right|>\epsilon$. By estimate (22) one easily observes that the sets $\partial_{H} u_{i}\left(x_{i}\right)$ are equibounded, thus possibly passing to a subsequence, $p_{i_{k}} \rightarrow q$ and $\operatorname{dist}\left(p_{j_{k}}, \partial_{H} u\left(x_{j_{k}}\right)\right) \geq \epsilon$. Define a monotone family of compact sets

$$
K_{\tau}=\left\{x \in D_{\tau}: d\left(x, \Omega^{c}\right) \geq \frac{1}{\tau}\right\},
$$

such that $\bigcup_{\tau>0} K_{\tau}=\Omega$. Let us select a sequence of compact sets $\left(K_{l}\right)$ and a subsequence $\left(j_{l}\right)$ such that $p_{j_{l}} \rightarrow q$ and $\left\|u_{i_{l}}-u\right\|_{L^{\infty}\left(K_{l}\right)}<\frac{1}{l}$. Recall that $p_{j_{l}} \in \partial_{H} u_{j_{l}}\left(x_{j_{l}}\right)$. It follows that $u_{j_{l}}\left(x_{j_{l}} h\right) \geq u_{j_{l}}\left(x_{j_{l}}\right)+\left\langle p_{j_{l}}, h\right\rangle$, whenever $[0, h] \subseteq H_{1} \cap x_{j_{l}}^{-1} \Omega$. By the uniform convergence of $\left(u_{i}\right)$, for any integer $l$ sufficiently large, we get

$$
\begin{equation*}
u\left(x_{j_{l}} h\right) \geq u\left(x_{j_{l}}\right)-\frac{1}{l}+\left\langle p_{j_{l}}, h\right\rangle \tag{23}
\end{equation*}
$$

for all $h \in H_{1}$ such that $[0, h] \subseteq H_{1} \cap x_{j_{l}}^{-1} \cdot K_{l}$. Now, we fix any $\bar{h} \in H_{1}$ such that $[0, \bar{h}] \subseteq x^{-1} \cdot \Omega$. Therefore there exists $l_{0} \in \mathbb{N}$ such that for every $l \in \mathbb{N}$ greater than $l_{0}$, we have $[0, \bar{h}] \subset x^{-1} \cdot K_{l}$ and there exists $\rho>0$ such that $I(x \cdot[0, \bar{h}], \rho) \subset K_{l}$. By the continuity of left translations, we get $l_{1} \in \mathbb{N}$ greater than $l_{0}$, such that

$$
x_{j_{l}} \cdot[0, \bar{h}] \subseteq I(x \cdot[0, \bar{h}], \rho),
$$

for all $l \geq l_{1}$. It follows that $[0, \bar{h}] \subseteq x_{j_{l}}^{-1} K_{l}$ for all $l \geq l_{1}$ and this allows us to apply (23) for $h=\bar{h}$ and pass to the limit with respect to $l$, getting

$$
\begin{equation*}
u(x \bar{h}) \geq u(x)+\langle q, \bar{h}\rangle . \tag{24}
\end{equation*}
$$

The arbitrary choice of $\bar{h}$ implies that $q \in \partial_{H} u(x)$, giving a contradiction.
Let us now suppose in addition that $u$ is everywhere h-differentiable. Again, by contradiction, there exist a compact set $D \subset \Omega, \epsilon>0$ and a subsequence $\left(j_{l}\right)$ such that for all $l, x_{j_{l}} \in D$ we have

$$
\partial_{H} u_{j_{l}}\left(x_{j_{l}}\right) \nsubseteq \partial_{H} u\left(x_{j_{l}}\right)+\epsilon \mathbb{B} .
$$

Therefore we can find $p_{j_{l}} \in \partial_{H} u_{j_{l}}\left(x_{j_{l}}\right)$ such that $\operatorname{dist}\left(p_{j_{l}}, \partial_{H} u\left(x_{j_{l}}\right)\right) \geq \epsilon$, for all $l>0$. As before, we can suppose that, possibly passing to a subsequence, $x_{j_{l}} \rightarrow \bar{x} \in D$ and $p_{j_{l}} \rightarrow \bar{p}$. By h-differentiability at $\bar{x}$ and Remark 3.2, taking into account the first part of this proposition, for every $\delta>0$ there exists $l^{\prime} \in \mathbb{N}$ such that

$$
\partial_{H} u_{j_{l}}\left(x_{j_{l}}\right) \subset \nabla_{H} u(\bar{x})+\delta \mathbb{B}
$$

for every $l>l^{\prime}$. Thus, we achieve $\epsilon \leq \operatorname{dist}\left(p_{j_{l}}, \partial_{H} u\left(x_{j_{l}}\right)\right) \leq 2 \delta$ for all $l>l^{\prime}$. If we choose $\delta=\frac{\epsilon}{4}$, then reach a contradiction, concluding the proof.

Taking the constant sequence of h -convex functions in the previous proposition and taking into account (7), we immediately reach the following simple consequence.
Corollary 3.2. Let $\Omega$ be an open set of $\mathbb{G}$ and let $u: \Omega \rightarrow \mathbb{R}$ be an $h$-convex function, then $\partial_{H} u: \Omega \rightarrow \mathcal{P}\left(H_{1}\right)$ has closed graph.

The previous corollary allows us to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. By virtue of Theorem 3.1, we only have to prove the inclusion

$$
\overline{\operatorname{co}}\left(\nabla_{H}^{\star} u(x)\right) \subseteq \partial_{H} u(x) .
$$

By Corollary 3.2, the set-valued map $\partial_{H} u$ has closed graph and $\partial_{H} u(y)=\left\{\nabla_{H} u(y)\right\}$ at any h-differentiable point $y$ of $u$. This immediately yields

$$
\nabla_{H}^{\star} u(x) \subseteq \partial_{H} u(x) .
$$

Moreover $\partial_{H} u(x)$ is a convex set in $H_{1}$ for every $x \in \mathbb{G}$, then our claim follows.
Remark 3.3. The almost everywhere h-differentiability of an h-convex function $u$ implies that $\nabla_{H}^{*} u(x) \neq \emptyset$ for all $x \in \Omega$. Thus, in view of formula (5), it follows that $\partial_{H} u(x) \neq \emptyset$ for all $x \in \Omega$. We have then shown that any h-convex function has everywhere nonempty h-subdifferential. This fact was first observed in [9] for h-convex functions on Heisenberg groups. The opposite implication in general stratified groups can be found in [12] for h-convex domains. Notice that the same implication holds for $h$-convex functions on open sets, since the everywhere existence of an $h$-subdifferential implies the everywhere existence of the Euclidean subdifferential along horizontal lines. Then the Euclidean characterization of convexity through the subdifferential gives the Euclidean convexity along horizontal lines, that coincides with the notion of h-convexity.

Definition 3.1. Let $\Omega \subset \mathbb{G}$ be an open subset and let $u$ be a real valued function in $\Omega$. Then we define the first order sub jet of $u$ at $x \in \Omega$ as

$$
J_{u}^{1,-}(x)=\left\{p \in H_{1}: u(x h) \geq u(x)+\langle p, h\rangle+o(\|h\|), \text { if }[0, h] \subset H_{1} \cap x^{-1} \Omega\right\}
$$

Remark 3.4. Let $u$ be an h-convex function in $\Omega$. Then $u$ is h-subdifferentiable at $x$ if and only if $J_{u}^{1,-}(x) \neq \emptyset$. Moreover $J_{u}^{1,-}(x)=\partial_{H} u(x)$. For the reader's sake we give the proof of this property, that in the Heisenberg group has been proved in [9]. The inclusion $J_{u}^{1,-}(x) \supseteq \partial_{H} u(x)$ follows by definition. Now let $p$ be in $J_{u}^{1,-}(x)$, and fix $[0, h] \subseteq\left(x^{-1} \cdot \Omega\right) \cap H_{1}$. Then $p$ satisfies

$$
u\left(x \delta_{t} h\right) \geq u(x)+\langle p, t h\rangle+o(\|t h\|)
$$

By h-convexity of $u, t u(x h)+(1-t) u(x) \geq u\left(x \delta_{t} h\right)$ which implies

$$
u(x h) \geq u(x)+\langle p, h\rangle+\frac{o(\|t h\|)}{t}
$$

Now the claim follows letting $t \rightarrow 0$.

Definition 3.2. Let $\Omega \subset \mathbb{G}$ an open subset and consider $u: \Omega \rightarrow \mathbb{R}$. Given $\lambda \geq 0$ we define the $\lambda$-subdifferential of $u$ at $x \in \Omega$ as
$\partial_{H}^{\lambda} u(x)=\left\{p \in H_{1}: u(x h) \geq u(x)+\langle p, h\rangle-\lambda\|h\|^{2}\right.$, whenever $\left.[0, h] \subseteq H_{1} \cap x^{-1} \Omega\right\}$.
Notice that $\partial_{H}^{0} u(x)$ coincides with the h-subdifferential $\partial_{H} u(x)$.
Lemma 3.2. Consider a function $u=U+P$ in $\Omega$. Let $U$ be $h$-convex and let $P$ be a polynomial with $h$-deg $P \leq 2$, denote by $P^{(2)}$ the 2-homogeneous part of $P$. Define $\lambda=\max _{\|w\|=1}\left|P^{(2)}(w)\right|$, then $\partial_{H}^{\lambda} u(x) \supseteq \partial_{H} U(x)+\nabla_{H} P(x)$.
Proof. Recall that by Lemma 2.2, for every $x, h \in \mathbb{G}$ we have

$$
P(x h) \geq P(x)+\left\langle\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2} .
$$

Let $p$ be in $\partial_{H} U(x)$ then

$$
U(x h)+P(x h) \geq U(x)+P(x)+\left\langle p+\nabla_{H} P(x), h\right\rangle-\lambda\|h\|^{2},
$$

whenever $[0, h] \subseteq x^{-1} \Omega \cap H_{1}$. This implies that $p+\nabla_{H} P(x) \in \partial_{H}^{\lambda} u(x)$.
Proposition 3.1. Let $\Omega$ be a subset of $\mathbb{G}$. Let $U$ and $V$ be respectively an $h$-convex function and a $C_{H}^{1}(\Omega)$ function, we define the map $u$ as $u=U+V$. Fix $\lambda \geq 0$, then for every $x \in \Omega$ we have $\partial_{H}^{\lambda} u(x) \subseteq \partial_{H} U(x)+\nabla_{H} V(x)$.
Proof. In fact let $p$ be in $\partial_{H}^{\lambda} u(x)$ and take $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$

$$
\begin{aligned}
u(x h) & \geq u(x)+\langle p, h\rangle-\lambda\|h\|^{2} \\
U(x h)+V(x h) & \geq U(x)+V(x)+\left\langle\nabla_{H} V(x), h\right\rangle+\left\langle p-\nabla_{H} V(x), h\right\rangle-\lambda\|h\|^{2}
\end{aligned}
$$

Thus, by the smoothness of $P$, it follows that

$$
U(x h) \geq U(x)+\left\langle p-\nabla_{H} V(x), h\right\rangle+o(\|h\|)
$$

recall that $U$ is h-convex thus by Remark 3.4, $p-\nabla_{H} V(x) \in \partial_{H} U(x)$. Therefore the inclusion is proved.

In the following theorem we extend the classical non-smooth mean value theorem to stratified groups.
Theorem 3.2. Let $U$ be $h$-convex and let $P$ be a polynomial, with $h-\operatorname{deg} P \leq 2$ and $\lambda=\max _{\|w\|=1}\left|P^{(2)}(w)\right|$. We define the function $u$ as $u=U+P$. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$, there exist $t \in[0,1]$ and $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$ such that $u(x h)-u(x)=\langle p, h\rangle$.
Proof. Let $U_{i}$ be a sequence of $C^{\infty}(\Omega)$ h-convex functions, converging to $U$ uniformly on compact sets. Define $u_{i}=U_{i}+P$. For such functions the mean value theorem holds i.e. there exists $t_{j} \in[0,1]$ such that

$$
u_{i}(x h)-u_{i}(x)=\left\langle\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right), h\right\rangle, \quad[0, h] \subset H_{1} \cap x^{-1} \Omega .
$$

Possibly passing to a subsequence we have $t_{i} \rightarrow t$ and $\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right) \rightarrow p$, thus by the uniform convergence

$$
u(x h)-u(x)=\langle p, h\rangle .
$$

Our claim follows if we prove that $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$. By Proposition 1.1, for every $k>0$ there exists $i_{k}$ such that

$$
\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)=\partial_{H} U_{i}\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H} U\left(x \delta_{t} h\right)+\frac{1}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

Moreover, possibly choosing a larger $i_{k}$, we have

$$
\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)+\nabla_{H} P\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H} U\left(x \delta_{t} h\right)+\nabla_{H} P\left(x \delta_{t} h\right)+\frac{2}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

By Lemma 3.2, $\partial_{H}^{\lambda} u(x) \supseteq \partial_{H} U(x)+\nabla_{H} P(x)$ thus the previous inclusion implies that

$$
\nabla_{H} u_{i}\left(x \delta_{t_{i}} h\right)=\nabla_{H} U_{i}\left(x \delta_{t_{i}} h\right)+\nabla_{H} P\left(x \delta_{t_{i}} h\right) \subseteq \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)+\frac{2}{k} \mathbb{B}, \quad \forall i \geq i_{k}
$$

then letting $k \rightarrow \infty$ we get that $p \in \partial_{H}^{\lambda} u\left(x \delta_{t} h\right)$.
As a consequence of the previous result, we immediately get the following theorem.
Theorem 3.3 (Nonsmooth mean value theorem). Let $u: \Omega \longrightarrow \mathbb{R}$ be an $h$-convex function. Then for every $x \in \Omega$ and every $h$ such that $[0, h] \subseteq H_{1} \cap x^{-1} \Omega$, there exists $t \in[0,1]$ and $p \in \partial_{H} u\left(x \delta_{t} h\right)$ such that $u(x h)-u(x)=\langle p, h\rangle$.

Proof. It suffices to apply Theorem 3.2 with $P=0$ and $\lambda=0$.
Remark 3.5. In the literature a nonsmooth mean value can be found for Lipschitz mappings on Banach homogeneous groups, that clearly include stratified groups, [30]. Unfortunately, this work does not imply our Theorem 3.3, since it uses the notion of Clarke generalized gradient for Lipschitz mappings adapted to homogeneous groups.

Definition 3.3. Let $\Omega \subset \mathbb{G}$ be an open set, and let $u: \Omega \rightarrow \mathbb{R}$ be a function. Take $h \in H_{1}$. The horizontal directional derivative of $u$ at $x$, along $h$, is given by the limit $\lim _{\lambda \rightarrow 0^{+}}\left(u\left(x \delta_{\lambda} h\right)-u(x)\right) \lambda^{-1}$, whenever it exists. We denote this derivative by $u^{\prime}(x, h)$.

Corollary 3.3. Let $u$ be an h-convex function in $\Omega$. Then for every $x \in \Omega$ and $h \in H_{1}$ the horizontal directional derivative $u^{\prime}(x, h)$ exists and satisfies

$$
\begin{equation*}
u^{\prime}(x, h)=\max _{p \in \partial_{H} u(x)}\langle p, h\rangle, \tag{25}
\end{equation*}
$$

hence it is subadditive with respect to the variable $h$.
Proof. The h-convexity of $u$ implies the existence of $u^{\prime}(x, h)$ for any $x \in \Omega$ and $h \in H_{1}$. Let $p_{0} \in \partial_{H} u(x)$ be such that $\left\langle p_{0}, h\right\rangle=\max _{p \in \partial_{H} u(x)}\langle p, h\rangle$. By definition of $\partial_{H} u(x)$,

$$
u\left(x \delta_{\lambda} h\right) \geq u(x)+\left\langle p_{0}, \lambda h\right\rangle, \quad \text { whenever }[0, \lambda h] \subset x^{-1} \Omega \cap H_{1} .
$$

Then we easily get that

$$
\lim _{\lambda \rightarrow 0^{+}} \frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda} \geq\left\langle p_{0}, h\right\rangle .
$$

Notice that, for $\lambda$ small enough, $[0, \lambda h] \subset x^{-1} \Omega \cap H_{1}$, hence we can apply Theorem 3.2. Then for every $\lambda$ there exist $c(\lambda) \in[0,1]$ and $p(\lambda) \in \partial_{H} u\left(x \delta_{c(\lambda) \lambda} h\right)$ such that

$$
\frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda}=\langle p(\lambda), h\rangle .
$$

Now fix a sequence $\lambda_{i} \rightarrow 0$ such that $p\left(\lambda_{i}\right) \rightarrow \bar{p}$, then by the closure property of the subdifferential we get $\bar{p} \in \partial_{H} u(x)$. Moreover, the existence of the following limit gives

$$
\lim _{\lambda \rightarrow 0^{+}} \frac{u\left(x \delta_{\lambda} h\right)-u(x)}{\lambda}=\langle\bar{p}, h\rangle \leq \max _{p \in \partial_{H} u(x)}\langle p, h\rangle,
$$

concluding the proof.
Proof of Theorem 1.2. Uniqueness of the h-subdifferential under h-differentiability has been already established in [12], see Remark 3.2. Let us assume now that the h-subdifferential $p$ of $u$ at $x$ is unique. Let $U, W$ and $M$ be as in Definition 2.1. Thus, for any $w \in \mathbb{G}$ with $\|w\|=1$, we have $w=\prod_{s=1}^{\gamma} a_{s} e_{i_{s}}$ for some $\left(a_{1}, \ldots, a_{\gamma}\right) \in U$. We fix $r>0$ such that $B_{0, r} \subset x^{-1} \Omega$ and define the h-convex function

$$
g(y)=u(x y)-u(x)-\langle p, y\rangle
$$

for any $y \in x^{-1} \Omega$. We choose $\rho_{0}>0$ such that $\rho_{0} M<r$. Thus, whenever $0<\rho<\rho_{0}$, by Theorem 3.3 and the generating property, we have

$$
g\left(\delta_{\rho} w\right)=\sum_{s=1}^{\gamma}\left\langle p_{s}, \rho a_{s} e_{i_{s}}\right\rangle-\left\langle p, \rho a_{s} e_{i_{s}}\right\rangle
$$

where $p_{s} \in \partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right)$ with $t_{s} \in[0,1]$. By Proposition 1.1, for every $\epsilon>0$ there exists $\rho_{0}$ such that

$$
\partial_{H} u\left(x \delta_{\rho}\left(\prod_{k=1}^{s-1} a_{s} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right) \subseteq \partial_{H} u(x)+\epsilon \mathbb{B}=\{p\}+\epsilon \mathbb{B}
$$

for all $0<\rho<\rho_{0}$ and $s=1, \ldots, \gamma$. Thus $\left|g\left(\delta_{\rho} w\right)\right| \leq C \gamma \epsilon \rho$, where $C$ is independent on $\left(a_{1}, \ldots, a_{\gamma}\right)$, since $W$ is a bounded set. This implies that $\frac{\left|g\left(\delta_{\rho} w\right)\right|}{\rho}$ uniformly converges to zero with respect to $w \in W$ as $\rho \rightarrow 0^{+}$.

## 4. SECOND ORDER DIFFERENTIABILITY

The aim of this section is to prove the characterization of the second order differentiability of h-convex functions, stated in Theorem 1.3. Let us begin with the following simple fact.

Proposition 4.1. Let $\Omega \subset \mathbb{G}$ be an open set and let $u: \Omega \rightarrow \mathbb{R}$. If $u$ has a second order $h$-expansion $P_{x}$ at $x \in \Omega$, then $u$ is h-differentiable at $x$

$$
\begin{equation*}
P_{x}^{(1)}(w)=\left\langle\nabla_{H} u(x), w\right\rangle . \tag{26}
\end{equation*}
$$

Proof. If (10) holds, then we can rewrite this condition as

$$
u(x w)-P_{x}^{(0)}(w)-P_{x}^{(1)}(w)=P_{x}^{(2)}(w)+o\left(\|w\|^{2}\right) .
$$

Clearly $P_{x}^{(0)}(w)=u(x)$ and $P_{x}^{(1)}(w)$ is an h-linear map. Thus, we achieve

$$
\left|u(x w)-u(x)-P_{x}^{(1)}(w)\right|=o(\|w\|)
$$

and the h-differentiability of $u$ follows. In view of the uniqueness of the h-differential, we get (26), concluding the proof.

Definition 4.1 (Difference quotients). Let $u: \Omega \rightarrow \mathbb{R}$ be h-convex and assume that it is h-differentiable at $x$. For every $\tau>0$ define the first order $h$-quotient at $x$

$$
u_{x, \tau}(w)=\tau^{-1}\left\{u\left(x \delta_{\tau} w\right)-u(x)\right\}
$$

and the second order $h$-quotient at $x$

$$
\begin{equation*}
\Delta_{x, \tau}^{2} u(w)=\frac{u\left(x \delta_{\tau} w\right)-u(x)-\tau\left\langle\nabla_{H} u(x), w\right\rangle}{\tau^{2}} \tag{27}
\end{equation*}
$$

assuming in addition that $u$ is h-differentiable at $x$. At this h-differentiability point, the $h$-difference quotient of $\partial_{H} u$ is given by the set-valued mapping

$$
\begin{equation*}
\Delta_{x, \tau} \partial_{H} u(w)=\frac{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)}{\tau} \tag{28}
\end{equation*}
$$

Remark 4.1. Notice that $\Delta_{x, \tau}^{2} u$ can be written as

$$
\Delta_{x, \tau}^{2} u(w)=\tau^{-1}\left[u_{x, \tau}(w)-\left\langle\nabla_{H} u(x), w\right\rangle\right]
$$

where $u_{x, \tau}$ is clearly h-convex. Moreover if we take the subdifferential of $\Delta_{x, \tau}^{2} u$ we get

$$
\begin{align*}
\partial_{H}\left[\Delta_{x, \tau}^{2} u(w)\right] & =\tau^{-1}\left\{\partial_{H} u_{x, \tau}(w)-\nabla_{H} u(x)\right\}  \tag{29}\\
& =\tau^{-1}\left\{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)\right\} \\
& =\Delta_{x, \tau} \partial_{H} u(w) .
\end{align*}
$$

where the equality $\partial_{H} u_{x, \tau}(w)=\partial_{H} u\left(x \delta_{\tau} w\right)$ follows from the definition of $u_{x, \tau}$.

Proof of Lemma 1.1. Choosing $w=0$ we get $\partial_{H} u(x)=\{v\}$, thus by Theorem 1.2, $u$ is h-differentiable at $x$, moreover $v=\nabla_{H} u(x)$. The twice h-differentiability immediately follows from (4), taking its restriction to all points of h-differentiability. For the converse implication, we rewrite expansion (3) as follows, for all $\epsilon>0$ there exists $\rho>0$ such that

$$
\begin{equation*}
\left|\frac{\nabla_{H} u(x h)-\nabla_{H} u(x)-A_{x}(h)}{\|h\|}\right| \leq \epsilon \quad\|h\|<\rho . \tag{30}
\end{equation*}
$$

for all $h \in x^{-1} \Omega$ such that $u$ is h-differentiable at $x h$. By (6), for any $w \in x^{-1} \Omega \cap B_{0, \rho}$, taking into account (30), we get

$$
\left|\frac{p-\nabla_{H} u(x)-A_{x}(w)}{\|w\|}\right| \leq \epsilon \quad \text { for all } p \in \nabla_{H}^{\star} u(x w) .
$$

In an equivalent form, we have

$$
\begin{equation*}
\nabla_{H}^{\star} u(x w) \subseteq \nabla_{H} u(x)+A_{x}(w)+\epsilon\|w\| \mathbb{B} . \tag{31}
\end{equation*}
$$

Moreover, the set on the right is convex, hence Theorem 1.1 yields

$$
\begin{equation*}
\partial_{H} u(x w)=\overline{c o}\left(\nabla_{H}^{\star} u(x w)\right) \subseteq \nabla_{H} u(x)+A_{x}(w)+o(\|w\|) \mathbb{B} . \tag{32}
\end{equation*}
$$

This concludes the proof.
Proposition 4.2. If $u: \Omega \longrightarrow \mathbb{R}$ is $h$-convex, then it is twice $h$-differentiable at $x$ if and only if for any compact set $D \subset \Omega$ and for all $\epsilon>0$, there exists $\delta>0$ such that for all $w \in D$ and $0<\tau<\delta$ we have

$$
\begin{equation*}
\Delta_{x, \tau} \partial_{H} u(w)-A_{x}(w) \subseteq \epsilon \mathbb{B} . \tag{33}
\end{equation*}
$$

Proof. Let $u$ be twice h-differentiable at $x$, fix a compact set $D \subset \Omega$ and $\epsilon>0$. We set $\mu_{D}=\max _{w \in D}\|w\|$. Then there is $\rho(\epsilon, D, \Omega)>0$ such that

$$
\partial_{H} u(x w) \subset \nabla_{H} u(x)+A_{x}(w)+\frac{\|w\| \epsilon}{\mu_{D}} \mathbb{B},
$$

whenever $\|w\|<\rho(\epsilon, D, \Omega)$ and $B_{x, \rho(\varepsilon, D, \Omega)} \subset \Omega$. We consider $w=\delta_{\tau} h$, where $h \in D$, and $0<\tau<\frac{\rho(\epsilon, D, \Omega)}{\mu_{D}}$. It follows that

$$
\partial_{H} u\left(x \delta_{\tau} h\right) \subset \nabla_{H} u(x)+\tau A_{x}(h)+\epsilon \tau \mathbb{B}
$$

which is equivalent to (33). Conversely, let $S=\{w \in \mathbb{G}:\|w\|=1\}$ be a compact set and fix $\epsilon>0$. Then there exists $\delta>0$ such that (33) holds whenever $0<\tau<\delta$. Thus, we have

$$
\frac{\partial_{H} u\left(x \delta_{\tau} w\right)-\nabla_{H} u(x)}{\tau}-A_{x}(w) \subseteq \epsilon \mathbb{B} .
$$

In other words, whenever $0<\|h\|<\delta$, we have

$$
\partial_{H} u(x h) \subseteq \nabla_{H} u(x)+A_{x}(h)+\epsilon\|h\| \mathbb{B},
$$

that establishes the twice h-differentiability of $u$ at $x$.

Finally, we have enough tools to establish the characterization of second order differentiability of h-convex functions.

Proof of Theorem 1.3. Let us assume that $u$ has a second order h-expansion at $x$. By Proposition 4.1, $u$ is h-differentiable at $x$, then $P_{x}^{(0)}(w)=u(x)$ and $P_{x}^{(1)}(w)=$ $\left\langle\nabla_{H} u(x), w\right\rangle$, where $P_{x}$ is the polynomial associated to the second order h-expansion. Define $\phi(w):=P_{x}^{(2)}(w)$ and notice that $\nabla_{H} P_{x}^{(2)}(w)$ is an h-linear map, since it is a polynomial of homogeneous degree 1 . The second order h-expansion yields

$$
\begin{equation*}
\Delta_{x, \tau}^{2} u(w)-\phi(w)=\frac{u\left(x \delta_{\tau} w\right)-P_{x}^{(0)}\left(\delta_{\tau} w\right)-P_{x}^{(1)}\left(\delta_{\tau} w\right)-P_{x}^{(2)}\left(\delta_{\tau} w\right)}{\tau^{2}}=\frac{o\left(\left\|\delta_{\tau} w\right\|^{2}\right)}{\tau^{2}} . \tag{34}
\end{equation*}
$$

As a consequence, $\Delta_{x, \tau}^{2} u$ uniformly converges to $\phi$ on compacts sets as $\tau \rightarrow 0^{+}$. Moreover $\Delta_{x, \tau}^{2} u$ is h-convex, then so is $\phi$. Applying Proposition 1.1, we can establish that for every compact set $D \subset \Omega$ and $\epsilon>0$ there exists $\delta>0$ such that

$$
\partial_{H} \Delta_{x, \tau}^{2} u(w) \subseteq \nabla_{H} \phi(w)+\epsilon \mathbb{B}, \quad \text { for all } \quad w \in D \quad \text { and } \quad \tau \in(0, \delta)
$$

Notice that (29) gives $\partial_{H} \Delta_{x, \tau}^{2} u(w)=\Delta_{x, \tau} \partial_{H} u(w)$, hence

$$
\Delta_{x, \tau} \partial_{H} u(w) \subseteq \nabla_{H} P_{x}^{(2)}(w)+\epsilon \mathbb{B} .
$$

As a result, we have $\Delta_{x, \tau} \partial_{H} u(w)-\nabla_{H} P_{x}^{(2)}(w) \subset \epsilon \mathbb{B}$ whenever $w \in D$ and $0<\tau<\delta$. By Proposition 4.2, $u$ is twice h-differentiable. Furthermore, $\nabla_{H} P_{x}^{(2)}$ is the second order h-differential $D_{H}^{2} u(x)$ of $u$ at $x$.

We now assume that $u$ is twice h-differentiable at $x$, where $D_{H}^{2} u(x)$ denotes the second order h-differential of $u$ at $x$. By Lemma 1.1, we have

$$
\nabla_{H} u(x w)=\nabla_{H} u(x)+D_{H}^{2} u(x) w+o(\|w\|),
$$

where $D_{H}^{2} u(x)$ is regarded as an h-linear mapping. Let $U, W$ and $M$ be as introduced in Definition 2.1. We define

$$
v(w)=u(x w)-u(x)-P_{x}(w)
$$

for every $w \in x^{-1} \cdot \Omega$ and $P_{x}$ is the unique polynomial with h-deg $P \leq 2$ that satisfies the condition $P_{x}(0)=0$ and

$$
\begin{equation*}
\nabla_{H} P_{x}(w)=\nabla_{H} u(x)+D_{H}^{2} u(x) w . \tag{35}
\end{equation*}
$$

This is as a consequence of Remark 2.2. Let $r>0$ be such that $B_{0, r} \subset x^{-1} \cdot \Omega$. Let $\rho_{0}>0$ be such that $\rho_{0} M<r$ and choose $w$ such that $\|w\|=1$. We consider $0<\rho<\rho_{0}$ and $\delta_{\rho} w=\prod_{s=1}^{\gamma} \rho a_{s} e_{i_{s}}$, for some $\left(a_{1}, \ldots, a_{\gamma}\right) \in U$. Then $v\left(\delta_{\rho} w\right)=v\left(\delta_{\rho} w\right)-v(0)$ can be written as

$$
v\left(\delta_{\rho} w\right)=\sum_{s=1}^{\gamma} v\left(\prod_{l=1}^{s} \rho a_{i_{l}} e_{i_{l}}\right)-v\left(\prod_{l=1}^{s-1} \rho a_{i_{l}} e_{i_{l}}\right) .
$$

Observe that $v$ is an h-convex function plus a polynomial of homogeneous degree less than or equal to two. By Theorem 3.2 applied to horizontal directions $e_{i_{s}}$, we get

$$
v\left(\delta_{\rho} w\right)=\sum_{i=1}^{\gamma}\left\langle p_{s}, \rho a_{s} e_{i_{s}}\right\rangle
$$

with $p_{s} \in \partial_{H}^{\lambda} v\left(x\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right)$, where $t_{s} \in[0,1]$ and $\lambda=\max _{\|h\|=1}\left|P_{x}^{(2)}(h)\right|$. Moreover, by Proposition 3.1 we know that

$$
\begin{equation*}
p_{s}+\nabla P_{x}\left(\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right) \in \partial_{H} u\left(x\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right) . \tag{36}
\end{equation*}
$$

The expansion (4) for the h-subdifferential of $u$ implies that

$$
\begin{align*}
\partial_{H} u\left(x\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right) \subset & \nabla_{H} u(x)+A_{x}\left(\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right)  \tag{37}\\
& +o\left(\left|\left(\prod_{k=1}^{s-1} \rho a_{k} e_{i_{k}}\right)\left(t_{s} \rho a_{s} e_{i_{s}}\right)\right|\right) \mathbb{B} .
\end{align*}
$$

Thus, by formula (35), taking into account (36) and (37), we get that

$$
\left|p_{s}\right|=o\left(\left|\delta_{\rho}\left(\prod_{k=1}^{s-1} a_{k} e_{i_{k}}\right) \delta_{t_{s}} \delta_{\rho} a_{s} e_{i_{s}}\right|\right)=o(\rho) .
$$

As a consequence, $\left|v\left(\delta_{\rho} w\right)\right|=o\left(\rho^{2}\right)$. This concludes the proof of our characterization.
Next, we have to prove the claims (1), (2) and (3). The first one follows considering the restriction of (34) to directions $z \in H_{2}$, with $|w|=1$, and taking into account (13), hence getting the uniform limit

$$
\frac{u\left(x \exp \left(t^{2} Z\right)\right)-u(x)-t^{2}\left\langle\nabla_{V_{2}} P_{x}^{(2)}, z\right\rangle}{t^{2}} \longrightarrow 0
$$

as $t \rightarrow 0^{+}$, where $z$ varies in a compact neighborhood of zero in $H_{2}$ and $Z$ is the unique left invariant vector field such that $Z(0)=z$. In fact, we have used the equality

$$
x \delta_{t} z=x \cdot \delta_{t} \exp (Z)=x \cdot \exp \left(t^{2} Z\right),
$$

In particular, we have $\nabla_{V_{2}} u(x)=\nabla_{V_{2}} P$. Taking into account Proposition 4.1 and formula (13), then claim (2) follows. Now, with respect to the fixed basis $\left(e_{1}, \ldots, e_{n}\right)$ of $\mathbb{G}$, we have the coefficients $\left(D_{H}^{2} u(x)\right)_{i j}$ such that

$$
D_{H}^{2} u(x) w=\sum_{i, j=1}^{m_{1}}\left(D_{H}^{2} u(x)\right)_{i j} w_{i} e_{j},
$$

therefore (35) yields $\nabla_{H} P_{x}^{(2)}(w)=D_{H}^{2} u(x) w$. For any $j=1, \ldots, m_{1}$, we have

$$
X_{j} P_{x}^{(2)}(w)=\sum_{i=1}^{m_{1}}\left(A_{x}\right)_{i j} w_{i}
$$

then formula (16) gives $X_{i} X_{j} P_{x}^{(2)}=\left(D_{H}^{2} u(x)\right)_{i j}=\left(\nabla_{H}^{2} P_{x}^{(2)}\right)_{i j}+\sum_{l=m_{1}+1}^{m_{2}} X_{l} u(x) a_{j}^{l i}$. As a result, we get

$$
\left(\nabla_{H}^{2} P_{x}^{(2)}\right)_{i j}=\left(A_{x}\right)_{i j}-\sum_{l=m_{1}+1}^{m_{2}} X_{l} u(x) a_{j}^{l i}
$$

that coincides with the formula of claim (3). Finally, we recall that $P_{x}^{(2)}$ is the uniform limit on compact sets of the h-convex functions $\Delta_{x, \tau}^{2} u$. This implies that $P_{x}^{(2)}$ is also h-convex and then its horizontal Hessian is nonnegative.
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