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#### Abstract

We prove partial Hölder continuity for the gradient of minimizers $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right), \Omega \subset \mathbb{R}^{n}$ a bounded domain, of variational integrals of the form $$
\mathcal{F}[u ; \Omega]:=\int_{\Omega}[f(x, u, D u)+h(x, u)] d x
$$ where $f$ is strictly quasi-convex and satisfies standard continuity and growth conditions, but where $h$ is only a Caratheodory function of subcritical growth. The main focus is set on the presentation of a unified approach for the interior and the boundary estimates (provided that the boundary data are sufficiently regular) for all $p \in(1, \infty)$. Furthermore, a corresponding lower order Hölder regularity result for $u$ is given in dimensions $n \leq p+2$ under the stronger assumption that $f$ is strictly convex.


## 1 Introduction and statement of the results

We deal with variational integrals of the form

$$
\begin{equation*}
\mathcal{F}[u ; \Omega]:=\int_{\Omega}[f(x, u, D u)+h(x, u)] d x \tag{1.1}
\end{equation*}
$$

where the integrand $f: \Omega \times \mathbb{R}^{N} \times R^{n N} \rightarrow \mathbb{R}$ (with $n, N \geq 2$ ) is strictly quasi-convex, continuous and grows polynomially, and where $h: \Omega \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is only a Carathéodory function with subcritical growth, i. e., measurable with respect to the first variable (in particular, it may even be discontinuous) and (Hölder-) continuous with respect to the second variable. More precisely, we first of all assume that $z \mapsto f(\cdot, \cdot, z)$ is of class $C^{2}$ with jointly continuous second order derivatives, and that $f$ is coercive, strictly quasi-convex and of $p$-growth, i.e.

$$
\left\{\begin{array}{l}
D_{z z} f(x, u, z) \text { is continuous on } \Omega \times \mathbb{R}^{N} \times \mathbb{R}^{n N}  \tag{1.2}\\
\nu|z|^{p} \leq f(x, u, z) \leq L(1+|z|)^{p} \\
\nu \int_{(0,1)^{n}}(1+|z|+|D \varphi(y)|)^{p-2}|D \varphi(y)|^{2} d y \leq \int_{(0,1)^{n}}[f(x, u, z+D \varphi(y))-f(x, u, z)] d y
\end{array}\right.
$$

for all $\varphi \in C_{0}^{\infty}\left((0,1)^{n}, \mathbb{R}^{N}\right)$. Secondly, we assume one of the following Hölder continuity conditions with respect to the first and the second variable: namely a mixed condition on $f$ with respect to $x$ and on $D_{z} f$ with respect to $(x, u)$

$$
\left\{\begin{array}{l}
\left|D_{z} f(x, u, z)-D_{z} f(\bar{x}, \bar{u}, z)\right| \leq L(1+|z|)^{p-1} \omega_{1}(|x-\bar{x}|+|u-\bar{u}|)  \tag{1.3}\\
|f(x, u, z)-f(x, \bar{u}, z)| \leq L(1+|z|)^{p} \omega_{2}(|u-\bar{u}|)
\end{array}\right.
$$

or a condition on $f$ with respect to $(x, u)$

$$
\begin{equation*}
|f(x, u, z)-f(\bar{x}, \bar{u}, z)| \leq L(1+|z|)^{p} \omega_{1}(|x-\bar{x}|+|u-\bar{u}|) . \tag{1.4}
\end{equation*}
$$

A connection between conditions (1.3) and (1.4) will be discussed at the end of the introduction. All these inequalities in (1.2)-(1.4) are assumed to hold for fixed $0<\nu \leq L$, some $p \in(1, \infty)$ and all $x, \bar{x} \in \Omega$, $u, \bar{u} \in \mathbb{R}^{N}$, and $z \in \mathbb{R}^{n N}$. Here, $\omega_{1}, \omega_{2}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$are two modulus of continuity, i. e. bounded by 1 (without loss of generality), concave and non-decreasing such that $\lim _{\rho \rightarrow 0^{+}} \omega_{1}(\rho)=0=\lim _{\rho \rightarrow 0^{+}} \omega_{2}(\rho)$.

We note that quasi-convexity (a notion which was introduced by Morrey [52]) is an extension of convexity to a global property and is essentially equivalent to lower semicontinuity, cf. [1, 41]. Applying [48, p. 6, step 2], we may also assume a growth condition on the first derivatives of the form $\left|D_{z} f(x, u, z)\right| \leq L(1+|z|)^{p-1}$.

[^0]Furthermore, it can be verified that the conditions (1.2) above, see [52, Theorem 4.3], imply the strict ellipticity of the matrix $D_{z z} f$ in the sense of Legendre-Hadamard, and therefore we may also assume

$$
\nu(1+|z|)^{p-2}|\xi|^{2}|\eta|^{2} \leq D_{z z} f(x, u, z) \xi \otimes \eta \cdot \xi \otimes \eta
$$

for all $\xi \in \mathbb{R}^{N}, \eta \in \mathbb{R}^{n}$. As observed by Acerbi and Fusco [2], a growth condition for the second derivatives is not needed, and the continuity of $D_{z z} f$ is sufficient to prove a partial regularity result. This latter condition implies in particular that second order derivatives are bounded on compact subsets of $\bar{\Omega} \times \mathbb{R}^{N} \times \mathbb{R}^{n N}$, i. e. for every $M>0$ there exists a constant $K_{M}$ such that there holds

$$
\left|D_{z z} f(x, u, z)\right| \leq K_{M}
$$

for all $x \in \Omega, u \in \mathbb{R}^{N}$ and $z \in \mathbb{R}^{n N}$ with $|u|,|z| \leq M$. Due to the continuity of $D_{z z} f$ we may hence assume the existence of a modulus of continuity for $D_{z z} f$ on compact subsets. More precisely, we may assume that to a given $M>0$ there exists a monotone nondecreasing concave function $\mu_{M}:[0, \infty) \rightarrow[0, \infty)$ continuous at 0 such that $\mu_{M}(0)=0$ and

$$
\begin{equation*}
\left|D_{z z} f\left(x, u, z_{1}\right)-D_{z z} f\left(x, u, z_{2}\right)\right| \leq \mu_{M}\left(\left|z_{1}-z_{2}\right|\right) \tag{1.5}
\end{equation*}
$$

for all $x \in \Omega, u \in \mathbb{R}^{N}$ and $z_{1}, z_{2} \in \mathbb{R}^{n N}$ with $|u| \leq M$ and $\left|z_{1}\right|,\left|z_{1}\right| \leq M+1$. For the second integrand $h$ we further assume

$$
\left\{\begin{array}{l}
0 \leq h(x, u) \leq L(1+|u|)^{\gamma}  \tag{1.6}\\
|h(x, u)-h(\bar{x}, \bar{u})| \leq L(1+|u|+|\bar{u}|)^{\gamma} \omega_{2}(|u-\bar{u}|)
\end{array}\right.
$$

for all $x, \bar{x} \in \Omega, u, \bar{u} \in \mathbb{R}^{N}$, and some $\gamma \in\left(0, p^{*}\right)$. Here we denote by $p^{*}$ the exponent from the Sobolev embedding, i. e. $p^{*}=\frac{n p}{n-p}$ if $p<n$ and $p^{*} \in(p, \infty)$ arbitrary if $p \geq n$. We emphasize that taking the same modulus of continuity $\omega_{2}(\cdot)$ for $h$ as in condition (1.3) is not restrictive.

The above conditions concerning the growth and the quasi-convexity of the integrand guarantee that the integral in (1.1) is well defined for all maps $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$, and moreover, the existence of minimizers follows in a standard way from the direct method of the calculus of variations and the sequentially weak lower semicontinuity of $\mathcal{F}[u ; \Omega]$ in $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$. We recall that $u$ is a minimizer of the functional $\mathcal{F}[\cdot ; \Omega]$ with boundary values $g \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ if $u$ is a $g+W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$-map such that

$$
\mathcal{F}[u ; \Omega] \leq \mathcal{F}[v ; \Omega] \quad \text { for every } v \in g+W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)
$$

For dealing with partial regularity of $D u$ it is further a standard condition to assume not only continuity, but Hölder continuity of the integrand with respect to the first and second variable, i.e.

$$
\begin{equation*}
\omega_{1}(t) \leq \min \left\{1, t^{\alpha_{1}}\right\} \quad \text { and } \quad \omega_{2}(t) \leq \min \left\{1, t^{\alpha_{2}}\right\} \quad \text { for some } \alpha_{1}, \alpha_{2} \in(0,1) \tag{1.7}
\end{equation*}
$$

and all $t \in \mathbb{R}^{+}$; for shortness of notation we shall also use $\omega_{12}(t):=\max \left\{\omega_{1}(t), \omega_{2}(t)\right\}$ for all $t \in \mathbb{R}$. Under these assumptions we shall now investigate the regularity properties of minimizers $u$ under different circumstances. Restricting ourselves temporarily to the situation where the additional integrand $h$ does not occur, we comment on some well-known partial regularity results: The first results were obtained by Morrey, Giusti and Miranda [53, 35] for weak solutions of elliptic systems employing techniques originally developed by De Giorgi and Almgren $[15,5]$ in the setting of geometric measure theory and the theory of minimal surfaces. We here recall that in general we cannot expect full regularity result, see the examples in $[16,36,54,29,55,61]$; hence, the objective in the regularity results discussed here is to study the set of points where the gradient $D u$ is regular (in the sense where it is locally in a relative neighbourhood known to be continuous) and then to obtain higher regularity on this set via the fact that $u$ is actually a weak solution respectively a minimizer. This is usually achieved by a comparison of the original solution or minimizer $u$ to the solution of a linearized system which enjoys good a priori estimates. Up to now this comparison principle can be implemented by the direct approach, the indirect approach via blow up, or the method of $\mathcal{A}$-harmonic approximation. Furthermore, the regularity proof comes along with a characterization of the regular set which then results in a bound on the singular set (the complement of the regular set), e.g. that its Lebesgue measure is zero or even that the Hausdorff dimension is less than the space dimension. Taking the theory for elliptic systems for granted, then if the minimization problem (1.1) admits to write down the Euler-Lagrange system for the functional $\mathcal{F}[\cdot ; \Omega]$

$$
\begin{equation*}
\operatorname{div} D_{z} f(x, u, D u)=D_{u}(f(x, u, D u)+h(x, u)) \quad \text { in } \Omega \tag{1.8}
\end{equation*}
$$

and if $f$ is convex (see $(1.9)_{2}$ further below), the partial regularity of minimizers of the variational problem follows immediately. Nevertheless, following this approach of exploiting the fact that the minimizer is an extremal of the Euler-Lagrange system (1.8) does often not lead to the desired results, because this technique cannot distinguish between a minimizer and an extremal, and therefore, it usually requires further assumptions on the solution which are generally not satisfied. To clarify this issue we recall that in the case of quadratic type problems such as $f(x, u, z)=a(x, u)|z|^{2}$ the Euler-Lagrange system has an inhomogeneity of critical growth (at least provided that $D_{u} a(x, u)$ does not vanish identically), and partial Hölder continuity of weak solutions is only known in this case for a priori bounded solutions satisfying an additional smallness condition. Furthermore, in order to obtain the existence of the Euler-Lagrange system we have to require integrands which are differentiable with respect to the $u$-variable - a further restriction not fulfilled by most interesting examples. This illustrates the need to find a partial regularity proof relying heavily on the minimization property of $u$ and hence on the functional $\mathcal{F}[\cdot ; \Omega]$, and not any more on the Euler-Lagrange system (1.8). Under the assumption of quasi-convexity this was first accomplished by Evans for integrands depending only on the gradient variable and then extended to the general case by Fusco, Hutchinson, Giaquinta and Modica [25, 28, 33], ending up with a partial Hölder continuity result for the gradient $D u$. Some extensions of this result which are of interest for the present paper include $[2,14,17,19,46,40]$. Furthermore, we refer to Mingione's survey paper [51] which provides an extensive list of references and detailed comments on various results (and also the techniques) in this directions. We now define

$$
\beta=\min \left\{\frac{\alpha_{2}}{2-\alpha_{2}}, \frac{\alpha_{1}}{2}\right\}<\frac{1}{2}
$$

and recall the $V$-function given by $V(\xi)=\left(1+|\xi|^{2}\right)^{(p-2) / 4} \xi$ for all $\xi \in R^{k}$ and $p>1$. In the context of minimizers of quasi-convex integrals including the possibly discontinuous part $h$ we then can formulate our first partial regularity result which on the one hand gives a necessary and sufficient criterion - both in the interior and at the boundary - for a point to be a regular one for $D u$ (this characterization implies in particular that the regular set is of full Lebesgue measure) and which on the other hand states the local optimal Hölder regularity for $D u$ on the regular set. This result will be established via the method of $\mathcal{A}$-harmonic approximation.
Theorem 1.1: Consider $n \geq 2, p \in(1, \infty), \gamma \in\left(0, p^{*}\right), \Omega \subset \mathbb{R}^{n}$ a bounded domain of class $C^{1,2 \beta}$ and a map $g \in C^{1,2 \beta}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$. Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ be a local minimizer of the functional $\mathcal{F}[\cdot ; \Omega]$ in (1.1) under the assumptions (1.2), (1.3) or (1.4), (1.6), (1.7) and boundary values $u=g$ on $\partial \Omega$. Then there exist an open set $\operatorname{Reg}_{\Omega}(D u) \subset \Omega$ and a relatively open set $\operatorname{Reg}_{\partial \Omega}(D u) \subset \partial \Omega$ such that

$$
\left|\bar{\Omega} \backslash\left(\operatorname{Reg}_{\Omega}(D u) \cup \operatorname{Reg}_{\partial \Omega}(D u)\right)\right|=0 \quad \text { and } \quad D u \in C_{\operatorname{loc}}^{0, \beta}\left(\operatorname{Reg}_{\Omega}(D u) \cup \operatorname{Reg}_{\partial \Omega}(D u), \mathbb{R}^{n N}\right)
$$

Moreover, the regular points of $D u$ in the interior and at the boundary are characterized by

$$
\begin{aligned}
\operatorname{Reg}_{\Omega}(D u)= & \left\{x_{0} \in \Omega: \limsup _{\rho \rightarrow 0^{+}}\left(\left|(u)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|+\left|(D u)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|\right)<\infty\right. \\
& \text { and } \left.\liminf _{\rho \rightarrow 0^{+}} f_{\Omega \cap B_{\rho}\left(x_{0}\right)}\left|V\left(D u-(D u)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right)\right|^{2} d x=0\right\} \\
\operatorname{Reg}_{\partial \Omega}(D u)= & \left\{x_{0} \in \partial \Omega: \limsup _{\rho \rightarrow 0^{+}}\left|\left(D_{\nu_{\partial \Omega}\left(x_{0}\right)} u\right)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|<\infty\right. \\
& \left.\quad \text { and } \liminf _{\rho \rightarrow 0^{+}} f_{\Omega \cap B_{\rho}\left(x_{0}\right)}\left|V\left(D(u-g)-\left(D_{\nu_{\partial \Omega}\left(x_{0}\right)}(u-g)\right)_{\Omega \cap B_{\rho}\left(x_{0}\right)} \otimes \nu_{\partial \Omega}\left(x_{0}\right)\right)\right|^{2} d x=0\right\} .
\end{aligned}
$$

Here $\nu_{\partial \Omega}\left(x_{0}\right)$ denotes the inward-pointing unit normal vector to $\partial \Omega$ in $x_{0}$.
Remark 1.2: It is worth noting that the characterization of regular boundary points can be slightly improved for $\gamma \in(0, p)$, see Remark 5.2, if $f$ does not depend explicitly on $u$ or if $f$ satisfies condition (1.9) of strict convexity instead of merely the strict quasi-convexity condition (1.2). In these cases we have

$$
\begin{aligned}
\operatorname{Reg}_{\partial \Omega}(D u)=\{ & x_{0} \in \partial \Omega: \limsup _{\rho \rightarrow 0^{+}}\left|\left(D_{\nu_{\partial \Omega}\left(x_{0}\right)} u\right)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|<\infty \\
& \text { and } \left.\liminf _{\rho \rightarrow 0^{+}} f_{\Omega \cap B_{\rho}\left(x_{0}\right)}\left|V\left(D_{\nu_{\partial \Omega}\left(x_{0}\right)} u-\left(D_{\nu_{\partial \Omega}\left(x_{0}\right)} u\right)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right)\right|^{2} d x=0\right\} .
\end{aligned}
$$

This means that in these situations only the normal component of $D u$ is of importance for the verification whether a given boundary point is regular or not. Actually, this holds also for weak solutions of elliptic systems, but it is not clear whether this characterization is also available in the general quasi-convex case.

Related results were for example given by Giaquinta, Giusti [32] in the convex case and by Hamburger [39] in the quasi-convex case which however differ in several points: they only considered quadratic principal parts respectively superquadratic principal parts, and they were concerned with interior partial regularity and left the characterization of regular boundary points open. Furthermore, in particular in Hamburger's paper, there are slight differences in the assumption on the integrands: rewriting Hamburger's condition on $F(x, u, z)$ in the case $F(x, u, z)=f(x, u, z)+g(x, u)$ reveals that $g(x, u)$ would have to be assumed bounded without any possible growth assumption with respect to $u$ (even if formulating the assumptions only on $F$ and not separately on $f$ and $g$ is more general).

Example: Typical examples for quasi-convex integrals arising in particular in the theory of elasticity are $f(z)=|z|^{p}+|\operatorname{det} z|$ for $p \geq n=N$. Variational integrals of this kind have been studied widely, and Theorem 1.1 now also provides a partial Hölder regularity result for the model functional

$$
\int_{\Omega}\left[|D u(x)|^{2}+\left(1+|\operatorname{det} D u(x)|^{2}\right)^{\frac{1}{2}}+h(x)\left(1+|u(x)|^{\gamma-\alpha_{2}}\right)\left|u(x)-u_{0}\right|^{\alpha_{2}}\right] d x
$$

where $h(x)$ is a bounded, non-negative and measurable function and $u_{0} \in \mathbb{R}^{N}$ arbitrary (this is an example which is not covered by [39]). We highlight that this provides a class of examples which do not admit uniformly bounded second order derivatives in the gradient variable, see [2]. We further refer to [60] for the existence of quasi-convex function with subquadratic growth.

Remark (possible extensions): In fact, even the continuity condition on $h$ with respect to $u$ is in certain cases dispensable, namely if $(1.6)_{1}$ is replaced by $0 \leq h(x, u) \leq L|u|^{\gamma}$, which allows to consider other interesting examples. This could be treated in the context of almost-minimizers, see e.g. [17, 20, 42]. We further note that for a general partial regularity result as in Theorem 1.1 for the gradient of $u$ a condition like (1.7) (or also the weaker condition of Dini-continuous integrands) seems to be crucial. For the case of merely continuous integrands (which can be understood as the limit case $\alpha_{1}, \alpha_{2} \searrow 0$ ) we refer to the recent paper of Foss and Mingione [27] where the authors tackled this long-standing open problem (assuming $h=0$ ) and succeeded in showing that the minimizer is then partially Hölder continuous with any exponent $\beta \in(0,1)$ (which was so far only known to hold globally on $\bar{\Omega}$ in the scalar case $N=1$ ). We believe that an extension of this result to the case of possibly discontinuous integrand as considered above is possible (but due to the delicate choice of the excess the proof will be quite technical). Furthermore, we believe that problems of nonstandard $p(x)$-growth should be obtained in a similar way by passing from the exponent $p(x)$ at a point $x$ to a constant exponent $p$ via a higher integrability result and the localization technique.

We now give some explanations regarding the Hölder exponent $\beta$ : it turned out that $\beta$ is the optimal exponent under the assumptions made on the Hölder continuity of $f$ and $h$, see the example of Phillips [56, p.5]. The proof that this exponent is actually attained is demonstrated below in two steps, where in a first step $C_{\text {loc }}^{1, \beta_{0}}$-regularity on the regular set is proved for some $\beta_{0}>0$, and then in a second step the improvement of the exponent is achieved taking advantage of the local boundedness of $D u$, see also [32, 40]. Unless the functional does not depend on $u$ we don't know whether it is possible to obtain the optimal regularity in only one step. The regularity required on the boundary data instead is not optimal and is needed for technical reasons (we use a transformation allowing us to prove the result in the model situation of a half-ball which is easier to handle). This loss could probably be avoided (in the sense that $g$ and $\Omega$ of class $C^{1, \beta}$ should be sufficient) if we had worked on intersection of balls with $\Omega$ without transforming the system, as it was performed by Kronz [47].

Lastly we give a short outlook on results of Kristensen and Mingione regarding the Hausdorff dimension of the singular set for $D u$. The characterization of regular points applies a priori almost everywhere in the Lebesgue sense, in other words the theorem makes no improvement on the bound of the Hausdorff dimension of the singular set. In fact, as a consequence of a higher integrability result for $D u$, the bound $\operatorname{dim}_{\mathcal{H}}\left(\bar{\Omega} \backslash\left(\operatorname{Reg}_{\Omega}(D u) \cup \operatorname{Reg}_{\partial \Omega}(D u)\right)\right) \leq n$ given above is never optimal [43, Theorem 1.1], but it is strictly less than the space dimension. However, this does not yield the existence of even one single regular boundary point, since the boundary $\partial \Omega$ itself is a set of Lebesgue measure zero (and due to the counterexample in [29] we know that singularities may occur at the boundary even if the boundary data is smooth). So a further dimension reduction of the singular set is needed in order to show that almost every boundary point is in fact a regular one. For weak solutions of elliptic systems this reduction was achieved in the interior and then up to the boundary [50, 49, 21], ending up with conditions (on $n, p$ and the Hölder continuity exponent of the coefficients) guaranteeing that almost every boundary point is a regular
one. For minimizers of variational functionals it is again not possible to recover this conclusion from the Euler-Lagrange system (1.8), but it has to be obtained directly from the functional and the minimization property. First steps in this direction were taken in [43] for a dimension reduction in the interior, and the boundary regularity for various functionals was accomplished recently in [45, 44].

The second aim of this paper is to study lower order regularity of minimizers $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ to the variational problem (1.1). This means that we are no longer interested in the regular set of the gradient $D u$, but rather in the regular set of $u$ itself (i.e. the set where $u$ is locally continuous). We note that similarly to the regularity result for $D u$ above, the situation in the scalar case is much easier. In fact condition $(1.2)_{2}$ is sufficient to show a full Hölder continuity result [31]. In the vectorial case instead we now replace in the assumptions above the strict quasi-convexity condition $(1.2)_{3}$ by the stronger condition of strict convexity and an additional upper bound on the second order derivatives of $f$ with respect to the gradient variable. More precisely, we assume for fixed $0<\nu \leq L$ :

$$
\left\{\begin{array}{l}
\nu|z|^{p} \leq f(x, u, z) \leq L(1+|z|)^{p}  \tag{1.9}\\
\nu(1+|z|)^{p-2}|\lambda|^{2} \leq D_{z z} f(x, u, z) \lambda \cdot \lambda \leq L(1+|z|)^{p-2}|\lambda|^{2}
\end{array}\right.
$$

for all $x \in \Omega, u \in \mathbb{R}^{N}$, and $z, \lambda \in \mathbb{R}^{n N}$. Assuming a continuity condition in the ( $x, u$ )-variable as in (1.3) or (1.4), the task is now to obtain Morrey-type estimates up to the boundary by a direct comparison principle. This in turn allows us to conclude Hölder regularity of $u$ on the regular set via the Meyers-Campanato embedding, provided that the assumption $n \leq p+2$ is satisfied (this is usually called the assumption of low dimensions). Furthermore, we shall conclude a bound on the Hausdorff dimension of the singular set from the characterization of the regular points obtained in the course of these estimates. This Morrey space regularity theory traces back to several results of Campanato (for instance [11, 12, 13]) on weak solutions to elliptic systems, and until today it was extended in various respects. In particular, also the corresponding interior results for minimizers were obtained [43, Theorem 8.1], again by only taking advantage of the minimization property of $u$ and not of the related Euler-Lagrange system (1.8) (which is only used for the frozen system to perform a comparison principle). Further extensions to non-standard $p(x)$-growth, obstacle problems or to asymptotically convex problems can be found in the recent publications [24, 26]. We now pass again to the functionals of form (1.1) including the possibly discontinuous part $h$. Provided that the boundary datum is regular, our second theorem states that $u$ is partially Hölder continuous up to the boundary outside a set of Hausdorff dimension $n-p$ (in particular, this means that a partial boundary regularity holds). Here it is worth mentioning that $f$ is only assumed to be continuous, but not necessarily Hölder continuous with respect to the first and second variable.
Theorem 1.3: Consider $n \geq 2, p \in(1, \infty), \gamma \in\left(0, p^{*}\right), \Omega \subset \mathbb{R}^{n}$ a bounded domain of class $C^{1}$ and a map $g \in C^{1}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$. Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ be a local minimizer of the functional $\mathcal{F}[\cdot ; \Omega]$ in (1.1) under the assumptions (1.9), (1.3), (1.6) ${ }_{1}$ and boundary values $u=g$ on $\partial \Omega$. Then there exists $\varepsilon>0$ depending only on $n, N, p$ and $\frac{L}{\nu}$ such that for every $\lambda \in(0, \min \{1-(n-2-\varepsilon) / p, 1\})$ there hold:

1. for $n \in(p, p+2+\varepsilon)$ we have

$$
\operatorname{dim}_{\mathcal{H}}\left(\bar{\Omega} \backslash\left(\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u)\right)\right)<n-p \quad \text { and } \quad u \in C_{\operatorname{loc}}^{0, \lambda}\left(\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u), \mathbb{R}^{N}\right)
$$

Moreover, the regular points of $u$ in the interior and at the boundary are given by

$$
\begin{aligned}
\operatorname{Reg}_{\Omega}(u) & =\left\{x_{0} \in \Omega: \liminf _{\rho \rightarrow 0^{+}} \rho^{p-n} \int_{\Omega \cap B_{\rho}\left(x_{0}\right)}(1+|D u|)^{p} d x=0 \text { and } \limsup _{\rho \rightarrow 0^{+}}\left|(u)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|<\infty\right\}, \\
\operatorname{Reg}_{\partial \Omega}(u) & =\left\{x_{0} \in \partial \Omega: \liminf _{\rho \rightarrow 0^{+}} \rho^{p-n} \int_{\Omega \cap B_{\rho}\left(x_{0}\right)}(1+|D u|)^{p} d x=0\right\}
\end{aligned}
$$

2. for $n \in[2, p]$ or for $f$ and $h$ not depending explicitly on $u$ we have $u \in C^{0, \lambda}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$.

Remark: In the second statement of the theorem we observe that for $n \in[2, p]$ (only to be considered in the superquadratic case) a first global Hölder continuity result up to the boundary is inferred from the Sobolev embedding and higher integrability of $D u$. The a priori Hölder exponent is then given by $\lambda=1-\frac{n}{q}$ for some $q>p$ arising from the application of Gehring's Lemma and depending only on structure constants. Therefore, Theorem 1.3 improves the Hölder exponent from the standard Sobolev embedding using the fact that $u$ is actually a minimizer of a sufficiently regular variational problem (except of course if $q$ happens to be very large).

We here want to mention the related up to the boundary result [57] also including possibly discontinuities in the $x$-variable, namely functionals with integrand $f(x, u, z)$, satisfying essentially the same conditions as in our statement, but with $x \mapsto f(x, u, z)$ belonging to the space $V M O$ of functions of vanishing mean oscillation (uniformly with a compatible $p$-growth condition in the gradient variable). This seems to be the weakest possible dependency on the $x$-variable in the leading term under which a partial regularity result can still be proved. We also emphasize that the results of Theorems 1.3 and the following Theorem 1.4 are similar to the results in [6, Theorem 1 and 2] obtained in the setting of weak solutions to nonlinear elliptic systems (and $p \geq 2$ ).

So far, we have gained for all low dimensional cases $n \in[2, p+2]$ an almost everywhere Hölder regularity result for the minimizer $u$ to $\mathcal{F}[\cdot ; \Omega]$ and its gradient. However, weak solutions of elliptic systems or minimizers to variational problems in the two-dimensional case $n=2$ are known to enjoy much better regularity properties (notice that all the counterexamples to full regularity named above only work for $n \geq 3$ ), see for example an interior result for minimizers in the superquadratic case given by Kristensen and Mingione [43, Theorem 1.7]. It turns out that we can follow this line of argument also for variational integrals of type (1.1): in dimensions $n=2$ we exploit the fact from Theorem 1.3 that $u$ is Hölder continuous either everywhere for $p \geq 2$ or at least outside a set of Hausdorff dimension less than $n-p$ for $p \in(1,2)$ - provided that we still assume the strict convexity assumption. This allows to show in a direct proof (based on the comparison principle applied for the Morrey-type estimates) that the regular sets of $u$ and of $D u$ actually coincide:

Theorem 1.4: Let $n=2, p \in(1, \infty), \gamma \in\left(0, p^{*}\right), \Omega \subset \mathbb{R}^{2}$ a bounded domain of class $C^{1,2 \beta}$, and a map $g \in C^{1,2 \beta}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$. Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ be a local minimizer of the functional $\mathcal{F}[\cdot ; \Omega]$ in (1.1) under the assumptions (1.9), (1.3), (1.6), (1.7), and boundary values $u=g$ on $\partial \Omega$. Then there holds

$$
u \in C^{1, \beta}\left(\bar{\Omega}, \mathbb{R}^{N}\right)
$$

for the superquadratic case $p \geq 2$, whereas in the subquadratic case $p \in(1,2)$ there holds

$$
u \in C_{\mathrm{loc}}^{1, \beta}\left(\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u), \mathbb{R}^{N}\right)
$$

with $\operatorname{Reg}_{\Omega}(u)$ and $\operatorname{Reg}_{\partial \Omega}(u)$ defined in Theorem 1.3. In particular, $\mathcal{H}^{\min \{0, n-p\}}$-almost every boundary point is a regular one for $D u$. Moreover, we have full regularity $u \in C^{1, \beta}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ also for $p \in(1,2)$ if $f$ and $h$ do not depend explicitly on $u$.

We further deduce an immediate consequence of the previous two theorems: we first recall that in the previous two theorem we have only considered integrands $f$ under the mixed continuity respectively Hölder continuity condition (1.3), namely on $f$ with respect to $x$ and on $D_{z} f$ with respect to $(x, u)$. The corresponding result under the continuity respectively Hölder continuity condition (1.4) on $f$ with respect to $(x, u)$ now follows by an observation of Giaquinta and Giusti [32, p. 247], see also [59, Appendix A]: it was shown that if $\omega(\cdot)$ denotes the modulus of continuity of $f$, then the growth condition on $D_{z z} f$ in $(1.9)_{2}$ allows to conclude that $D_{z} f$ has the corresponding (and optimal) modulus of continuity $\sqrt{\omega(\cdot)}$ (and no further assumption on $\omega$ is needed). Hence, we also have:

Corollary 1.5: The results of Theorem 1.3 and 1.4 remain true if the continuity conditions (1.3) in the assumptions of each are replaced by the continuity condition (1.4).

In case of Theorem 1.1 it is however not clear whether the result under the assumption (1.4) follows from the one under the the assumption (1.3), since in the statement it was not required that second order derivatives of $f$ are bounded uniformly (with a suitable growth condition in the gradient variable).

To conclude the introduction we emphasize that parts of the results (in particular the subquadratic case and the extensions to regularity up to the boundary) are new for minimizers of functionals with $h=0$, even if the techniques of the proof are in line with older and by now classical results. The outline of the paper is the following: in Sections 2, 3 we collect some preliminary material and standard properties of minimizers. Section 4 is devoted to comparison estimates used in the Morrey-estimates for the low dimensional situation, and in Sections 5-7 we finally combine the previous facts and give the proofs of Theorems 1.1, 1.3 and 1.4.

## 2 Notation and preliminaries

We start with some remarks on the notation used below: we write $B_{\rho}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<\rho\right\}$ and $B_{\rho}^{+}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n}: x_{n}>0,\left|x-x_{0}\right|<\rho\right\}$ for a ball or an upper half-ball, respectively, centered on a point $x_{0}\left(\in \mathbb{R}^{n-1} \times\{0\}\right.$ in the latter case) with radius $\rho>0$. Sometimes it will be convenient to treat the $n$-th component of $x \in \mathbb{R}^{n}$ separately; therefore, we set $x=\left(x^{\prime}, x_{n}\right)$ where $x^{\prime}=\left(x_{1}, \ldots, x_{n-1}\right)$. Furthermore, we write

$$
\Gamma_{\rho}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{n}:\left|x-x_{0}\right|<\rho, x_{n}=0\right\}
$$

for $x_{0} \in \mathbb{R}^{n-1} \times\{0\}$. In the case $x_{0}=0$ we set $B_{\rho}:=B_{\rho}(0), B:=B_{1}$ as well as $B_{\rho}^{+}:=B_{\rho}^{+}(0), B^{+}:=B_{1}^{+}$ with $\Gamma_{\rho}:=\Gamma_{\rho}(0), \Gamma:=\Gamma_{1}$. For ease of notation we will sometimes write $B_{\rho}^{(+)}\left(x_{0}\right)$ to cover at the same time the cases $B_{\rho}\left(x_{0}\right)$ of full balls and $B_{\rho}^{+}\left(x_{0}\right)$ of half-balls.

Let $\mathcal{L}^{n}$ denote the $n$-dimensional Lebesgue measure. For any bounded, measurable set $X \subset \mathbb{R}^{n}$ with $\mathcal{L}^{n}(X)=:|X|>0$, we denote the mean value of a function $h \in L^{1}\left(X, \mathbb{R}^{N}\right)$ by $(h)_{X}=f_{X} h d x$, and, in particular, we use the abbreviation $(h)_{x_{0}, \rho}$ for the mean value on $B_{\rho}\left(x_{0}\right)$ or on $B_{\rho}^{+}\left(x_{0}\right)$, respectively. The constants $c$ appearing in the different estimates will all be chosen greater than or equal to 1 , and they may vary from line to line.

In this paper we shall use several function spaces: we denote by $W^{1, p}\left(\Omega, \mathbb{R}^{N}\right), p \in(1, \infty)$ the usual Sobolev spaces of functions mapping from a domain $\Omega \subset \mathbb{R}^{n}$ to $\mathbb{R}^{N}$, and $W_{0}^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ stands for the subspace of functions with zero-boundary values. We also introduce the following notation for $W^{1, p}$-functions defined on a half-ball $B_{\rho}^{+}\left(x_{0}\right)$ which vanish in the sense of traces on the flat part of the boundary:

$$
W_{\Gamma}^{1, p}\left(B_{\rho}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right):=\left\{u \in W^{1, p}\left(B_{\rho}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right): u=0 \text { on } \Gamma_{\rho}\left(x_{0}\right)\right\}
$$

Furthermore, the Hölder spaces $C^{k, \alpha}\left(\Omega, \mathbb{R}^{N}\right), \alpha \in(0,1), k \in \mathbb{N}_{0}$, consist of all functions in $C^{k}\left(\Omega, \mathbb{R}^{N}\right)$, i.e. $k$ times continuously differentiable, for which all derivatives of order $k$ are Hölder continuous with exponent $\alpha$, and by $C_{\text {loc }}^{k, \alpha}\left(\Omega, \mathbb{R}^{N}\right)$ we denote all function which are locally of class $C^{k, \alpha}$. We will further use the Morrey spaces $L^{p, \varsigma}\left(\Omega, \mathbb{R}^{N}\right), \varsigma>0$, which is the linear space of all functions $u \in L^{p}\left(\Omega, \mathbb{R}^{N}\right)$ such that

$$
\|u\|_{L^{p, \varsigma}\left(\Omega, \mathbb{R}^{N}\right)}^{p}:=\sup _{y \in \Omega, 0<\rho \leq \operatorname{diam} \Omega} \rho^{-\varsigma} \int_{B_{\rho}(y) \cap \Omega}|u|^{p} d x<\infty .
$$

We consider a bounded domain $\Omega$ in $\mathbb{R}^{n}, n \geq 2$. The boundary of $\Omega$ is assumed to be of class $C^{1, \alpha}$ or of class $C^{1}$; this means that for every point $x_{0} \in \partial \Omega$ there exist a radius $r>0$ and a function $b: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ of class $C^{1, \alpha}$ (or $C^{1}$ ) such that (up to an isometry) $\Omega$ is locally represented by $\Omega \cap B_{r}\left(x_{0}\right)=\{x \in$ $\left.B_{r}\left(x_{0}\right): x_{n}>b\left(x^{\prime}\right)\right\}$. Thus we can locally straighten the boundary $\partial \Omega$ via a $C^{1, \alpha_{-}}$(or $C^{1}$-) transformation $\left(x^{\prime}, x_{n}\right) \mapsto\left(x^{\prime}, x_{n}-h\left(x^{\prime}\right)\right)$.
In what follows we will often use the $V$-function: For $\xi \in \mathbb{R}^{k}, k \in \mathbb{N}$ and $p>1$ it is defined by

$$
V(\xi)=\left(1+|\xi|^{2}\right)^{\frac{p-2}{4}} \xi,
$$

which is a locally bi-Lipschitz bijection on $\mathbb{R}^{k}$. It behaves linearly for $|\xi|$ very small, but grows like $|\xi|^{p / 2}$ for $|\xi| \rightarrow \infty$. This is used in particular when we deal with the subquadratic case, whereas it is often sufficient to remark that $|V(\xi)|$ and $|\xi|+|\xi|^{p / 2}$ are equivalent up to a constant depending only on $p$ in the superquadratic case. We here list some useful algebraic properties of $V$ we shall frequently use:

Lemma 2.1 (cf. [14], Lemma 2.1): Let $p \in[1, \infty)$ and $V: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ be the function defined above. Then for all $\xi, \eta \in \mathbb{R}^{k}$ and $t>0$ there hold:
(i) $2^{\frac{p-2}{4}} \min \left\{|\xi|,|\xi|^{\frac{p}{2}}\right\} \leq|V(\xi)| \leq \min \left\{|\xi|,|\xi|^{\frac{p}{2}}\right\}$ for $p \in(1,2)$, $\max \left\{|\xi|,|\xi|^{\frac{p}{2}}\right\} \leq|V(\xi)| \leq 2^{\frac{p-2}{4}} \max \left\{|\xi|,|\xi|^{\frac{p}{2}}\right\}$ for $p \geq 2$,
(ii) $|V(t \xi)| \leq \max \left\{t, t^{\frac{p}{2}}\right\}|V(\xi)|$,
(iii) $|V(\xi+\eta)| \leq c(p)(|V(\xi)|+|V(\eta)|)$,
(iv) $c(p)|\xi-\eta| \leq \frac{|V(\xi)-V(\eta)|}{\left(1+|\xi|^{2}+|\eta|^{2} \frac{p-2}{4}\right.} \leq c(k, p)|\xi-\eta|$,
(v) $|V(\xi)-V(\eta)| \leq c(k, p)|V(\xi-\eta)|$ for $p \in(1,2)$, $|V(\xi)-V(\eta)| \leq c(k, p, M)|V(\xi-\eta)|$, provided $|\eta| \leq M$, for $p \geq 2$,
(vi) $|V(\xi-\eta)| \leq c(p, M)|V(\xi)-V(\eta)|$, provided $|\eta| \leq M$, for $p \in(1,2)$, $|V(\xi-\eta)| \leq c(p)|V(\xi)-V(\eta)|$ for $p \geq 2$.

A useful property needed below was observed in [58, Lemma 6.2]. We need the following version (the proof remains essentially unchanged), applied later for the special choices $I=\{1, \ldots, n\}$ with $\sum_{k=1}^{n}\left(D_{k} u\right)_{\Omega} \otimes$ $e_{k}=(D u)_{\Omega}$ and $I=\{n\}$ :

Lemma 2.2: Let $p \in[1, \infty)$ and $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$. Then we have:

$$
\int_{\Omega}\left|V\left(D u-\sum_{k \in I}\left(D_{k} u\right)_{\Omega} \otimes e_{k}\right)\right|^{2} d x \leq c \int_{\Omega}\left|V\left(D u-\sum_{k \in I} A_{k} \otimes e_{k}\right)\right|^{2} d x
$$

for all $I \subset\{1, \ldots, n\}$ and all $A_{k} \in \mathbb{R}^{N}$ for $k \in I$, and the constant $c$ depends only on $p$.

Furthermore, we state the following results concerning $\mathcal{A}$-harmonic approximation, a method which was first used in this context in [23]. For the version given here we refer to the proofs [20, Lemma 6] and [7, Lemma 4.3] for the interior and the boundary situation (combined with the a priori estimates for $A$ harmonic functions to be found in the same papers) for the subquadratic case, and for the superquadratic case to [58, Lemma 6.8] and [38, Lemma 2.1].

Lemma 2.3 ( $\mathcal{A}$-harmonic approximation): Let $\nu, L$ be positive constants. Then for every $\varepsilon>0$ there exists $\delta=\delta\left(n, N, p, \frac{L}{\nu}, \varepsilon\right)$ with the following property: For all $s \in[0,1]$, every bilinear form $\mathcal{A}$ on $\mathbb{R}^{n N}$ which is elliptic in the sense of Legendre-Hadamard with ellipticity constant $\nu$ and upper bound $L$ and
a) for every $u \in W^{1, p}\left(B_{\rho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ satisfying:

$$
\begin{gathered}
f_{B_{\rho}\left(x_{0}\right)}|V(D u)|^{2} d x \leq s^{2} \\
\left|f_{B_{\rho}\left(x_{0}\right)} \mathcal{A}(D u, D \varphi) d x\right| \leq \delta s \sup _{B_{\rho}\left(x_{0}\right)}|D \varphi| \quad \forall \varphi \in C_{0}^{1}\left(B_{\rho}\left(x_{0}\right), \mathbb{R}^{N}\right), \text { or }
\end{gathered}
$$

b) for every $u \in W_{\Gamma}^{1, p}\left(B_{\rho}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ (with some $\rho>0, x_{0} \in \mathbb{R}^{n-1} \times\{0\}$ ) satisfying:

$$
\begin{gathered}
f_{B_{\rho}^{+}\left(x_{0}\right)}|V(D u)|^{2} d x \leq s^{2} \\
\left|f_{B_{\rho}^{+}\left(x_{0}\right)} \mathcal{A}(D u, D \varphi) d x\right| \leq \delta s \sup _{B_{\rho}^{+}\left(x_{0}\right)}|D \varphi| \quad \forall \varphi \in C_{0}^{1}\left(B_{\rho}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right),
\end{gathered}
$$

there exists an $\mathcal{A}$-harmonic function $h \in W^{1, p}\left(B_{\rho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ (i.e. for all $\varphi \in C_{0}^{1}\left(B_{\rho}\left(x_{0}\right), \mathbb{R}^{N}\right)$ there holds $\left.\int_{B_{\rho}\left(x_{0}\right)} \mathcal{A}(D h, D \varphi) d x=0\right)$ or an $\mathcal{A}$-harmonic function $h \in W_{\Gamma}^{1, p}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ which satisfies

$$
\sup _{B_{\rho / 2}^{(+)}\left(x_{0}\right)}\left(|D u|+\rho\left|D^{2} u\right|\right) \leq c \quad \text { and } \quad f_{B_{\rho / 2}^{(+)}\left(x_{0}\right)}\left|V\left(\frac{u-s h}{\rho}\right)\right|^{2} d x \leq s^{2} \varepsilon
$$

In both situations the constant $c$ depends only on $n, N, p$ and $\frac{L}{\nu}$.

## 3 Caccioppoli's inequality and higher integrability of Du

We shall here collect some well-known facts about minimizers $u$. In what follows we will concentrate on the characterization of regular boundary points, but the interior regularity is obtained along our way since we
also have to prove estimates on balls in the interior in order to end up with regularity in a neighbourhood of a given boundary point. This will be made clearer further below. For establishing boundary estimates we now consider the model case, i. e., we deal with minimizers $u \in W_{\Gamma}^{1, p}\left(B^{+}, \mathbb{R}^{N}\right)$ of variational integrals of the form

$$
\begin{equation*}
\mathcal{F}\left[u ; B^{+}\right]=\int_{B^{+}}[f(x, u, D u)+h(x, u)] d x \tag{3.1}
\end{equation*}
$$

where the integrands $f$ and $h$ satisfy the assumptions (1.2), (1.3) or (1.4), (1.6) on $B^{+}$instead of on a more general domain $\Omega$. As we will see, this model case (combined with the interior estimates) is sufficient to obtain the desired characterization of regular points on domains $\Omega$ of class $C^{1, \alpha}$.

The first step in proving a regularity theorem for minimizers $u$ of variational integrals is to establish a suitable reverse-Poincaré or Caccioppoli inequality:

Lemma 3.1 (Caccioppoli inequality): a) Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ be a local minimizer of (1.1) under the assumptions (1.2), (1.3) or (1.4), and (1.6) with $\gamma \in\left(0, p^{*}\right)$. Furthermore, let $M>0, \Lambda \in \mathbb{R}^{n N}$ and $B_{\rho}\left(x_{0}\right) \Subset \Omega$ such that $|\Lambda|,\left|(u)_{B_{\rho}\left(x_{0}\right)}\right| \leq M$. Then we have

$$
\begin{aligned}
f_{B_{\rho / 2}\left(x_{0}\right)} & |V(D u-\Lambda)|^{2} d x \leq c f_{B_{\rho}\left(x_{0}\right)}\left|V\left(\frac{u-(u)_{B_{\rho}\left(x_{0}\right)}-\Lambda\left(x-x_{0}\right)}{\rho}\right)\right|^{2} d x \\
& +c f_{B_{\rho}\left(x_{0}\right)} \omega_{1}\left(\rho+\left|u-(u)_{B_{\rho}\left(x_{0}\right)}-\Lambda\left(x-x_{0}\right)\right|\right)(1+|D u|)^{p} d x \\
& +c f_{B_{\rho}\left(x_{0}\right)} \omega_{2}\left(\left|u-(u)_{B_{\rho}\left(x_{0}\right)}-\Lambda\left(x-x_{0}\right)\right|\right)\left(1+\left|u-(u)_{B_{\rho}\left(x_{0}\right)}-\Lambda\left(x-x_{0}\right)\right|\right)^{\gamma} d x .
\end{aligned}
$$

b) Let $u \in W_{\Gamma}^{1, p}\left(B^{+}, \mathbb{R}^{N}\right)$ be a local minimizer of (3.1) under the assumptions (1.2), (1.3) or (1.4), and (1.6). Furthermore, let $M>0, \xi \in \mathbb{R}^{N}$ and $B_{\rho}^{+}\left(x_{0}\right), x_{0} \in \Gamma, \rho<1-\left|x_{0}\right|$ such that $|\xi| \leq M$. Then we have

$$
\begin{aligned}
f_{B_{\rho / 2}^{+}\left(x_{0}\right)} & \left|V\left(D u-\xi \otimes e_{n}\right)\right|^{2} d x \leq c f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{\rho}\right)\right|^{2} d x \\
& +c f_{B_{\rho}^{+}\left(x_{0}\right)} \omega_{1}\left(\rho+\left|u-\xi x_{n}\right|\right)(1+|D u|)^{p} d x \\
& +c f_{B_{\rho}^{+}\left(x_{0}\right)} \omega_{2}\left(\left|u-\xi x_{n}\right|\right)\left(1+\left|u-\xi x_{n}\right|\right)^{\gamma} d x
\end{aligned}
$$

In both inequalities the constant $c$ depends only on $n, N, p, \nu, L, \gamma, M$ and $K_{M}$.
Proof: The proof of part a) in the superquadratic case is standard and can be derived by an obvious modification (concerning the integrand $g(\cdot, \cdot)$ ) of [33, Proof of Proposition 4.1]. We note that further changes are needed due to the fact that we do not assume second order derivatives of $f$ to be uniformly bounded, but only to be bounded on compact subsets of $\Omega \times \mathbb{R}^{N} \times \mathbb{R}^{n N}$, see e.g. [3]. The latter changes can be found in [20, Proof of Lemma 3] where the subquadratic case is discussed in detail. For the proof of part b) we note that $u-\xi x_{n}$ has zero boundary-data on $\Gamma$, and hence, the Caccioppoli inequality follows exactly as in the interior situation.

Remark 3.2: If instead of strict quasi-convexity we require strict convexity of $f$, see (1.9), then it turns out that all terms containing the gradient $D u$ can be absorbed by the hole-filling argument. This means e.g. for the boundary inequality that under the assumption given above we obtain

$$
\begin{aligned}
& f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\xi \otimes e_{n}\right)\right|^{2} d x \leq c f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{\rho}\right)\right|^{2} d x \\
& \quad+c f_{B_{\rho}^{+}\left(x_{0}\right)}\left[\omega_{1}\left(\rho+\left|u-\xi x_{n}\right|\right)+\omega_{2}\left(\left|u-\xi x_{n}\right|\right)\left(1+\left|u-\xi x_{n}\right|\right)^{\gamma}\right] d x
\end{aligned}
$$

and $c$ depends only on $n, N, p, \nu, L, \gamma$ and $M$ (cf. [59, Lemma 4.3] for the convex situation in the superquadratic case). The same inequality holds true for quasi-convex functions $f$ not depending explicitly on $u$, provided that the radius is sufficiently small in dependency of $p, \nu, L$ and $\omega_{1}(\cdot)$.

The second ingredient is a higher integrability result (in order to enable an appropriate estimate for the second-last integral arising on the right-hand side of the Caccioppoli inequality): we refer to the result [34, Theorem 6.8] for quasi-minimizers, where higher integrability of $D u$ was obtained via a Caccioppoli-type inequality (under slightly weaker assumptions) and the application of a Gehring-Lemma:

Lemma 3.3: a) Let $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ be a local minimizer of (1.1) under the assumptions (1.2), $(1.6)_{1}$. Then there exists a higher integrability exponent $q_{1}>p$ and a constant $c$ both depending only on $n, N, p, \nu, L$ and $\gamma$ such that for every ball $B_{\rho}\left(x_{0}\right)$ with centre $x_{0} \in \Omega$ and there holds

$$
\left(f_{B_{\rho / 2}\left(x_{0}\right)}|D u|^{q_{1}} d x\right)^{\frac{1}{q_{1}}} \leq c\left(f_{B_{\rho}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}+c \rho^{\frac{n \gamma}{p}\left(\frac{1}{p}-\frac{1}{p^{*}}\right)}\left(f_{B_{\rho}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p^{2}}}
$$

b) Let $u \in W_{\Gamma}^{1, p}\left(B^{+}, \mathbb{R}^{N}\right)$ be a local minimizer of (3.1) under the assumptions (1.2), (1.6) $)_{1}$. Then there exists a higher integrability exponent $q_{1}>p$ and a constant $c$ both depending only on $n, N, p, \nu, L$ and $\gamma$ such that for every half-ball $B_{\rho}^{+}\left(x_{0}\right)$ with centre $x_{0} \in \Gamma$ and $\rho<1-\left|x_{0}\right|$ there holds

$$
\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}|D u|^{q_{1}} d x\right)^{\frac{1}{q_{1}}} \leq c\left(f_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}+c \rho^{\frac{n \gamma}{p}\left(\frac{1}{p}-\frac{1}{p^{*}}\right)}\left(f_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p^{2}}}
$$

## 4 Comparison estimates

We next sketch the proofs to some more or less standard results which will be needed later in order to apply a comparison principle. The strategy is to define a suitable frozen problem of the variational problem (1.1), which is of easier structure than the original problem and thus will allow to derive good a priori estimates of Morrey-type for its minimizers. In our case it is useful to consider functionals on half-balls or on balls, where $f$ is frozen in the first two variables

$$
\begin{equation*}
\mathcal{F}_{0}\left[w ; B_{R}^{(+)}\left(x_{0}\right)\right]:=\int_{B_{R}^{(+)}\left(x_{0}\right)} f\left(x_{0},(u)_{B_{R}^{(+)}\left(x_{0}\right)}, D w\right) d x \tag{4.1}
\end{equation*}
$$

and to study minimizers of the functional $\mathcal{F}_{0}\left[\cdot ; B_{R}^{(+)}\left(x_{0}\right)\right]$ subject to boundary values of the minimizer $u$ to the original variational problem. We first state a higher integrability result up to the boundary (provided that the boundary values are higher integrable). For a proof we refer to the similar result [19, Lemma 3.2].
Lemma 4.1: Assume $u \in W_{\Gamma}^{1, q_{1}}\left(B^{+}, \mathbb{R}^{N}\right), q_{1}>p$ and let $v_{0} \in u+W_{0}^{1, p}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ be a minimizer of $\mathcal{F}_{0}\left[\cdot ; B_{\rho / 2}^{+}\left(x_{0}\right)\right]$ among all functions in the class $u+W_{0}^{1, p}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ under the assumptions (1.2), where $B_{\rho / 2}^{+}\left(x_{0}\right) \subset B^{+}$is a half-ball with $x_{0} \in \Gamma$. Then there exists another higher integrability exponent $q \in\left(p, q_{1}\right]$ depending only on $n, N, p, \nu$ and $L$ such that

$$
\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|D v_{0}\right|^{q} d x\right)^{\frac{1}{q}} \leq c\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|D v_{0}\right|^{p} d x\right)^{\frac{1}{p}}+c\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}(1+|D u|)^{q_{1}} d x\right)^{\frac{1}{q_{1}}}
$$

The corresponding results holds true on balls $B_{\rho / 2}\left(x_{0}\right)$ in the interior of $B^{+}$.
Furthermore, since the formulation admits an Euler-Lagrange system, we then observe that standard theory for weak solutions may be applied in order to obtain the following Morrey-type estimates for minimizers of the frozen problem:

Proposition 4.2: Let $v_{0} \in W_{\Gamma}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$, with $x_{0} \in \mathbb{R}^{n-1} \times\{0\}, R<1$, be the minimizer of $\mathcal{F}_{0}\left[\cdot ; B_{R}^{+}\left(x_{0}\right)\right]$ among all functions in the class $u+W_{0}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ under the assumptions (1.9). Then there exists a positive number $\varepsilon$ depending only on $n, N, p$ and $\frac{L}{\nu}$ such that for every $\rho \leq R$ we have

$$
\int_{B_{\rho}^{+}\left(x_{0}\right)}\left(1+\left|D v_{0}\right|\right)^{p} d x \leq c\left(\frac{\rho}{R}\right)^{\mu_{0}} \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+\left|D v_{0}\right|\right)^{p} d x
$$

with $\mu_{0}=\min \{2+2 \varepsilon, n\}$, and

$$
\int_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(D v_{0}\right)-\left(V\left(D v_{0}\right)\right)_{\rho, x_{0}}\right|^{2} d x \leq c\left(\frac{\rho}{R}\right)^{2+2 \varepsilon} \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+\left|D v_{0}\right|\right)^{p} d x
$$

where the constants $c$ depends only on $n, N, p$ and $\frac{L}{\nu}$. Under the same assumption, the corresponding results holds true on full balls for local minimizers $v_{0} \in W^{1, p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right), x_{0} \in \mathbb{R}^{n}, R<1$, of the functional $\mathcal{F}_{0}\left[\cdot ; B_{R}\left(x_{0}\right)\right]$ among all functions in the class $u+W_{0}^{1, p}\left(B_{R}\left(x_{0}\right), \mathbb{R}^{N}\right)$.
Proof: The proofs for the interior and the boundary situation are very similar. Therefore, we will give the arguments only for half-balls, but state the steps needed in between also for the interior situation. We first note that the minimizer $v_{0} \in W_{\Gamma}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ is a weak solution to the Euler-Lagrange system

$$
\operatorname{div} D_{z} f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}\right)=0 \quad \text { in } B_{R}^{+}\left(x_{0}\right)
$$

Hence, in view of the ellipticity and growth condition on the coefficients $A(z):=D_{z} f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, z\right)$, the first inequality follows immediately from [13, Theorem 6.2 and Theorem 3.I] in the superquadratic case and [9, Corollary 3.4 and the Remark thereafter] in the subquadratic case. The second inequality is an immediate consequence of [13, Theorem 6.1 and estimate (3.12)] for $p \geq 2$ [9, estimate (3.17) and the Remark thereafter] combined with the Caccioppoli's and Poincare's inequalities in [13, 9].

Remark 4.3: This result would be desirable without requiring a bound on the second order derivatives of $f$, so we comment briefly on the cited results for weak solutions of autonomous systems: in order to prove these results the existence of second order derivatives is shown in a first step, more precisely that $D V\left(D v_{0}\right)$ exists in $L^{2}$. The interior estimates and also the tangential derivatives $\left(D_{1} V\left(D v_{0}\right), \ldots, D_{n-1} V\left(D v_{0}\right)\right)$ follow from finite difference techniques and do not use the boundedness of $D_{z z} f(\cdot)$ (or of the derivatives of first order of the coefficients for the corresponding Euler system). In contrast, the bound seems to be needed when deriving the missing normal derivative of $V\left(D v_{0}\right)$ by exploiting the system equation. The Morrey-type result then essentially follows from a higher integrability result and the Sobolev-Poincaréinequality (note that for these steps it is no longer necessary to return to the system equation).

The last result is a comparison estimate which allows to bound the $L^{p}$-difference of the gradient of the minimizer $u$ to the original problem to the gradient of the (unique) solution to the frozen problem (which is of less complicated structure) with boundary values $u$. We note that similar estimates in the interior were achieved in [43, Lemma 4.9] in the case of a convex integrand $f$ not depending explicitly on $u$.
Lemma 4.4: Let $u \in W_{\Gamma}^{1, q_{1}}\left(B^{+}, \mathbb{R}^{N}\right)$, $q_{1}>p$, be a minimizer to the functional $\mathcal{F}\left[\cdot ; B^{+}\right]$in (1.1) under the assumptions (1.9), (1.3), (1.6) $)_{1}$ with $\gamma \in\left[0, p^{*}\right)$, and let $v_{0} \in u+W_{0}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right), x_{0} \in \Gamma, 2 R<$ $1-\left|x_{0}\right|$, be the unique minimizer to the functional $\mathcal{F}_{0}\left[\cdot ; B_{R}^{+}\left(x_{0}\right)\right]$ in (4.1) among all functions in the class $u+W_{0}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Then we have

$$
\begin{aligned}
& \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+|D u|+\left|D v_{0}\right|\right)^{p-2}\left|D u-D v_{0}\right|^{2} d x \\
& \leq c \omega_{12}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \\
& \quad+c R^{n\left(1-\frac{\gamma}{p^{*}}\right)}\left(\int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}+c R^{n}
\end{aligned}
$$

If we assume the continuity condition $(1.6)_{2}$, we have the stronger inequality

$$
\begin{aligned}
& \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+|D u|+\left|D v_{0}\right|\right)^{p-2}\left|D u-D v_{0}\right|^{2} d x \\
& \quad \leq c \omega_{12}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \\
& \quad+c R^{n} \omega_{2}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{1-\frac{\gamma}{p^{*}}}\left(1+R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}} \\
& \quad+c R^{n\left(1-\frac{\gamma}{\left.p^{*}\right)}\right.}\left(\int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}} .
\end{aligned}
$$

The constants c depend only on $n, N, p, \nu$ and $L$, the number $q$ denotes the higher integrability exponent from Lemma 4.1. The corresponding results hold true for local minimizers $u \in W^{1, p}\left(\Omega, \mathbb{R}^{N}\right)$ to the functional $\mathcal{F}[\cdot ; U], U \subset \mathbb{R}^{n}$ a bounded domain, on full balls $B_{R}\left(x_{0}\right)$ in the interior of $U$, provided that $\left|(u)_{B_{R}\left(x_{0}\right)}\right| \leq M$ for some $M>0$. The constants $c$ then depends additionally on $M$.

Proof: From the convexity condition $(1.9)_{2},[4$, Lemma 2.1$]$ and the minimality of $v_{0}$ we first find:

$$
\begin{align*}
& c(p, \nu) \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+|D u|+\left|D v_{0}\right|\right)^{p-2}\left|D u-D v_{0}\right|^{2} d x \\
& \leq \int_{B_{R}^{+}\left(x_{0}\right)}\left[f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, D u\right)-f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}\right)\right. \\
& \left.\quad-D_{z} f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}\right) \cdot\left(D u-D v_{0}\right)\right] d x \\
& = \\
& \quad \int_{B_{R}^{+}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z} f\left(x_{0},(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}+t\left(D u-D v_{0}\right)\right)\right. \\
& \left.\quad-D_{z} f\left(x,(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}+t\left(D u-D v_{0}\right)\right)\right] d t\left(D u-D v_{0}\right) d x \\
& \quad
\end{aligned} \quad \begin{aligned}
& \quad \int_{B_{R}^{+}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z} f\left(x,(u)_{B_{R}^{+}\left(x_{0}\right)}, D v_{0}+t\left(D u-D v_{0}\right)\right)\right. \\
& \quad \quad-\int_{B_{R}^{+}\left(x_{0}\right)}\left[f\left(x, v_{0}, D v_{0}\right)-f\left(x, u, D v_{0}+t\left(D u-D v_{0}\right)\right)\right] d t\left(D u-D v_{0}\right) d x \\
& \quad+\int_{B_{R}^{+}\left(x_{0}\right)}\left[h\left(x, v_{0}\right)-h(x, u)\right] d x \\
& \quad+\mathcal{F}\left[u ; B_{R}^{+}\left(x_{0}\right)\right]-\mathcal{F}\left[v_{0} ; B_{R}^{+}\left(x_{0}\right)\right]=: I+I I+I I I+I V+V \tag{4.2}
\end{align*}
$$

We next recall an energy estimate for $v_{0}$ which will be used frequently in what follows: exploiting the minimality of $v_{0}$ and the growth condition $(1.2)_{2}$ yields

$$
\begin{equation*}
f_{B_{R}^{+}\left(x_{0}\right)}\left|D v_{0}\right|^{p} d x \leq \frac{L}{\nu} f_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \tag{4.3}
\end{equation*}
$$

Since $u$ and $v_{0}$ coincide on $\partial B_{R}^{+}\left(x_{0}\right)$ we now observe $V \leq 0$. Then the continuity assumption $(1.3)_{1}$ on $D_{z} f$ with respect to the first (and second) variable leads to

$$
I \leq c(\nu, L) \omega_{1}(R) \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x .
$$

Taking into account the higher integrability results for $D u$ and $D v_{0}$ achieved in Lemma 3.3 and Lemma 4.1, respectively, we find after the application of Hölder's inequality, the concavity and boundedness of $\omega_{3}(\cdot)$, and Poincaré's inequality

$$
\begin{aligned}
I I+I I I \leq c(n, N, p, \nu, L)[ & \omega_{12}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \\
& \left.+R^{n\left(1-\frac{\gamma}{p^{*}}\right)}\left(\int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}\right] .
\end{aligned}
$$

Here, besides the continuity assumption $(1.3)_{1}$ on $D_{z} f$ we have also used the continuity assumption $(1.3)_{2}$ on $f$ (with respect to the second variable). Finally, the remaining term $I V$ is estimated via (1.6) ${ }_{1}$, Jensen's inequality and Sobolev-Poincaré (in the boundary version) by

$$
I V \leq c(n, N, p, \nu, L)\left[R^{n}+R^{n\left(1-\frac{\gamma}{p^{*}}\right)}\left(\int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}\right] .
$$

If we assume also the continuity assumption $(1.6)_{2}$ on $h$ with respect to the second variable, only the estimate for term $I V$ changes: using Hölder's inequality, the concavity of $\omega_{2}$ and the Sobolev-Poincaré inequality, we then find

$$
\begin{aligned}
& I V \leq c(n, N, p, \nu, L) R^{n}\left(\omega_{2}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)\right. \\
& \left.\quad+\omega_{2}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{1-\frac{\gamma}{p^{*}}}\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}\right) .
\end{aligned}
$$

Merging the estimates for $I-V I I$ together with (4.2) we find the asserted comparison estimates on half-balls stated in the lemma, namely the first inequality under the condition (1.6) ${ }_{1}$ resp. the second one under both conditions in (1.6).

The proof for full balls in the interior is almost the same, but for the estimate of $I I I$ in the last step we need the bound on the meanvalues of $u$ in order to apply the interior version of the Sobolev-Poincaré inequality. For this reason the bound $\left|(u)_{B_{R}\left(x_{0}\right)}\right| \leq M$ is required and the additional dependency on $M$ in the constant $c$ appears.

Remark 4.5: For variational functionals which do not depend explicitly on $u$, it is easy to see that the terms $I I, I I I$ and $I V$ do not appear. Hence, the comparison estimate is then given by

$$
\int_{B_{R}^{(+)}\left(x_{0}\right)}\left(1+|D u|+\left|D v_{0}\right|\right)^{p-2}\left|D u-D v_{0}\right|^{2} d x \leq c(\nu, L) \omega_{1}(R) \int_{B_{R}^{(+)}\left(x_{0}\right)}(1+|D u|)^{p} d x
$$

## 5 Partial regularity for Du

The aim of this section is the proof of the partial regularity result for $D u$ and the characterization of regular (boundary) points stated in Theorem 1.1. As explained above it is a standard technique to compare the minimizer of the original problem to a solution of an easier problem (in the sense that the solution enjoys good a priori estimates). We here compare the minimizer of the original variational functional $\mathcal{F}\left[\cdot ; B^{+}\right]$ locally to the solution of a linearized system following the approach of Schmidt [59] for convex functionals.

In order to derive the characterization of a regular point, we define the excess functional: For any half-ball $B_{\rho}^{+}\left(x_{0}\right) \subset B^{+}$with $x_{0} \in \Gamma$, a fixed function $u \in W_{\Gamma}^{1, p}\left(B^{+}, \mathbb{R}^{N}\right)$ and $\xi \in \mathbb{R}^{N}$ we denote the Campanato-type excess by

$$
C\left(x_{0}, \rho\right)=f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x
$$

We note that the corresponding excess for the interior estimates is given by

$$
C\left(x_{0}, \rho\right)=f_{B_{\rho}\left(x_{0}\right)}\left|V\left(D u-(D u)_{x_{0}, \rho}\right)\right|^{2} d x
$$

for all balls $B_{\rho}\left(x_{0}\right) \subset \Omega$. Furthermore, we define

$$
\beta_{0}=\min \left\{\frac{\alpha_{2}}{2-\alpha_{2}}, \frac{\alpha_{1}}{2} \frac{q_{1}-p}{q_{1}}\right\}
$$

where $q_{1}$ is the number stemming from the higher integrability result from Lemma 3.3.
Next we establish a preliminary decay estimate provided that the mean values of $u$ and $D u$ are bounded by a given number and that the excess is sufficiently small:
Proposition 5.1: For every $M \geq 2$ and $\widetilde{\beta} \in\left(\beta_{0}, 1\right)$ there exist two positive numbers $\theta, \varepsilon_{0} \in(0,1)$ with

$$
\begin{align*}
\theta & =\theta\left(n, N, p, \nu, L, \gamma, M, K_{M}, \widetilde{\beta}\right) \\
\varepsilon_{0} & =\varepsilon_{0}\left(n, N, p, \nu, L, \gamma, M, K_{M}, \beta_{0}, \widetilde{\beta}, \mu_{M}(\cdot)\right) \tag{5.1}
\end{align*}
$$

such that the following is true: If $u \in W^{1, p}\left(B^{+}, \mathbb{R}^{N}\right)$ is a local minimizer to (3.1) under the assumptions (1.2), (1.3) or (1.4), (1.6), and if $B_{\rho}^{+}\left(x_{0}\right), x_{0} \in \Gamma, \rho<1-\left|x_{0}\right|$, is a half ball on which the smallness conditions

$$
\begin{equation*}
\rho+C\left(x_{0}, \rho\right)<\varepsilon_{0} \quad \text { and } \quad\left|\left(D_{n} u\right)_{x_{0}, \rho}\right| \leq M \tag{5.2}
\end{equation*}
$$

are satisfied, then we have

$$
C\left(x_{0}, \theta \rho\right) \leq \theta^{2 \widetilde{\beta}} C\left(x_{0}, \rho\right)+c_{*} \rho^{2 \beta_{0}}
$$

for a constant $c_{*}$ depending only on $n, N, p, \nu, L, \gamma, M, K_{M}$ and $\widetilde{\beta}$. The same excess decay estimate holds true for balls $B_{\rho}\left(x_{0}\right)$ in the interior of $B^{+}$if we further assume $\left|(u)_{x_{0}, \rho}\right|,\left|(D u)_{x_{0}, \rho}\right| \leq M$.

Proof: Step 1a: Approximate $\mathcal{A}$-harmonicity under assumption (1.4). Let $\varphi \in C_{0}^{1}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ with $\|D \varphi\|_{L^{\infty}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)} \leq 1$, which implies in particular $\sup _{x \in B_{\rho / 2}^{+}\left(x_{0}\right)}|\varphi| \leq \rho$. The minimization property of $u$ then gives

$$
\begin{align*}
0 \leq & \sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}[f(\cdot, u-\sigma \varphi, D u-\sigma D \varphi)+h(\cdot, u-\sigma \varphi)-f(\cdot, u, D u)-h(\cdot, u)] d x \\
= & \sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[f(\cdot, u-\sigma \varphi, D u-\sigma D \varphi)-f\left(x_{0}, u-\sigma \varphi, D u-\sigma D \varphi\right)\right] d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[f\left(x_{0}, u-\sigma \varphi, D u-\sigma D \varphi\right)-f\left(x_{0}, 0, D u-\sigma D \varphi\right)\right] d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[f\left(x_{0}, 0, D u-\sigma D \varphi\right)-f\left(x_{0}, 0, D u\right)\right] d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[f\left(x_{0}, 0, D u\right)-f\left(x_{0}, u, D u\right)\right] d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[f\left(x_{0}, u, D u\right)-f(\cdot, u, D u)\right] d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}[h(\cdot, u-\sigma \varphi)-h(\cdot, u)] d x=: I+I I+I I I+I V+V+V I \tag{5.3}
\end{align*}
$$

for every $\sigma \in(0,1]$ with the obvious abbreviations. We start by estimating term $I$ and $V$ via the continuity assumption (1.4) and the boundedness of $D \varphi$ :

$$
|I|+|V| \leq c(L) \sigma^{-1} \omega_{1}(\rho) f_{B_{\rho / 2}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x
$$

Next, we observe from (1.4), Hölder's inequality, $\omega \leq 1$, Jensen's inequality and Lemma 3.3 that the terms $I I$ and $I V$ are bounded by

$$
\begin{aligned}
&|I I|+|I V| \leq \sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \omega_{1}(|u|+\sigma|\varphi|)(1+|D u|+\sigma|D \varphi|)^{p} d x \\
& \leq c(p) \sigma^{-1}\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \omega_{1}(|u|+\rho) d x\right)^{\frac{q_{1}-p}{q_{1}}}\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}(1+|D u|)^{q_{1}} d x\right)^{\frac{p}{q_{1}}} \\
& \leq c \sigma^{-1} \omega_{1}\left(\rho f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left(1+\left|D_{n} u\right|\right) d x\right)^{\frac{q_{1}-p}{q_{1}}} \\
& \times\left[f_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x+\rho^{n \gamma\left(\frac{1}{p}-\frac{1}{p^{*}}\right)}\left(f_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}\right]
\end{aligned}
$$

where we have also used Poincarés inequality in the last inequality, and the constant $c$ depends only on $n, N, p, \nu, L$ and $\gamma$. In view of Poincaré's inequality (note $u=\varphi=0$ on $\partial \Gamma_{\rho / 2}\left(x_{0}\right)$ ) and the continuity assumption $(1.6)_{2}$, we next observe

$$
\begin{aligned}
|V I| & \leq \sigma^{-1} L f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \omega_{2}(|\sigma \varphi|)(1+|u|+|u-\varphi|)^{\gamma} d x \\
& \leq c \sigma^{-1} \omega_{2}(\sigma \rho)\left[1+\rho^{n \gamma\left(\frac{1}{p}-\frac{1}{\left.p^{*}\right)}\right.}\left(f_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}}\right]
\end{aligned}
$$

with $c$ depending only on $n, N, p, \nu, L$ and $\gamma$. In the next step we add

$$
\begin{equation*}
f_{B_{\rho / 2}^{+}\left(x_{0}\right)} D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}, D \varphi\right) d x \tag{5.4}
\end{equation*}
$$

to both sides of inequality (5.3), and so it only remains to estimate $I I I$ and this new term. The sum of
(5.4) and $I I I$ will be called $I I I^{\prime}$. Taking into account

$$
\begin{align*}
f_{B_{\rho / 2}^{+}\left(x_{0}\right)} D_{z} f\left(x_{0}, 0, D u\right) D \varphi d x= & f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left[D_{z} f\left(x_{0}, 0, D u\right)-D_{z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right] D \varphi d x \\
= & \left.f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \int_{0}^{1} D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}+t\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right)\right] d t \\
& \quad \times\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}, D \varphi\right) d x \tag{5.5}
\end{align*}
$$

term $I I I^{\prime}$ is now decomposed as follows:

$$
\begin{aligned}
I I I^{\prime}= & f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \int_{0}^{1}\left[D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)-D_{z z} f\left(x_{0}, 0,(1-t)\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}+t D u\right)\right] d t \\
& \quad \times\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}, D \varphi\right) d x \\
& +f_{B_{\rho / 2}^{+}\left(x_{0}\right)} f_{0}^{\sigma}\left[D_{z} f\left(x_{0}, 0, D u\right)-D_{z} f\left(x_{0}, 0, D u-t D \varphi\right)\right] D \varphi d x=: I I I_{1}+I I I_{2}
\end{aligned}
$$

The resulting terms will now be estimated: To bound $I I I_{1}$ we decompose the domain of integration: on $\left\{x \in B_{\rho / 2}^{+}\left(x_{0}\right):\left|D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right| \leq 1\right\}$ we use the fact that second derivatives $D_{z z} f$ are bounded and uniformly continuous, see (1.5), and the upper bound $\left|\left(D_{n} u\right)_{x_{0}, \rho}\right| \leq M$ to deduce that the integrand of $I I I_{1}$ is controlled by

$$
c(p, M) \mu_{M}\left(\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|\right)\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|
$$

On the complementary set $\left\{x \in B_{\rho / 2}^{+}\left(x_{0}\right):\left|D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right| \geq 1\right\}$ we use the boundedness of $D_{z z} f$ for the first integrand in $I I I_{1}$ and the growth of $D_{z} f$ for the second integrand (rewritten as in (5.5) above), and we find that the integrand of $I I I_{1}$ is now bounded by

$$
K_{M}+L(1+|D u|)^{p-1} \leq c\left(p, L, M, K_{M}\right)\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2}
$$

Combining the latter estimates and applying Hölder's and Jensen's inequality (note that $\mu_{M}(\cdot)$ is concave) we infer

$$
\begin{aligned}
I I I_{1} \leq c & \left(\mu_{M}\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x\right)^{\frac{1}{2}}\right)^{\frac{1}{2}}\left(f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x\right)^{\frac{1}{2}} \\
& +c f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x
\end{aligned}
$$

with $c=c\left(p, L, M, K_{M}\right)$. For the remaining integral $I I I_{2}$ we only use the bounds of $D_{z z} f$ and $D_{z} f$, where we now distinguish the points where we have $|D u| \leq M-1$ (note $M \geq 2$ ) or where the opposite inequality holds. This yields

$$
I I I_{2} \leq \sigma K_{M}+c(p, L, M) f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x
$$

Taking into account the assumption (5.2) which implies in particular $f_{B_{\rho / 2}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \leq c(p, M)$, we may combine the estimates for all terms with (5.3), and we finally arrive at

$$
\begin{align*}
& f_{B_{\rho / 2}^{+}\left(x_{0}\right)} D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}, D \varphi\right) d x \\
& \quad \leq c \sigma^{-1}\left(\omega_{1}(\rho)^{\frac{q_{1}-p}{q_{1}}}+\omega_{2}(\sigma \rho)\right)+c \mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} C\left(x_{0}, \rho\right)^{\frac{1}{2}}+c C\left(x_{0}, \rho\right)+c \sigma \\
& \quad \leq c\left(\rho^{\beta_{0}}+\mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} C\left(x_{0}, \rho\right)^{\frac{1}{2}}+C\left(x_{0}, \rho\right)\right) \tag{5.6}
\end{align*}
$$

where we have already employed $C\left(x_{0}, \rho\right)<1$ assumed in (5.2). Moreover, in the last line we have used (1.7), the definition $\beta_{0}$ and we have chosen $\sigma=\rho^{\beta_{0}}$. The constant $c$ here depends only on $n, N, p, \nu, L, \gamma, M$
and $K_{M}$. The lower bound is established analogously, and using a rescaling argument, we then end up with

$$
\begin{equation*}
\left|f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \mathcal{A}(D w, D \varphi) d x\right| \leq c_{1}\left(\rho^{\beta_{0}}+\mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} C\left(x_{0}, \rho\right)^{\frac{1}{2}}+C\left(x_{0}, \rho\right)\right)\|D \varphi\|_{L^{\infty}\left(B_{\rho / 2}^{+}\left(x_{0}\right)\right)} \tag{5.7}
\end{equation*}
$$

with $c_{1}=c_{1}\left(n, N, p, \nu, L, \gamma, M, K_{M}\right) \geq 2^{n}$, where the bilinear form $\mathcal{A}$ and the function $w$ are defined by

$$
\mathcal{A}:=D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right) \quad \text { and } \quad w:=u-\left(D_{n} u\right)_{x_{0}, \rho} x_{n}
$$

we further note that $\mathcal{A}$ is bounded from below in the sense of Legendre-Hadamard by a constant depending only on $\nu, p$ and $M$ and from above by $K_{M}$.
Step 1b: Approximate $\mathcal{A}$-harmonicity under assumption (1.3). We only sketch briefly the modifications needed in contrast to the assumption of (1.4) in Step 1a (this is also the case discussed in detail in [59]). The inequality corresponding to (5.3) is then given by

$$
\begin{aligned}
0 \leq & \sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}[f(\cdot, u-\sigma \varphi, D u-\sigma D \varphi)-f(\cdot, u, D u-\sigma D \varphi)] d x \\
& +f_{B_{\rho / 2}^{+}\left(x_{0}\right)} f_{0}^{\sigma}\left[D_{z} f\left(x_{0}, 0, D u-\tau D \varphi\right)-D_{z} f(\cdot, u, D u-\tau D \varphi)\right] d \tau D \varphi d x \\
& -f_{B_{\rho / 2}^{+}\left(x_{0}\right)} f_{0}^{\sigma} D_{z} f\left(x_{0}, 0, D u-\tau D \varphi\right) d \tau D \varphi d x \\
& +\sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)}[h(\cdot, u-\sigma \varphi)-h(\cdot, u)] d x=: I^{\prime}+I I^{\prime}+I I I+V I,
\end{aligned}
$$

for every $\sigma \in(0,1]$. Therefore, it only remains to estimate $I^{\prime}$ and $I I^{\prime}$ via the continuity conditions (1.3), which is accomplished similarly to above or in [59, Proof of Lemma 5.1]. Taking into account the assumption $C\left(x_{0}, \rho\right)$ and proceeding as in Step 1a we then get the following estimate corresponding to (5.6):

$$
\begin{aligned}
& f_{B_{\rho / 2}^{+}\left(x_{0}\right)} D_{z z} f\left(x_{0}, 0,\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}, D \varphi\right) d x \\
& \quad \leq c \omega_{1}(\rho)+c \sigma^{-1} \omega_{2}(\sigma \rho)+c \mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} C\left(x_{0}, \rho\right)^{\frac{1}{2}}+c C\left(x_{0}, \rho\right)+c \sigma \\
& \quad \leq c\left(\rho^{\beta_{0}}+\mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}} C\left(x_{0}, \rho\right)^{\frac{1}{2}}+C\left(x_{0}, \rho\right)\right),
\end{aligned}
$$

where we again have chosen $\sigma=\rho^{\beta_{0}}$ and with $c$ depending on $n, N, p, \nu, L, \gamma, M$ and $K_{M}$. Hence, we end up with the approximate $\mathcal{A}$-harmonicity result (5.7).

Step 2: Preliminary decay estimate via $\mathcal{A}$-harmonic approximation. For $\varepsilon>0$ to be determined later, we now take $\delta=\delta\left(n, N, \nu, L, M, K_{M}, \varepsilon\right)$ to be the corresponding constant from the boundary version of the $\mathcal{A}$-harmonic approximation Lemma 2.3. We then define $s=c_{1} C\left(x_{0}, \rho\right)^{1 / 2}+\frac{2 c_{1}}{\delta} \rho^{\beta_{0}}$. The inequality (5.7) now reads as

$$
\left|f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \mathcal{A}(D w, D \varphi) d x\right| \leq s\left(2^{-1} \delta+\mu_{M}\left(C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right)^{\frac{1}{2}}+C\left(x_{0}, \rho\right)^{\frac{1}{2}}\right) \sup _{B_{\rho / 2}^{+}\left(x_{0}\right)}|D \varphi|
$$

for all $\varphi \in C_{0}^{1}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Furthermore, by definition of the Campanato-type excess $C\left(x_{0}, \rho\right)$ and the function $w$, we observe $f_{B_{\rho / 2}^{+}\left(x_{0}\right)}|V(D w)|^{2} d x \leq 2^{n} C\left(x_{0}, \rho\right) \leq s^{2}$. Hence, assuming the smallness condition

$$
\begin{equation*}
s=c_{1} C\left(x_{0}, \rho\right)^{1 / 2}+\frac{2 c_{1}}{\delta} \rho^{\beta_{0}} \leq 1 \tag{SC.1}
\end{equation*}
$$

all assumptions of the $\mathcal{A}$-harmonic approximation Lemma are fulfilled, and thus we find an $\mathcal{A}$-harmonic map $h \in W_{\Gamma}^{1,2}\left(B_{\rho / 2}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$ satisfying

$$
\sup _{B_{\rho / 4}^{+}\left(x_{0}\right)}|D h|+\rho \sup _{B_{\rho / 4}^{+}\left(x_{0}\right)}\left|D^{2} h\right| \leq c_{h} \quad \text { and } \quad f_{B_{\rho / 4}^{+}\left(x_{0}\right)}\left|V\left(\frac{w-s h}{\rho / 2}\right)\right|^{2} d x \leq s^{2} \varepsilon
$$

with a constant depending only on $n, N, p, \nu, L$. We now consider a fixed number $\theta \in(0,1 / 8)$ to be specified later, choose $\varepsilon=\theta^{n+\max \{2, p\}+2}$, and we define

$$
\xi:=\left(D_{n} u\right)_{x_{0}, \rho}+s D_{n} h\left(x_{0}\right) \in \mathbb{R}^{N} .
$$

Next, the following estimate is deduced from Taylor's formula (keeping in mind that $h\left(x_{0}\right)=0$ ):

$$
\begin{align*}
& f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{2 \theta \rho}\right)\right|^{2} d x \\
& \quad \leq c(p) f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{w-s h}{2 \theta \rho}\right)\right|^{2} d x+c(p) f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{s h-s D_{n} h\left(x_{0}\right) x_{n}}{2 \theta \rho}\right)\right|^{2} d x \\
& \quad \leq c(p) \theta^{-n-\max \{2, p\}} f_{B_{\rho / 4}^{+}\left(x_{0}\right)}\left|V\left(\frac{w-s h}{\rho / 2}\right)\right|^{2} d x+c(n, N, p, \nu, L)\left(\theta^{2} s^{2}+\theta^{\max \{2, p\}} s^{\max \{2, p\}}\right) \\
& \quad \leq c(n, N, p, \nu, L) \theta^{2} s^{2} \tag{5.8}
\end{align*}
$$

where in the last line we have used the definition of $\varepsilon$ and $s$, as well as the fact that $s, \theta \leq 1$.
Step 3: Full decay estimate for the Campanato-type excess. Sharpening the smallness condition (SC.1) by assuming

$$
\begin{equation*}
s \leq c_{h}^{-1} \tag{SC.2}
\end{equation*}
$$

we observe $|\xi| \leq M+1$. Therefore, the application of the quasi-minimizing property of the mean value of $D_{n} u$ for the $\operatorname{map} \xi \mapsto \int_{B_{\theta \rho}^{+}\left(x_{0}\right)}\left|V\left(D u-\xi \otimes e_{n}\right)\right|^{2} d x$ from Lemma 2.2 and of the Caccioppoli inequality in Lemma 3.1 yields

$$
\begin{aligned}
C\left(x_{0}, \theta \rho\right)= & \int_{B_{\theta \rho}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \theta \rho} \otimes e_{n}\right)\right|^{2} d x \\
\leq & c(p) \int_{B_{\theta \rho}^{+}\left(x_{0}\right)}\left|V\left(D u-\xi \otimes e_{n}\right)\right|^{2} d x \\
\leq & c f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{2 \theta \rho}\right)\right|^{2} d x+c f_{B_{2 \theta \rho}\left(x_{0}\right)} \omega_{1}\left(2 \theta \rho+\left|u-\xi x_{n}\right|\right)(1+|D u|)^{p} d x \\
& +c f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)} \omega_{2}\left(\left|u-\xi x_{n}\right|\right)\left(1+\left|u-\xi x_{n}\right|\right)^{\gamma} d x .
\end{aligned}
$$

The latter integral is estimated further via the use of Hölder's, Poincaré's and Sobolev's inequality, and we find

$$
\begin{align*}
C\left(x_{0}, \theta \rho\right) \leq & c f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{2 \theta \rho}\right)\right|^{2} d x+c f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)} \omega_{1}\left(2 \theta \rho+\left|u-\xi x_{n}\right|\right)(1+|D u|)^{p} d x \\
& +c \omega_{2}\left(2 \theta \rho f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|D u-\xi \otimes e_{n}\right| d x\right)^{1-\frac{\gamma}{p^{*}}}\left(f_{B_{2 \theta \rho}\left(x_{0}\right)}\left(1+\left|D u-\xi \otimes e_{n}\right|\right)^{p} d x\right)^{\frac{\gamma}{p}} \\
= & c\left(f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\xi x_{n}}{2 \theta \rho}\right)\right|^{2} d x+V I I+V I I I\right) \tag{5.9}
\end{align*}
$$

with the obvious labelling and a constant $c$ depending only on $n, N, p, \nu, L, M$ and $K_{M}$. To bound VII from above we use Hölder's inequality, the higher integrability result for $D u$ (Lemma 3.3), the concavity of $\omega_{1}(\cdot)$, the Poincaré-inequality and the smallness condition (SC.2), and we find

$$
\begin{aligned}
V I I & \leq\left(f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)} \omega_{1}\left(2 \theta \rho+\left|u-\xi x_{n}\right|\right) d x\right)^{\frac{q_{1}-p}{q_{1}}}\left(f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)}(1+|D u|)^{q_{1}} d x\right)^{\frac{p}{q_{1}}} \\
& \leq c \omega_{1}\left(f_{B_{2 \theta \rho}^{+}\left(x_{0}\right)} 2 \theta \rho\left(1+\left|D u-\xi \otimes e_{n}\right|\right) d x\right)^{\frac{q_{1}-p}{q_{1}}}\left(f_{B_{4 \theta \rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\max \left\{\frac{\gamma}{p}, 1\right\}} \\
& \leq c \omega_{1}\left(\theta \rho+\theta^{\frac{p-n}{p}} \rho C\left(x_{0}, \rho\right)^{\frac{1}{p}}\right)^{\frac{q_{1}-p}{q_{1}}}\left(1+\left[\theta^{-n} C\left(x_{0}, \rho\right)\right]^{\max \left\{\frac{\gamma}{p}, 1\right\}}\right) \leq c \rho^{2 \beta_{0}} .
\end{aligned}
$$

In the last step, we have also used the smallness condition

$$
\begin{equation*}
C\left(x_{0}, \rho\right) \leq \theta^{n} . \tag{SC.3}
\end{equation*}
$$

Moreover, the constant in the latter estimate depends only on $n, N, p, \nu, L, \gamma$ and $M$. Comparing VIII with the second line in the inequalities for $V I I$, it is easy to see that the same estimate holds true for $V I I I$, i. e. we have

$$
V I I I \leq c \rho^{2 \beta_{0}}
$$

with $c$ depending on the same parameters. Combining (5.8), the previous estimates for VII and VIII with (5.9), we thus end up with

$$
C\left(x_{0}, \theta \rho\right) \leq c_{2}\left(n, N, p, \nu, L, \gamma, M, K_{M}\right)\left[\theta^{2} C\left(x_{0}, \rho\right)+\left(1+\delta^{-2}\right) \rho^{2 \beta_{0}}\right]
$$

where we have also used the definition of $s$ given in (SC.1). In order to finish the proof of the proposition we now fix the parameters $\theta$ and $\varepsilon_{0}$ : we first choose $\theta \in\left(0, \frac{1}{8}\right)$ sufficiently small such that $c_{2} \theta^{2} \leq \theta^{2 \widetilde{\beta}}$. This determines $\theta$ with the dependencies claimed in the proposition and also fixes the parameters $\varepsilon$ and $\delta$ from the $\mathcal{A}$-harmonic approximation defined above. Then $\varepsilon_{0}$ is fixed such that the smallness conditions (SC.2) and (SC.3) hold true, and the dependencies of $\varepsilon_{0}$ are thus obtained by taking into consideration the dependencies in the smallness conditions (SC.2) and (SC.3), which were needed within the proof. Thus the excess decay estimate is proved with constant $c_{*}:=c_{2}\left(1+\delta^{-2}\right)$. The result in the interior follows analogously. We note that here the boundedness condition on the mean values of $u$ is needed in order to find a corresponding approximate $\mathcal{A}$-harmonicity results (with the functional now frozen in the mean values of $u$ and $D u$, i. e. $\mathcal{A}:=D_{z z} f\left(x_{0},(u)_{x_{0}, \rho},(D u)_{x_{0}, \rho}\right)$, and with $w:=u-(u)_{x_{0}, \rho}-(D u)_{x_{0}, \rho}\left(x-x_{0}\right)$ the related approximately $\mathcal{A}$-harmonic map) and to apply Poincaré's and Caccioppoli's inequality in the interior.

This decay estimate can now be iterated in a well-known manner in order to arrive at the desired partial regularity result and the characterization of regular points of $D u$. The proof is divided into two parts: we will first sketch briefly how the characterization of the regular set is obtained and that the solution is in fact more regular on this set, namely Hölder continuous for some (small) exponent. With this information we then enter the proof again, improve the previous excess-decay, and we then end up with the optimal Hölder regularity result.

Proof (of Theorem 1.1): We consider a bounded domain $\Omega \subset \mathbb{R}^{n}, n \geq 2$, of class $C^{1,2 \beta}$ and boundary values $g \in C^{1,2 \beta}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$. This means that we can locally straighten the boundary $\partial \Omega$ by a $C^{1,2 \beta_{-}}$ transformation, and hence, via a covering and a transformation argument, the proof of Theorem 1.1 is reduced in a standard way to the proof of the corresponding partial regularity result for functions minimizing the variational functional in the model situations of the unit half-ball $B^{+}$and vanishing on $\Gamma$ (for the boundary regularity) and the proof of the partial regularity result in the interior of $\Omega$. It is easy to calculate that under the flattening procedure and the reduction to zero boundary values on $\Gamma$ the structure assumptions on the new integrand are preserved, apart from a possibly decreased Hölder modulus of continuity $\omega_{1}$ if $2 \beta<\alpha_{1}$, which nevertheless does not change the result in Proposition 5.1. Therefore we will use the same notation $f$ and $h$ even if we are now working with the transformed integrands. For detailed calculations we refer to [8, Section 4.2] for a similar problem or to [37, Section 3.7] in the case of the transformation of a system. At this stage we should also emphasize that it is easy to calculate that also regular points are mapped to regular points by the transformed functional.
An iteration of Proposition 5.1 reveals that for every $M \geq 2$ and every $\widetilde{\beta} \in\left(\beta_{0}, 1\right)$ there exists $\varepsilon_{1} \in(0,1)$ depending on the same parameter as $\varepsilon_{0}$ in (5.1) such that the smallness assumptions

$$
\begin{equation*}
R+C\left(x_{0}, R\right)<\varepsilon_{1} \quad \text { and } \quad\left|(u)_{x_{0}, R}\right|,\left|(D u)_{x_{0}, R}\right|<\frac{M}{2} \tag{5.10}
\end{equation*}
$$

(or $\left|\left(D_{n} u\right)_{x_{0}, R}\right|<\frac{M}{2}$ for $x_{0} \in \Gamma$ ) imply

$$
\begin{equation*}
C\left(x_{0}, \rho\right) \leq c\left(\left(\frac{\rho}{R}\right)^{2 \widetilde{\beta}} C\left(x_{0}, R\right)+\rho^{2 \beta_{0}}\right) \tag{5.11}
\end{equation*}
$$

for all $\rho \leq R$ and a constant $c$ depending only on $n, N, p, \nu, L, \gamma, M, K_{M}, \beta_{0}$ and $\widetilde{\beta}$. Here, $B_{R}\left(x_{0}\right)$ is either an arbitrary full ball in the interior of $\Omega$ (or in the interior of $B^{+}$), or it is a half-ball $B_{R}^{+}\left(x_{0}\right)$ with $x_{0} \in \Gamma$
and $R<1-\left|x_{0}\right|$. In the latter case the boundedness of the mean values of $u$ is not required. For a proof of continuous excess-decay estimate (5.11) we omit detailed calculations and refer to several papers to cover the different cases of super-/sub-/quadratic growth for the interior and the boundary situation (we note that the citations include partial regularity results for weak solution of elliptic system, because once the excess-decay estimate is obtained there is no need to return to the system or the functional in order to end up with the regularity result): the quadratic case follows from a similar formula as $[18,(3.37)]$ and $[38,(3-58)]$, the subquadratic case is proved as $[7,(6.26)$ and (6.20)], the superquadratic case as in [59, Lemma 6.3] (and the boundary result is obtained analogously).

Now we take a point $x_{0} \in \operatorname{Reg}_{\Omega}(D u)$ and observe that (5.10) is satisfied for some radius $R>0$. Then due to the continuity of the maps $z \mapsto C(z, R), z \mapsto(u)_{z, R}$ and $z \mapsto(D u)_{z, R}$, we observe that (5.11) holds for all points $z$ in a small neighbourhood of $x_{0}$. Nevertheless, for a point $x_{0} \in \operatorname{Reg}_{\Gamma}(D u)$ (i.e. a transformation of a point in $\operatorname{Reg}_{\partial \Omega}(D u)$ ), this conclusion of the local growth estimate does not immediately follow because there are only estimates on full balls and on half-balls available so far, but not on arbitrary intersections. Therefore, the estimates in the interior and at the boundary have to be combined similarly as in [38, Section 3.6] or [9, Section 5] to see that (5.11) holds in a relative neighbourhood of $x_{0}$. Hence, Lemma 2.1 (v) and Campanato's characterization of Hölder continuous functions [10, Teorema I.2], [38, Theorem 2.3] then yield that $V(D u)$ and thus $D u$ is of class $C^{0, \beta_{0}}$ locally around $x_{0}$ (for $p \geq 2$ the latter implication is clear from the definition of the $V$-function, for $p \in(1,2)$ it is obtained by the properties of the $V$-function as in [22, Lemma 3]). Transforming back to the original problem this gives a first regularity result $u \in C_{\text {loc }}^{1, \beta_{0}}\left(\operatorname{Reg}_{\Omega}(D u) \cup \operatorname{Reg}_{\partial \Omega}(D u), \mathbb{R}^{N}\right)$.

In the last step the optimal Hölder continuity is established by revising the decay-estimate from Proposition 5.1 taking into account the additional information that we already have demonstrated $C^{1}$-regularity of $u$ on the regular set of $D u$, which is by definition relatively open. For a similar line of arguments we refer to [32, Proof of Theorem 3.1] or [40, Remark 2]. Terms $I I$ and $I V$ in Proposition 5.1, Step 1, are then estimated without using higher integrability of $D u$ :

$$
|I I|+|I V| \leq c \sigma^{-1} f_{B_{\rho / 2}^{+}\left(x_{0}\right)} \omega_{1}(\rho)(1+|D u|)^{p} d x
$$

(with $\rho$ sufficiently small such that we remain in the regular set of $D u$ ), for a constant $c$ depending only on the local Lipschitz-norm of $u$, hence, on all structure parameters. Therefore, inequality (5.7) now holds with $\beta_{0}$ replaced by $\beta=\min \left\{\frac{\alpha_{2}}{2-\alpha_{2}}, \frac{\alpha_{1}}{2}\right\}$. Moreover, revising the Caccioppoli inequality from Lemma 3.1, it easily follows that VII and VIII arising in Step 3 can be bounded by $c \rho^{2 \beta}$. This shows that Proposition 5.1 now holds on (half-)balls contained in the regular set of $D u$ with $\beta_{0}$ replaced by $\beta$. Then, repeating the iteration as above, we arrive at the desired conclusion $u \in C_{\operatorname{loc}}^{1, \beta}\left(\operatorname{Reg}_{\Omega}(D u) \cup \operatorname{Reg}_{\partial \Omega}(D u), \mathbb{R}^{N}\right)$.

Remark 5.2: If we assume additionally to the assumptions of the theorem that $\gamma \in(0, p)$ and that $f$ does not depend explicitly on $u$ or that it is strictly convex, then the characterization of $x_{0}$ being a regular point can be rewritten in an easier form. For this purpose we first recall in the model situation of the half-ball the inequality

$$
f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\left(D_{n} u\right)_{x_{0}, \rho} x_{n}}{\rho}\right)\right|^{2} d x \leq c(p) f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(D_{n} u-\left(D_{n} u\right)_{x_{0}, \rho}\right)\right|^{2} d x=: c(p) \widetilde{C}\left(x_{0}, \rho\right)
$$

for all $x_{0} \in \Gamma, \rho<1-\left|x_{0}\right|$, which is concluded by the boundary version of Poincaré's inequality (we here refer to [7, Lemma 3.4] and Lemma 2.1 (i) in the superquadratic case, and to [7, Lemma 3.6] in the subquadratic case). Via Lemma 2.2, Caccioppoli's inequality from Remark 3.2, and Hölder's inequality we then get the following line of inequalities:

$$
\begin{aligned}
C\left(x_{0}, \rho / 2\right) \leq & c(p) f_{B_{\rho / 2}^{+}\left(x_{0}\right)}\left|V\left(D u-\left(D_{n} u\right)_{x_{0}, \rho} \otimes e_{n}\right)\right|^{2} d x \\
\leq & c f_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(\frac{u-\left(D_{n} u\right)_{x_{0}, \rho} x_{n}}{\rho}\right)\right|^{2} d x \\
& +c f_{B_{\rho}^{+}\left(x_{0}\right)} \omega_{12}\left(\left|u-\left(D_{n} u\right)_{x_{0}, \rho} x_{n}\right|\right)\left(1+\left|u-\left(D_{n} u\right)_{x_{0}, \rho} x_{n}\right|\right)^{\gamma} d x \\
\leq & c \widetilde{C}\left(x_{0}, \rho\right)+c \omega_{12}\left(\widetilde{C}\left(x_{0}, \rho\right)^{\frac{1}{p}}\right)^{\frac{p-\gamma}{p}}\left(1+\widetilde{C}\left(x_{0}, \rho\right)\right)^{\frac{\gamma}{p}}
\end{aligned}
$$

for a constant depending only on $n, N, p, \nu, L, \gamma$ and $M$, provided that $\left|\left(D_{n} u\right)_{x_{0}, \rho}\right| \leq M$ and that $\rho$ is sufficiently small in dependency of $p, \nu, L$ and $\omega_{1}(\cdot)$. This shows (after transforming back to the original domain $\Omega$ ) that the full derivative of $u$ in the characterization $\operatorname{Reg}_{\partial \Omega}(D u)$ of the set of regular boundary points for $D u$ can be replaced by only the normal derivative as stated in Remark 1.2.

## 6 Morrey estimates in dimensions $\mathbf{n} \leq \mathrm{p}+2$

In this section we are concerned with lower order regularity of minimizers of convex integrals in low dimensions. Combining the comparison estimates of Section 4 and using a standard transformation argument we can proceed to the proof of the lower order regularity result:

Proof (of Theorem 1.3): Step 1: Reduction to the proof of interior regularity and of boundary regularity in the model case. We consider a bounded domain $\Omega \subset \mathbb{R}^{n}, n \geq 2$, of class $C^{1}$. The transformation follows the scheme described at the beginning of the proof of Theorem 1.1. Therefore we will give here the arguments for minimizers of variational functionals in the model situations of the unit half-ball $B^{+}$and vanishing on $\Gamma$ (for the boundary regularity), and we will derive the result in the interior of $\Omega$.

Step 2: A Morrey estimate. In order to find a Morrey-type decay estimate for $D u$ we note

$$
(1+|\xi|)^{p} \leq c(p)(1+|\eta|)^{p}+c(p)(1+|\xi|+|\eta|)^{p}|\xi-\eta|^{2}
$$

for all $\xi, \eta \in \mathbb{R}^{k}, k \in \mathbb{N}$, and $p \in(1, \infty)$. For an arbitrary $x_{0} \in \Gamma$ and $R<\left(1-\left|x_{0}\right|\right) / 2$ we now apply the previous inequality for $\xi, \eta$ replaced by $D u$ and $D v_{0}$ where $v_{0}$ is the unique minimizer to the frozen functional $\mathcal{F}_{0}\left[\cdot ; B_{R}^{+}\left(x_{0}\right)\right]$ (introduced in Section 4) among all functions in $u+W_{0}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Thus, Proposition 4.2, Lemma 4.4 and the energy estimate (4.3) yield for every $\rho \leq R$ :

$$
\begin{align*}
& \int_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \leq c\left(\frac{\rho}{2 R}\right)^{\mu_{0}} \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x+c R^{n\left(1-\frac{\gamma}{p^{*}}\right)}\left(\int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{\gamma}{p}} \\
&+c \omega_{12}\left(\left(R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x\right)^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x+c R^{n} \\
& \leq c_{b}\left(\left(\frac{\rho}{2 R}\right)^{\mu_{0}}+R^{n \gamma\left(\frac{1}{p}-\frac{1}{p^{*}}\right)}\left[R^{-p} M\left(x_{0}, 2 R\right)\right]^{\max \left\{\frac{\gamma-p}{p}, 0\right\}}+\omega_{12}\left(M\left(x_{0}, 2 R\right)^{\frac{1}{p}}\right)^{\frac{q-p}{q}}\right) \\
& \times \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x+c_{b} R^{n} \tag{6.1}
\end{align*}
$$

for a constant depending only on $n, N, p, \nu$ and $L$ (note that this estimate trivially holds true for radii $R \leq \rho \leq 2 R$ ), where in the last equation we have defined the Morrey-type excess via

$$
M(y, r):=r^{p-n} \int_{B_{r}(y) \cap B^{+}}(1+|D u|)^{p} d x
$$

for any $y \in B^{+} \cup \Gamma$ and $r>0$, and we have distinguished the cases $\gamma \leq p$ and $\gamma>p$. Under suitable smallness assumptions we are now in a position to apply the iteration scheme [30, Chapter III, Lemma 2.1] with the following quantities: choosing the left-hand side of (6.1) as the nonnegative and nondecreasing function $\phi(\rho)$, exponents $\mu_{0}, \mu_{0}-\varepsilon$ instead of $\alpha_{1}, \alpha_{2}$ and $c_{b}$ instead of $A$, we determine the number $\varepsilon_{b}>0$ according to this lemma in dependency of $n, N, p, \nu$ and $L$. We emphasize that $\varepsilon$ is the number stemming from the a priori estimate in Proposition 4.2 for dimensions $n \geq 3$ and sufficiently small in the dimensions $n=2$.

Step 2a: The case $n>p$. We first note $n \gamma\left(\frac{1}{p}-\frac{1}{p^{*}}\right)=\gamma$. We next determine a number $\sigma_{b}>0$ in dependency of $n, N, p, \nu, L, \gamma, \omega_{1}(\cdot)$ and $\omega_{3}(\cdot)$ such that

$$
\begin{array}{ll}
2 \sigma_{b}^{\frac{\gamma-p}{p}}+2 \omega_{12}\left(\sigma_{b}^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \leq \varepsilon_{b} & \text { if } \gamma>p \\
4 \omega_{12}\left(\sigma_{b}^{\frac{1}{p}}\right)^{\frac{q-p}{q}} \leq \varepsilon_{b} & \text { otherwise. }
\end{array}
$$

Furthermore, let $M>1$. Under the assumption $\left|(u)_{B_{R}\left(x_{0}\right)}\right|<M$ we know that an estimate corresponding to (6.1) holds true for full balls in the interior of the original domain $\Omega$ or of the transformed relative neighbourhood $B^{+}$of a given boundary point on $\partial \Omega$. The associated constant is denoted by $c_{i}$ and
now depends also on $M$, and the related constants determined by [30, Chapter III, Lemma 2.1] by $\varepsilon_{i}=$ $\varepsilon_{i}(n, N, p, \nu, L, M)$ and $\sigma_{i}=\sigma_{i}\left(n, N, p, \nu, L, M, \omega_{1}(\cdot), \omega_{3}(\cdot)\right) \in(0,1)$.
The objective is now to show that $D u$ belongs to a suitable Morrey-space, provided that certain smallness conditions on the Morrey-excess and the mean values of $u$ are satisfied. The procedure is standard in partial regularity proofs, so we will only sketch the remaining part of the proof: we start with the interior and assume that the smallness conditions

$$
\begin{equation*}
M\left(z_{0}, 2 R_{0}\right)<\sigma_{i}=\sigma_{i}\left(n, N, p, \nu, L, M, \omega_{1}(\cdot)\right) \quad \text { and } \quad\left|(u)_{B_{R_{0}}\left(z_{0}\right)}\right|<M \tag{6.2}
\end{equation*}
$$

are fullfilled for some $R_{0} \in(0,1)$ if $\gamma>p$ or for some $R_{0} \in\left(0,\left[\varepsilon_{i} / 2\right]^{1 / \gamma}\right)$ if $\gamma \leq p, B_{2 R_{0}}\left(z_{0}\right)$ compactly contained in $B^{+}$or in $\Omega$. Then, due to the continuity of the maps $z \mapsto M\left(z, 2 R_{0}\right)$ and $z \mapsto(u)_{B_{R_{0}}(z)}$, we observe that (6.2) holds for all points $z$ in $B_{r}\left(z_{0}\right)$ for some $r>0$ (chosen sufficiently small such that all $B_{2 R_{0}}(z)$ are still contained in $B^{+}$or in $\Omega$ ). This allows us to deduce

$$
\int_{B_{\rho}(z)}(1+|D u|)^{p} d x \leq c_{i}\left(\left(\frac{\rho}{2 R_{0}}\right)^{\mu_{0}}+\frac{\varepsilon_{i}}{2}\right) \int_{B_{2 R_{0}}^{+}(z)}(1+|D u|)^{p} d x+c_{i} R^{n}
$$

and then to apply [30, Chapter III, Lemma 2.1] to find

$$
\begin{equation*}
\int_{B_{\rho}(z)}(1+|D u|)^{p} d x \leq \widetilde{c}_{i}\left[\left(\frac{\rho}{2 R_{0}}\right)^{\mu_{0}-\varepsilon} \int_{B_{2 R_{0}}^{+}(z)}(1+|D u|)^{p} d x+\rho^{\mu_{0}-\varepsilon}\right] \tag{6.3}
\end{equation*}
$$

for all $\rho<2 R_{0}$ and a constant $\widetilde{c}_{i}$ depending only on $n, N, p, \nu, L$ and $M$. This means $D u \in L^{p, \mu_{0}-\varepsilon}$ in $B_{r}\left(z_{0}\right)$ by definition of the Morrey spaces, see Section 2.
To end up with the same embedding also in the boundary situation we assume analogously that for some $x_{0} \in \Gamma$ and $R_{0} \in(0,1)$ the Morrey-types excess $M\left(x_{0}, 2 R\right)$ satisfies

$$
\begin{equation*}
M\left(x_{0}, 2 R_{0}\right)<\sigma_{b}=\sigma_{b}\left(n, N, p, \nu, L, \omega_{1}(\cdot)\right) \tag{6.4}
\end{equation*}
$$

and denote by $\widetilde{c}_{b}$ the constant appearing in the resulting estimate analogous to inequality (6.3). The continuity again yields that this smallness assumption holds in a relative neighbourhood $B_{r}\left(x_{0}\right) \cap\left(B^{+} \cup \Gamma\right)$, but the Morrey embedding does not follow immediately from the smallness condition, because we only have estimates on balls or on half-ball, but not on intersections of arbitrary balls with $B^{+}$. To derive these estimates, the estimates on the boundary and in the interior now have to be combined similarly as in [38, Section 3.6] or [9, Section 5], and thus we have to assume a stronger smallness condition than in (6.4):

$$
\begin{equation*}
M\left(x_{0}, 2 R_{0}\right)<c(n, p)^{-1} \min \left\{\sigma_{b}, \widetilde{c}_{b}^{-1} \sigma_{i}\right\}=: \widetilde{\sigma}_{b}\left(n, N, p, \nu, L, \omega_{1}(\cdot)\right) \tag{6.5}
\end{equation*}
$$

for a universal constant $c(n, p)$ and where $\sigma_{i}$ is determined for the choice $M=1$ (this choice is made because the mean value of balls $B_{z_{n}}(z)$ - which are needed in the combination of the estimates - are bounded by $\left|(u)_{B_{z_{n}}(z)}\right| \leq c(n, p) M\left(\left(z^{\prime}, 0\right), 2 z_{n}\right)^{1 / p}$ in view of Poincaré's inequality, and $M\left(\left(z^{\prime}, 0\right), 2 z_{n}\right)$ in turn is bounded by $\widetilde{c}_{b}$ times the Morrey excess on larger half-balls). Then, under the assumption (6.5), we conclude $D u \in L^{p, \mu_{0}-\varepsilon}$ in $B_{r}\left(x_{0}\right) \cap\left(B^{+} \cup \Gamma\right)$.

Taking into account the smallness conditions (6.2) in the interior and (6.5) at the boundary, we hence conclude (after transforming back to the original domain $\Omega$ ):

$$
D u \in L^{p, \mu_{0}-\varepsilon}\left(\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u), \mathbb{R}^{N}\right)
$$

Step 2b: The case $n \leq p$. Due to the higher integrability $D u \in L^{q}$ for some $q>p$ (Lemma 3.3), we know that $u$ is a priori Hölder continuous. The improvement of the Hölder exponent now follows the line of arguments given in Step 2a, but taking into account $M\left(x_{0}, R\right) \leq R^{q-n}\|1+|D u|\|_{L^{q}}$, which means that $M\left(x_{0}, R\right)$ can be made arbitrarily small for every $x_{0}$ only by choosing $R$ sufficiently small (in dependence of $\|1+|D u|\|_{L^{q}}$ and the structure constants). We further emphasize that the term $R^{n \gamma\left(1 / p-1 / p^{*}\right)}\left[R^{-p} M\left(x_{0}, 2 R\right)\right]^{\gamma / p}$ possibly appearing in (6.1) is estimated by $c R^{n\left(1-\gamma / p^{*}\right)}$, which obviously tends to zero as $R \searrow 0$. Hence, $\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u)$ coincides with $\bar{\Omega}$, and we obtain analogously to above the Morrey-embedding of $D u$ into $L^{p, \mu_{0}-\varepsilon}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$.
Step 2c: The case of integrands not depending explicitly on $u$. In this case the decay estimate (6.1) is replaced by

$$
\int_{B_{\rho}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x \leq c_{b}\left(\left(\frac{\rho}{2 R}\right)^{\mu_{0}}+\omega_{1}(R)\right) \int_{B_{2 R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x
$$

applying Remark 4.5 instead of Lemma 4.4. Noting that $\omega_{1}(R)$ vanishes as $R \searrow 0$, the iteration scheme [30, Chapter III, Lemma 2.1] can be applied exactly as in Step 2 b independently of any smallness assumption on the Morrey excess $M\left(x_{0}, R\right)$ and $D u \in L^{p, \mu_{0}-\varepsilon}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ follows.
Step 3: Conclusion. We highlight that the definition of $\mu_{0}$ and $\varepsilon$ combined with the low-dimensional assumption $n \leq p+2$ ensures $\mu_{0}-\varepsilon \in(n-p, n]$. Thus, according to the Campanato-Meyers embedding, see e.g. [43, Theorem 2.2], we arrive at the conclusion that $u$ is locally Hölder continuous on the regular set $\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u)$ with Hölder exponent $\lambda=1-\frac{n-\mu_{0}+\varepsilon}{p}$. Returning to the definition of $\mu_{0}=$ $\min \{n, 2+2 \varepsilon\}$ and noting that $\varepsilon$ can be chosen arbitrarily small for $n=2$, we thus end up with the Hölder continuity results for every exponent $\lambda \in\left(0, \min \left\{1-\frac{n-2-\varepsilon}{p}, 1\right\}\right)$ as asserted in the Theorem.
Furthermore, the higher integrability result Lemma 3.3 enables us to improve the condition of $x_{0}$ being a regular point. As a consequence we get that $\operatorname{Reg}_{\Omega}(u) \cup \operatorname{Reg}_{\partial \Omega}(u)$ is contained in the set

$$
\left\{x_{0} \in \bar{\Omega}: \liminf _{R \rightarrow 0} R^{q_{1}-n} \int_{B_{R}\left(x_{0}\right) \cap \Omega}(1+|D u|)^{q_{1}} d x=0 \text { and } \limsup _{\rho \rightarrow 0^{+}}\left|(u)_{\Omega \cap B_{\rho}\left(x_{0}\right)}\right|<\infty\right\}
$$

which, in view of Giusti's measure density result [34, Proposition 2.7], proves the assertion on the upper bound for the Hausdorff dimension of the singular set and finishes the proof of Theorem 1.3.

## $7 \quad$ Improved regularity in dimensions $n=2$

The result of the previous section now allows us to deduce a similar result as in Theorem 1.1 (assuming convexity instead of quasi-convexity), but which holds on a larger set. We here proceed close to the proof [43, Section 9] of a similar (interior) result for minimizers in the superquadratic case:

Proof (of Theorem 1.4): Analogously to the previous proofs of Theorem 1.1 and 1.3 a transformation and local flattening procedure allows us to restrict ourselves to the interior regularity and to the boundary regularity on $\Gamma$ for the model situation of the upper unit half-ball.
In the sequel, we shall revise some of the previous estimates and improve them in dimensions $n=2$. Taking into account $\mu_{0}=n=2$ we first want to comment on the Morrey embedding $D u \in L^{2-\tau, p}$ on the regular set of $u$ for arbitrarily small $\tau>0$ found in the previous section. We emphasize that in the superquadratic case $p \geq 2$ the regular set of $u$ coincides with $\bar{\Omega}$, and the proof of Theorem 1.3 (in particular Step 2 b$)$ reveals: for every $\tau \in(0, p)$ there exists of a radius $R_{0}=R_{0}\left(N, p, \nu, L, \alpha_{1},\|u\|_{L^{\infty}},\|D u\|_{L^{q}}, \tau\right)>0$ (independently of the ball under consideration) such that we have

$$
\begin{equation*}
\int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x<R^{2-\tau} \tag{7.1}
\end{equation*}
$$

for all $x_{0} \in \Gamma$ and $2 R \leq \min \left\{R_{0},\left(1-\left|x_{0}\right|\right)\right\}$ as well as the corresponding estimate on balls $B_{R}\left(x_{0}\right)$ in the interior of $\Omega$. In view of $\omega_{1}(t) \leq \min \left\{1, t^{\alpha_{1}}\right\}$ and $\omega_{2}(t) \leq \min \left\{1, t^{\alpha_{2}}\right\}$ for all $t \geq 0$, the second statement in Lemma 4.4 thus yields the comparison estimate

$$
\int_{B_{R}^{+}\left(x_{0}\right)}\left|V(D u)-V\left(D v_{0}\right)\right|^{2} d x \leq c R^{2+\frac{p-\tau}{p} \frac{q-p}{q} \alpha_{1}-\tau}+c R^{2+\frac{p-\tau}{p}\left(1-\frac{\gamma}{p^{*}}\right) \alpha_{2}}+c R^{2+2 \gamma\left(\frac{1}{p}-\frac{1}{p^{*}}\right)-\tau \frac{\gamma}{p}} \leq c R^{2+\delta}
$$

for all $R \leq R_{0} / 2$ with a constant $c=c\left(N, p, p^{*}, \nu, L, \gamma\right)$, and with $v_{0}$ the unique minimizer to the frozen functional $\mathcal{F}_{0}\left[\cdot ; B_{R}^{+}\left(x_{0}\right)\right]$ in the class $u+W_{0}^{1, p}\left(B_{R}^{+}\left(x_{0}\right), \mathbb{R}^{N}\right)$. Moreover, we have defined

$$
\delta=\min \left\{\frac{p-\tau}{p} \frac{q-p}{q} \alpha_{1}-\tau, \frac{p-\tau}{p}\left(1-\frac{\gamma}{p^{*}}\right) \alpha_{2}, 2 \gamma\left(\frac{1}{p}-\frac{1}{p^{*}}\right)-\tau \frac{\gamma}{p}\right\}
$$

which is strictly positive for $\tau$ chosen sufficiently small (in dependency of $N, p, \nu, L$ and $\alpha_{1}$ ). Returning to a Campanato-type decay estimate, we then find via Proposition 4.2 for any $0<\rho<R \leq R_{0} / 2$ :

$$
\begin{aligned}
& \int_{B_{\rho}^{+}\left(x_{0}\right)}\left|V(D u)-(V(D u))_{\rho, x_{0}}\right|^{2} d x \\
& \quad \leq 2 \int_{B_{\rho}^{+}\left(x_{0}\right)}\left|V\left(D v_{0}\right)-\left(V\left(D v_{0}\right)\right)_{\rho, x_{0}}\right|^{2} d x+2 \int_{B_{R}^{+}\left(x_{0}\right)}\left|V(D u)-V\left(D v_{0}\right)\right|^{2} d x \\
& \quad \leq c\left(\frac{\rho}{R}\right)^{2+\varepsilon} \int_{B_{R}^{+}\left(x_{0}\right)}\left(1+\left|D v_{0}\right|\right)^{p} d x+c R^{2+\delta} \leq c\left(\frac{\rho}{R}\right)^{\varepsilon} \rho^{2} R^{-\tau}+c R^{2+\delta} .
\end{aligned}
$$

Taking $R:=\rho^{\sigma}$ with

$$
\sigma:=\frac{2+\varepsilon}{2+\delta+\varepsilon+\tau}
$$

we obtain that the powers of $\rho$ on the right-hand side of the previous inequality coincide and equal $\sigma(2+\delta)$. So in the next step we fix $\tau$ sufficiently small (which in turn fixes the radius $R_{0}$ ) such that this power of $\rho$ is greater than the space dimension 2, i.e.

$$
\begin{aligned}
& \sigma(2+\delta)=\frac{4+2 \varepsilon+2 \delta+\varepsilon \delta}{2+\delta+\varepsilon+\tau}>2 \\
\Leftrightarrow & \tau<\min \left\{\frac{\varepsilon(q-p) p \alpha_{1}}{2 p q+\varepsilon p q+\varepsilon(q-p) \alpha_{1}}, \frac{\varepsilon p\left(1-\frac{\gamma}{p^{*}}\right) \alpha_{2}}{2 p+\varepsilon\left(1-\frac{\gamma}{p^{*}}\right) \alpha_{2}}, \frac{\varepsilon\left(1+\frac{\gamma}{p}-\frac{\gamma}{p^{*}}\right)}{1+\frac{\varepsilon \gamma}{2 p}}\right\}=: \tau_{0}
\end{aligned}
$$

with $\tau_{0}=\tau_{0}\left(N, p, p^{*}, \nu, L, \gamma, \alpha_{1}, \alpha_{2}\right)$. Hence, there exists an exponent $\lambda>0$ depending on the same parameters such that

$$
\begin{equation*}
\int_{B_{\rho}^{+}\left(x_{0}\right)}\left|V(D u)-(V(D u))_{\rho, x_{0}}\right|^{2} d x \leq c(N, p, \nu, L) \rho^{n+2 \lambda} \tag{7.2}
\end{equation*}
$$

for $\rho \leq \rho_{0}$, and $\rho_{0}$ sufficiently small in dependency of $N, p, \nu, L, \alpha_{1},\|u\|_{L^{\infty}}$ and $\|D u\|_{L^{q}}$ (but $\rho_{0}$ is independent of $x_{0}$ ). For balls in the interior, the same estimate holds true, and combining the estimates for balls in the interior of $B^{+}$and for half-balls with center on $\Gamma$, we again obtain this decay estimate for all intersects of balls with $B^{+}$. Scaling back, taking into account Campanato's characterization of Hölder continuous functions and using standard properties of the $V$-function, we thus arrive at the conclusion $D u \in C^{0, \lambda^{\prime}}\left(\bar{\Omega}, \mathbb{R}^{N}\right)$ in the superquadratic case $p \geq 2$ for some $\lambda^{\prime}>0$. Therefore, the set of regular points of $D u$ given in Theorem 1.1 coincides with $\bar{\Omega}$, the optimal Hölder continuity follows, and the theorem is proved for $p \geq 2$.

Dealing with the subquadratic case, we first observe that the Morrey-embedding $D u \in L^{2-\tau, p}$ holds locally outside a set of Hausdorff dimension less than $n-p$, except in the case where $f$ and $h$ do not depend explicitly on $u$ (in this case, the estimate (7.1) holds everywhere and the line of arguments above applies). Therefore, in the general situation the proof of Theorem 1.3 merely ensures that (7.1) holds locally on the regular set $\operatorname{Reg}_{B+\cup \Gamma}(u)$ of $u$ (and also on $\operatorname{Reg}_{\Omega}(u)$ in the interior). Then, as it was proved in Theorem 1.3, the radius $R_{0}>0$ determined in the superquadratic case now depends also on the point $x_{0}$, but due to the continuity of the map $x_{0} \mapsto R^{p-n} \int_{B_{R}^{+}\left(x_{0}\right)}(1+|D u|)^{p} d x$ the estimate holds locally in a neighbourhood $U\left(x_{0}\right)$ of $x_{0}$. Therefore, for every $x_{0}$ in the regular set of $u$ we have estimates of the type (7.1) at our disposal for a (relative) neighbourhood $U\left(x_{0}\right)$ of $x_{0}$, and we thus repeat the calculations restricting ourselves to (half-)balls contained in $U\left(x_{0}\right)$. This yields the inequality (7.2) on (half-)balls $B_{\rho}^{(+)}\left(x_{0}\right)$ for all $\rho>\rho_{0}$ with $\rho_{0}>0$ now depending also on $x_{0}$ in a continuous way. The conclusion then follows exactly as above.

## Acknowledgement

The author wishes to thank G. Mingione and J. Kristensen for introducing her to this problem.

## References

[1] E. Acerbi and N. Fusco, Semicontinuity problems in the calculus of variations, Arch. Ration. Mech. Anal. 86 (1984), 125-145.
[2] E. Acerbi and N. Fusco, A regularity theorem for minimizers of quasiconvex integrals, Arch. Ration. Mech. Anal. 99 (1987), 261-281.
[3] E. Acerbi and N. Fusco, Local regularity for minimizers of non convex integrals, Ann. Sc. Norm. Super. Pisa, Cl. Sci., IV. Ser. 16 (1989), no. 4, 603-636.
[4] E. Acerbi and N. Fusco, Regularity for minimizers of non-quadratic functionals: the case $1<p<2$, J. Math. Anal. Appl. 140 (1989), 115-135.
[5] F. J. Almgren, Existence and regularity almost everywhere of solutions to elliptic variational problems among surfaces of varying topological type and singularity structure, Ann. Math. 87 (1968), no. 2, 321-391.
[6] A. Arkhipova, Partial regularity up to the boundary of weak solutions of elliptic systems with nonlinearity $q$ greater than two, J. Math. Sci. (N. Y.) 115 (2003), 2735-2746.
[7] L. Beck, Partial regularity for weak solutions of nonlinear elliptic systems: the subquadratic case, Manuscr. Math. 123 (2007), no. 4, 453-491.
[8] L. Beck, Boundary regularity for elliptic problems with continuous coefficients, J. Convex Anal. 16 (2009), no. 1, 287-320.
[9] L. Beck, Partial Hölder continuity for solutions of subquadratic elliptic systems in low dimensions, J. Math. Anal. Appl. 354 (2009), no. 1, 301-318.
[10] S. Campanato, Proprietà di Hölderianità di alcune classi di funzioni, Ann. Sc. Norm. Super. Pisa Ser. III 17 (1963), 175-188.
[11] S. Campanato, Hölder continuity and partial Hölder continuity results for $W^{1, q}$-solutions of non-linear elliptic systems with controlled growth, Rend. Sem. Mat. Fis. Milano 52 (1982), 435-472.
[12] S. Campanato, A maximum principle for nonlinear elliptic systems: Boundary fundamental estimates, Adv. Math. 66 (1987), 291-317.
[13] S. Campanato, Elliptic systems with non-linearity $q$ greater or equal to two. Regularity of the solution of the Dirichlet problem, Ann. Mat. Pura Appl. Ser. 4147 (1987), 117-150.
[14] M. Carozza, N. Fusco, and G. Mingione, Partial Regularity of Minimizers of Quasiconvex Integrals with Subquadratic Growth, Ann. Mat. Pura Appl. Ser. 4175 (1998), 141-164.
[15] E. De Giorgi, Frontiere orientate di misura. Seminario di Matematica, Sc. Norm. Super. Pisa, 1960-1961.
[16] E. De Giorgi, Un esempio di estremali discontinue per un problema variazionale di tipo ellittico, Boll. Unione Mat. Ital., IV. 1 (1968), 135-137.
[17] F. Duzaar, A. Gastel, and J. F. Grotowski, Partial regularity for almost minimizers of quasi-convex integrals, SIAM J. Math. Anal. 32 (2000), no. 3, 665-687.
[18] F. Duzaar and J. F. Grotowski, Optimal interior partial regularity for nonlinear elliptic systems: the method of $A$ harmonic approximation, Manuscr. Math. 103 (2000), 267-298.
[19] F. Duzaar, J. F. Grotowski, and M. Kronz, Partial and full boundary regularity for minimizers of functionals with nonquadratic growth, J. Convex Anal. 11 (2004), no. 2, 437-476.
[20] F. Duzaar, J. F. Grotowski, and M. Kronz, Regularity of almost minimizers of quasi-convex variational integrals with subquadratic growth, Ann. Mat. Pura Appl. 11 (2005), no. 4, 421-448.
[21] F. Duzaar, J. Kristensen, and G. Mingione, The existence of regular boundary points for non-linear elliptic systems, J. Reine Angew. Math. 602 (2007), 17-58.
[22] F. Duzaar and G. Mingione, The p-harmonic approximation and the regularity of p-harmonic maps, Calc. Var. Partial Differ. Equ. 20 (2004), 235-256.
[23] F. Duzaar and K. Steffen, Optimal interior and boundary regularity for almost minimizers to elliptic variational integrals, J. Reine Angew. Math. 546 (2002), 73-138.
[24] M. Eleuteri and J. Habermann, Regularity results for a class of obstacle problems under nonstandard growth conditions, J. Math. Anal. Appl. 344 (2008), no. 2, 1120-1142.
[25] L. C. Evans, Quasiconvexity and partial regularity in the calculus of variations, Arch. Ration. Mech. Anal. 95 (1986), 227-252.
[26] M. Foss, Global regularity for almost minimizers of nonconvex variational problems, Ann. Mat. Pura Appl., IV. Ser. 187 (2008), no. 2, 263-321.
[27] M. Foss and G. Mingione, Partial continuity for elliptic problems, Ann. Inst. Henri Poincaré Anal. Non Linéaire 25 (2008), 471-503.
[28] N. Fusco and J. E. Hutchinson, $C^{1, \alpha}$ partial regularity of functions minimising quasiconvex integrals, Manuscr. Math. 54 (1985), 121-143.
[29] M. Giaquinta, A counterexample to the boundary regularity of solutions to elliptic quasilinear systems, Manuscr. Math. 24 (1978), 217-220.
[30] M. Giaquinta, Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Systems, Princeton University Press, Princeton, New Jersey, 1983.
[31] M. Giaquinta and E. Giusti, On the regularity of the minima of variational integrals, Acta Math. 148 (1982), 31-46.
[32] M. Giaquinta and E. Giusti, Sharp estimates for the derivatives of local minima of variational integrals, Boll. Unione Mat. Ital., VI. Ser., A 3 (1984), 239-248.
[33] M. Giaquinta and G. Modica, Partial regularity of minimizers of quasiconvex integrals, Ann. Inst. H. Poincaré Anal. Non Linéaire 3 (1986), 185-208.
[34] E. Giusti, Direct Methods in the Calculus of Variation, World Scientific Publishing, Singapore, 2003.
[35] E. Giusti and M. Miranda, Sulla Regolarità delle Soluzioni Deboli di una Classe di Sistemi Ellitici Quasi-lineari, Arch. Rational Mech. Anal. 31 (1968), 173-184.
[36] E. Giusti and M. Miranda, Un esempio di soluzioni discontinue per un problema di minimo relativo ad un integrale regolare del calcolo delle variazioni, Boll. Unione Mat. Ital., IV. Ser. 1 (1968), 219-226.
[37] J. F. Grotowski, Boundary regularity results for nonlinear elliptic systems in divergence form, Habilitationsschrift, Erlangen, 2000.
[38] J. F. Grotowski, Boundary regularity results for nonlinear elliptic systems, Calc. Var. Partial Differ. Equ. 15 (2002), 353-388.
[39] C. Hamburger, Partial regularity for minimizers of variational integrals with discontinuous integrands, Ann. Inst. Henri Poincaré, Anal. Non Linéaire 13 (1996), no. 3, 255-282.
[40] C. Hamburger, Optimal partial regularity of minimizers of quasiconvex variational integrals, ESAIM, Control Optim. Calc. Var. 13 (2007), no. 4, 639-656.
[41] J. Kristensen, Lower semicontinuity in spaces of weakly differentiable functions, Math. Ann. 313 (1999), no. 4, 653-710.
[42] J. Kristensen and G. Mingione, The Singular Set of $\omega$-minima, Arch. Rational Mech. Anal. 177 (2005), 93-114.
[43] J. Kristensen and G. Mingione, The Singular Set of Minima of Integral Functionals, Arch. Rational Mech. Anal. 180 (2006), no. 3, 331-398.
[44] J. Kristensen and G. Mingione, Boundary regularity in variational problems, Arch. Rational Mech. Anal. (to appear), DOI: 10.1007/s00205-010-0294-x.
[45] J. Kristensen and G. Mingione, Boundary regularity of minima, Atti Accad. Naz. Lincei Cl. Sci. Fis. Mat. Natur. Rend. Lincei (9) Mat. Appl. 19 (2008), no. 4, 265-277.
[46] J. Kristensen and A. Taheri, Partial regularity of strong local minimizers in the multi-dimensional calculus of variations, Arch. Ration. Mech. Anal. 170 (2003), no. 1, 63-89.
[47] M. Kronz, Boundary Regularity for Almost Minimizers of Quasiconvex Variational Problems, NoDEA Nonlinear Differential Equations Appl. 12 (2005), no. 3, 351-382.
[48] P. Marcellini, Approximation of quasiconvex functions and lower semicontinuity of of multiple integrals, Manuscr. Math. 51 (1985), 1-28.
[49] G. Mingione, Bounds for the singular set of solutions to non linear elliptic systems, Calc. Var. Partial Differ. Equ. 18 (2003), no. 4, 373-400.
[50] G. Mingione, The Singular Set of Solutions to Non-Differentiable Elliptic Systems, Arch. Rational Mech. Anal. 166 (2003), 287-301.
[51] G. Mingione, Regularity of minima: an invitation to the Dark Side of the Calculus of Variations, Appl. Math. 51 (2006), no. 4, 355-425.
[52] C. B. Morrey, Quasi-convexity and the lower semicontinuity of multiple integrals, Pac. J. Math. 2 (1952), 25-53.
[53] C. B. Morrey, Partial regularity results for non-linear elliptic systems, J. Math. Mech. 17 (1968), 649-670.
[54] J. Necas, Example of an irregular solution to a nonlinear elliptic system with analytic coefficients and conditions for regularity, Theory of nonlinear operators (Proc. Fourth Internat. Summer School, Acad. Sci., Berlin, 1975), 197-206.
[55] J. Necas, O. John, and J. Stará, Counterexample to the regularity of weak solution of elliptic systems, Commentat. Math. Univ. Carol. 21 (1980), 145-154.
[56] D. Phillips, A minimization problem and the regularity of solutions in the presence of a free boundary, Indiana Univ. Math. J. 32 (1983), 1-17.
[57] M. A. Ragusa and A. Tachikawa, Regularity of minimizers of some variational integrals with discontinuity, Z. Anal. Anwend. 27 (2008), no. 4, 469-482.
[58] T. Schmidt, Regularity of minimizers of $w^{1, p}$-quasiconvex variational integrals with $(p, q)$-growth, Calc. Var. Partial Differ. Equ. 32 (2008), no. 1, 1-24.
[59] T. Schmidt, A simple partial regularity proof for minimizers of variational integrals, NoDEA Nonlinear Differential Equations Appl. 16 (2009), no. 1, 109-129.
[60] V. Šverák, Quasiconvex functions with subquadratic growth, Proc. R. Soc. Lond., Ser. A 433 (1991), no. 1889, $723-725$.
[61] V. Šverák and X. Yan, A singular minimizer of a smooth strongly convex functional in three dimensions, Calc. Var. Partial Differ. Equ. 10 (2000), 213-221.


[^0]:    ${ }^{*}$ L. Beck, Scuola Normale Superiore di Pisa, Piazza dei Cavalieri 7, 56126 Pisa, Italy. E-mail: lisa.beck@sns.it

