STRUCTURE OF TWO-DIMENSIONAL MOD(q) AREA-MINIMIZING
CURRENTS NEAR FLAT SINGULARITIES: THE CODIMENSION ONE
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ABSTRACT. We obtain a fine structural result for two-dimensional mod(g) area-minimizing cur-
rents of codimension one, close to flat singularities. Precisely, we show that, locally around
any such singularity, the current is a C1>®-perturbation of the graph of a radially homogeneous
special multiple-valued function that arises from a superposition of homogeneous harmonic
polynomials. Additionally, as a preliminary step towards an analogous result in arbitrary codi-
mension, we prove in general that the set of flat singularities of density %, where the current is
“genuinely mod(q)”, consists of isolated points.

1. INTRODUCTION

In this and the companion paper [17], we study the structural properties of two-dimensional
area-minimizing currents mod(q), where ¢ > 2 is an integer, in a sufficiently regular Riemannian
manifold ¥. Recall that these are two-dimensional integer rectifiable currents in ¥ which are
representatives mod(q) of an area-minimizing flat chain mod(q) in ¥. Roughly speaking, the
framework of currents mod(gq) provides a resolution to the Plateau problem with multiplicities
in the group Z, for both the surface and its boundary; we refer the reader to [5] for precise
definitions and relevant background. In contrast to the case of area-minimizing integral currents,
namely the case when the coefficients group is Z, this setting permits the formation of codimension
1 singularities such as triple junctions mod(3) (see [25]). Such singularities appear naturally in
soap films, and are admissible within the more general framework of stable integral varifolds.
Despite many groundbreaking results including [18,20-22, 28] for stable minimal hypersurfaces,
the regularity theory in the latter framework is yet to be fully understood, particularly in higher
codimension. Nevertheless, the study of mod(q) area-minimizing surfaces provides a valuable
insight into what might be expected in general.

The study of mod(gq) area-minimizing currents dates back to work of Federer [16] when ¢ = 2
(non-oriented surfaces), Taylor [25] for two-dimensional surfaces in R® when ¢ = 3, and White
[26,27] who both studied properties of mod(4) area-minimzing hypersurfaces, and established a
regularity result for general mod(q) area-minimizing hypersurfaces. In recent years, a significant
number of progress has been made on the regularity of area-minimizing currents mod(q) for general
moduli ¢, and in general dimension m and codimension 7i; see [2-7,19,21]. Two particularly
important outcomes of this regularity theory are

(1) at any classical singularity that has a tangent cone which is an open book, comprised
of ¢ (not necessarily distinct) half-planes meeting in an interface, this tangent cone is
unique and the classical singularities are locally an embedded C*® (m — 1)-dimensional
submanifold;

(2) the set of branch points (or flat singularities), where there exists a tangent cone sup-
ported in a plane with multiplicity forms a countably (m — 2)-rectifiable set within the
m-dimensional surface.

Note that (1) does not say that the current itself is a C*® perturbation of the open book locally
near a classical singularity; indeed, this is only known if either the codimension of the surface is
n = 1, or if each of the half-planes in the open book has multiplicity one. Otherwise, one needs
to rule out the possibility of branch points accumulating to the spine of the open book. We will
treat the latter issue in our companion paper [17] joint with Jonas Hirsch.

Here, we build on this regularity theory, to establish a precise structural characterization of a
two-dimensional mod(gq) area-minimizing surface in codimension 7 = 1, locally around branch
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points. This can be viewed as being somewhat analogous to the results in [13-15] for two-
dimensional integral currents. Note that, for a mod(q) area-minimizing current 7' of arbitrary
dimension and codimension, if a tangent cone to T at a point p is (the current associated with) a
plane with density @ strictly smaller than half of the modulus ¢ for 7', then T identifies with an
area-minimizing integral current locally around p; see [7, Proposition 2.7]. In particular, when ¢
is an odd integer, branch points are absent in codimension 77 = 1 for any dimension m, whereas
the local structure of T" around any branch point p is understood, after the analysis carried out in
[13-15], when the dimension is m = 2 and the codimension 7 is higher than 1. For this reason, we
are going to work, here and in [17], under the assumption that ¢ is an even integer, ¢ = 2Q > 4,
and a tangent cone to T' at p is a plane with density (). Note that such a planar tangent cone is
unique, in light of the work [4] in the case . = 1, and [7, Theorem 11.5, Proposition 13.3, Theorem
2.6] in the case 7 > 1.

Assumption 1.1. Let ¢ = 2Q) > 4 be an integer. Let n and n be integers with n > n > 1, and set
l:=n—n. Let k € (0,1). Suppose that T is a 2-dimensional area-minimizing current mod(q) in (an
open subset of) a complete, C?*-regular Riemannian (2 + 71)-dimensional embedded submanifold
¥ of R?2T™. Suppose, furthermore, that 0 € spt(7T) \ spt?(9T) is a flat singular point of 7" with
O(T,0) = @, and suppose that C = Q[mo] is the tangent cone to T at 0. Without loss of generality,
we will assume that mop = R? x {0} C R? x R”, and that Tp¥ = R? x R™ x {0} C R? x R" x Rl
We shall denote m5° = {0z} x R™ x {0;} ~ R™ the orthogonal complement of 7 in Tp¥, whereas
the symbol + will indicate orthogonal complement in R?+™.

The first main result of the present manuscript is in codimension 7 = 1, and it can be stated
as follows.

Theorem 1.2. Letn =1, and let q,Q,n,l,k,T,%, and 7 be as in Assumption 1.1. Then, there
exist ro > 0 and o € (0,1) such that, up to a rotation, T L B,, is a C1®-perturbation of the
multigraph of the function u : mg D By, — JZ{Q(’/TOLO) ~ ao(R) given in polar coordinates by

S22 e, o sin(1o0)], +1)  if (r,0) € U},

u(r,0) := Q ro o ' -
Yz legiriosin(lof)], 1) if (r,0) € U,

where Iy € N>o, 7 €{0,...,Ip — 1}, cjiﬂ- €R, and

U;r: {(r,@):0<r<r0, 2{—0” <6< Lj}:)ﬂ} )

Uy = {(n0):0<r <y, G << Citm]

Our second main result is that the top density branch points, namely, those that are “necessarily
mod(q)”, are isolated in any codimension. Let Sing;(T") denote the set of flat singularities of a
moq(q) area-minimizing current 7.

Theorem 1.3. Let q,Q,n,l,x,T,%, and g be as in Assumption 1.1. Then the set
Fo(T) == {p € Sing;(T) : O(T',p) = Q}
is discrete.

Remark 1.4. Under the hypotheses of Assumption 1.1, even in the case 7 > 1, in Theorem 6.2 we
are able to obtain uniqueness with a rate of decay of the fine blow-up u of T at 0 (see [7, Section
11.2]) with the structure given by Theorem 1.2. However, we are not able to say that T is a
Cl“-perturbation of the multigraph of u via the methods herein. This is due to the possibility
that lower density classical branch point singularities may be accumulating to the origin; this will
be ruled out in our forthcoming work [17].
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2. STRATEGY OF PROOF AND STRUCTURE OF ARTICLE

The article is structured as follows. In Section 3 we provide the relevant notation and pre-
liminary results. In Section 4 we establish a classification of blow-up functions relative to center
manifolds obtained via the blow-up procedure of [5], in the case where the dimension of T is two.
This is the analogue of the codimension one result [3, Proposition 2.4]. This allows us to assume
that we are working with a single center manifold and M-normal approximation throughout. In
Section 5 we obtain variational estimates for Almgren’s frequency function and related quantities
associated to the reparametrization N of the M-normal approximation N. These are analogous
to those valid for a regularized version of Almgren’s frequency function for N. In this section,
we additionally verify that A satisfies a suitable almost-minimizing property for the Dirichlet
energy. In Section 6, we use the almost Dir-minimizing property of A from the preceding section
with a suitable choice of competitor, in order to obtain a decay property for Almgren’s frequency
function. This in turn induces a power law decay for suitably scaled versions of the L2-height on
spheres and the Dirichlet energy on balls for A". From the decay of these 3 quantities, we easily
conclude our main result Theorem 1.2 when the codimension is one.

3. NOTATION AND PRELIMINARIES

Balls of radius 7 and center p in R**" are denoted by B, (p). Two-dimensional planes are
denoted by m, with 7y denoting the plane R? x {0} C R?*". We will write wy for the Lebesgue
measure of the unit ball in R2. We use the notation B,.(p,w) for the disk B,(p) N 7w around a
point p € w. If p = 0, we will omit dependency on p, and when 7 = 7y, we will often additionally
omit dependency on my. We refer the reader to [5] for the notion of non-oriented tilt excess
E™(T,B..(p),n) in B, (p) relative to a plane 7, and we recall that

Eno(Tv B, (p)) = inf Eno(Tv Br(p)v 7T) :
planes
Given a point p € R*™" and a radius 7 > 0 we use the notation 7, , to denote the rescaled current
(tp,r)3T, where 1y (y) := L2,

We will henceforth work under the following assumption, which may be achieved by translating

and scaling.

Assumption 3.1. In addition to Assumption 1.1, we assume that X247 C R2*" is a C3"-regular
submanifold with empty boundary in B, 5, and that, for each p € X, X is the graph of a C3*r
map ¥,: T,% — T,5+. We set ¢(X) := SUD,esnB, L, |D¥,||c2.~. We additionally assume that

T has support in XN §6\/§, that it is area-minimizing mod(q) in X N B, 5, and that, for some
£p € (0, ].)Z

ITLBg 5 =0 mod(q), (3.1)
IT)(Beyz,) < (Qwa(6v2)* +e8)p* ¥p<1, (3-2)
E™(T, By 5) = E™(T, By g, m0) (3.3)
c(D)? <&k, (3.4)

Finally, in light of [5, Lemma 17.7], we may assume that g is so small (depending on 7 and
n) that (a suitable modification and extension outside of By, 5 of) ¥ is the graph of a C** map
U: TpX ~ R — T8t ~ Rl satisfying ¥(0) = 0 and || D¥||gz.« < Cp &g for a geometric constant
Co = Co(n1,m).

We recall the notion of a center manifold M, first introduced by Almgren in [1] in the framework
of area-minimizing integral currents (see also [11]). Its analogue for area-minimizing currents
mod(q) was constructed in [5] under the validity of Assumption 3.1, and in the context herein,
it is a C®* two-dimensional submanifold of ¥ obtained as the graph of a map ¢ defined on
Bs3/y C mp. In the coordinate system defined in Assumption 1.1, and denoting z the variable
in the plane my, we have p(z) = ((2), ¥(z,¢(z))) € R™ x R for a function ¢: B3/» — R™, so
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that when ®(z) = (2,¢(z)) € R? x R™ denotes the graph map of ¢ then ® : B3, — X and
M = ®(Bjg/;). Following [5], we may associate to M a normal approzimation for T, which
is a special Q-valued Lipschitz map N : M — @/5(R*t™) that approximates T effectively (see
[5, Theorem 17.24, Corollary 17.25]). The latter implicitly comes with a pair (IC, F'), where F is
the graph map associated with N, namely the map F': M — o/(R?*™) given by

SS9 [o+ N (2)],+1) ifz e My UM,,

F(z) =
9 e+ N7 (@)],-1) ifzeM_,

and K C M is the (closed) domain of graphicality for which TrL p~*(K) = TL p~'(K). Here,
T+ Nl-i(as) identifies the point in R?T™ obtained by translating * € M according to the vector
N¥(z): these are such that N (z) € T, ML, and x + N¥(z) € X for every i and for every z.
Furthermore, (M, M_, My) is the canonical decomposition of M induced by N, N* are the
positive and negative parts of N, and p is the nearest point projection map associated to M;
see [2, Assumption 17.21]. We refer the reader to [6] for the necessary background on special
Q-valued maps, and to [5] for all additional relevant terminology and notation surrounding the
center manifold in this setting, which we will adopt herein also.

We will further make use of Almgren’s frequency function, also originally considered in [1].
Recall that for a (special) Dir-minimizing map u : @ C R™ — /5(R?) on an open domain
Q) C R™, the frequency of u around a given center x € ) at scale r € (0, dist(z, 9Q)) is given by

TDu(J?, T)

I,(z,7r) = Ho(oor)

where
H@n)= [ P ), Duen = [ D)y,
9B, (x) B (z)
It is a classical fact that r — I,(x,r) is monotone non-decreasing for each z € Q, and takes a

constant value « if and only if u is radially homogeneous of degree « relative to x (see [5, Section
9] for the derivation of this fact in the </-valued setting). In particular, the limit

I,(z,0) := lrlﬁ)l I,(z,r)

exists.

Following [5] (cf. [12]), we may subdivide the interval (0, 1] of scales around the origin into a
collection of mutually disjoint intervals (s;,t;] with t;41 < s; for each j, referred to as intervals
of flattening, such that for every r € (s;,t;],

* E"(T,By3,) < <},
o E"(T,Bg3,) < C(£)**moy,
where
mo,; == max{E"(T, By, ), €515 >}, (3.5)

and €3, 02 are as in [5]. Note that we may safely take this definition of my ; in place of the one
in [5], in light of the scaling of ¢(Xo,,) (cf. [7,8]). Associated to each interval (s;,t;], we may
construct a center manifold M; for To+; L By 5 with associated normal approximation Nj, as
described above. By rescaling, we henceforth work under the following assumption.

Assumption 3.2. Suppose that n, n, ¢ = 2Q, T, ¥ and my are as in Assumptions 1.1 and 3.1.
Suppose in addition that g¢ is chosen small enough so that to = 1 and mg o < £3.

Recalling [3, Proposition 2.3 & 2.4] (see also [24, Proposition 2.3]), when 7 = 1, there is a
single interval of flattening (so, o] = (0, 1] with corresponding center manifold M = M, and
normal approximation N = Ny, regardless of the dimension of T'. The key to this conclusion is
the classification of tangent functions and thus possible limiting frequency values at scale 0 given
by [3, Theorem 3.6]. In the succeeding section, we will demonstrate that this remains true when
T is two-dimensional, regardless of the codimension 7, by an analogous classification of tangent
functions.



4. CLASSIFICATION OF 2-DIMENSIONAL TANGENT FUNCTIONS

Theorem 4.1. Suppose that u € W12(R? @o(R™)) is a non-trivial, radially a-homogeneous
Dir-minimizer with mou = 0 and such that each of QT, Q~ consists of at least one connected
component. Let u* be maps associated to the respective positive and negative regions of u (see
Section 3).

Then « is a positive integer and the scalar function |u™| —|u™| is an a-homogeneous harmonic
polynomial whose nodal set is Sing(u).

Proof. Let U be a connected component of 7. Since u is radially homogeneous, there exists an
arc I C 9B such that U = {¢I : t € (0,00)}. Now, uT|y lies in W?(U; Ag(R™)). Thus, we may
use [10, Proposition 1.2] to find a selection vy, ...,vg € W12(I,R™) such that

Q
utly(r,0) = Z[[r%i(e)ﬂ )

Moreover, since ) o u = 0, we must have v; = --- = vg = 0 on dI. On the other hand, since U is
a single connected component of QF, there exist ¢ # j such that v;(0) # v;(0) for each 6 € I. In
addition, the first variations for u guarantee that v; solve the eigenvalue equation

vl (0) + v (0) = 0.
This has (up to rotation) a unique solution

v;(0) = a; sin(ab),

for some a; € R™. When combined with the boundary data and the fact that the v; cannot all
agree in the interior of I, forces the condition that (up to rotation) I consists of the interval of
angles (0, Z). Since this is true for any such connected component U of QO or Q~, this forces
a € N, and thus I has length Z.

To see that |u™| — |u~| is an a~homogeneous harmonic polynomial, we argue in the same spirit
as [3, Proof of Theorem 3.6]. For each such connected component U, let a(U) = (a1,...,aq)
for a; as above (which differ among different components U). Assuming, by rotation, that the
G+

«

connected components U of QF have corresponding arcs [ = {% <0< }, consider the

function p : R? — R defined in polar coordinates by
la(U)|re|sin(ad)|  if (r,0) e U C QT
p(r,0) = < —|a(U)|r*|sin(ab)| if (r,0) e U C Q™
0 otherwise.

Observe that p is Lipschitz, a-homogeneous and harmonic on QT U Q™. It remains to verify that
p is harmonic across Qg. To this end, take U, U_ connected components of Q1 Q™ respectively,
such that U, NOU_ # (. Let = € U, NOU_\{0}. Consider the differential Dp*(z) of p at =
from either side. Clearly the tangential derivative D,p*(z) in the direction of QU™ is zero. On
the other hand, taking a tangent function g to u (cf. [10, Section 3.5], [6, Proof of Proposition
10.3]) at x, we observe that g is translation-invariant in the direction spanned by z, and thus
identifies with a 1-dimensional homogeneous Dir-minimizer h : R — </5(R™). Since the inner
variation [6, Proposition 7.1] in this case simplifies to

/}R IDhPg' =0 Yo e CX(R),

we deduce that | Dh| is constant. Returning to p*, we conclude that |0,p* (x)| = |0,p~ (2)|, where
v is the outward unit normal to U, at z. By our definition of p, we in fact arrive at

op™ (z) = 0up~ ().

Since such Uy and x # 0 are arbitrary, this clearly implies that p is indeed harmonic on the
entirety of R? \ {0}, and thus on the entirety of R2. O

By arguing exactly as in [3, Section 9, Section 10.2], Theorem 4.1 allows us to obtain almost-
quadratic (non-oriented) tilt excess decay and conclude that there is a single center manifold such
that the flat singularities of T' near the origin are contained in its contact set (see [5] for the
notation).
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Corollary 4.2. Suppose that Assumption 3.2 holds. Then for every § > 0, there exists £4(0,q,n,n) €
(0,€3] and C(3,q,n,7) > 0 such that if in addition we have mo < €5 then for every r € (0, %]

we have
E"(T,B,) < Cmyr?=%.

In particular, there is a single interval of flattening (so, to] = (0,1] and there exists n(q,n,n) > 0
such that

So(T)NB, Cc &(I') c M,
for the associated center manifold M = M.

We omit the proof of Corollary 4.2, since it follows by the very same reasoning as that in the
proofs of [3, Proposition 2.3 & 2.4]. Note that no part of the proofs therein rely on the codimension
being 1, provided that one has the conclusion of Theorem 4.1 and the a priori validity of a weaker
power law tilt excess decay analogous to [4, Theorem 1.3]. We note that the latter indeed holds in
higher codimension at every point with singularity degree strictly larger than 1; see [8, Proposition
7.2] and the discussion in [7, Section 11.3]. By the classification of Theorem 4.1, when T is two-
dimensional, every flat singular point of density ) has singularity degree at least 2.

In light of this, we will from now on work under the following assumption.

Assumption 4.3. Suppose that n, n, ¢ = 2Q, T, 3 and 7 are as in Assumption 3.2. Moreover,
suppose that there is a single interval of flattening (0, 1] for the origin, with corresponding center
manifold M and M-normal approximation N. Let mg := mg o < 7 be the associated constant
given by (3.5).

5. VARIATIONAL ESTIMATES AND ALMOST DIR-MINIMALITY OF N

In this section, we work under Assumption 4.3 and demonstrate that the M-normal approx-
imation N exhibits a suitable almost Dir-minimizing property relative to Lipschitz competitors
(cf. [15, Section 3]. The latter will play a key role in demonstrating, in the succeeding section,
a decay property for the frequency function of N. Let us first define the latter. Given a center
manifold M = ®(Bj),), and a normal approximation N: M — /o (R**"), we set N := N o &.
Note that N provides a parameterization of N over Bz, C m. The functions H(r) := Hxr(0,7)
and D(r) := D (0,r) are then well defined for every r € (O, %), and the frequency function of N
around z = 0 at scale r is given by

I(r) := In(0,r) =

which is well defined if H(r) # 0. Note that our definition of the frequency function differs from
that in [5,12]. This is entirely for technical purposes, due to the fact that we will derive the key
decay property of the frequency function by comparing Fourier decompositions on the sphere 0B,
We thus wish to work with the classical (non-regularized) Almgren frequency function for A/, in
place of the regularized frequency function for N, but we will proceed to demonstrate that the
former satisfies analogous variational identities and estimates.

Let ((Bs/2)+,(Bs/2)—, (Bs/2)o) be the canonical decomposition of Bs/o induced by N, and let
F denote the graph of N, namely

F(z) = {(Zi[[@(z) FNFELAY) i 2 € (Bya) U (Bypdo,
(e + N (@) -1) iz € (Bya)-

Throughout the section, all integrals on regions in M will be intended with respect to 2, whereas
integrals over B, and 0B, in my will be intended with respect to the Lebesgue measure and arc-
length H!, respectively. The operator D will denote both derivative in my and tangential derivative
on M, depending on the context. Finally, the tangential and normal derivatives on a circle, say,
0B, will be denoted Vy and 9, respectively.
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5.1. Variational estimates. In order to state the key variational estimates for D, H and I, we
introduce the following additional quantities (cf. [12,15]):

G(?") = / |v€./\/'|27
0B,

Z/ (NG, O NG)
OB

Proposition 5.1. There exist v > 0 and C = C(q,n,n) with the following property. Suppose that
Assumption 4.3 holds. Then, the following hold for every r € (0,1].

cl<Ii(ry<cC (5.1)
H'(r) = Hff) +2E(r), (5.2)
ID'(r) — 2G(r)| < cw—l/ IDN2, (5.3)
®(B;)
ID(r) — E(r)| < Cﬂ/ IDN|?. (5.4)
&(B,)

Before proving Proposition 5.1, let us provide the consequence that the estimates therein have
for 1.

Corollary 5.2. Suppose that Assumption 4.3 holds. There exists C = C(q,n,n) such that
I'(r)>—-Cr'! for every r € (0,1],
where v > 0 s as in Proposition 5.1.

We omit the proof of Corollary 5.2 here, since given the variational estimates of Proposition
5.1, it follows by exactly the same reasoning as that in [12, Proof of Theorem 3.2], combined with
the simplification of the frequency radial derivative estimate provided in [9, Lemma 4.1, (31)].

Proof of Proposition 5.1. First, the uniform upper and lower bounds in (5.1) are a consequence of
a contradiction and compactness argument, cf. [23, Proof of Theorem 6.8] and [9, Proof of Lemma
4.1]. Observe that these arguments work analogously in the mod(q) setting, see for instance the
discussion in [7, Section 11]. The identity in (5.2) does not require the inner or outer variations
for Tx, and is merely a consequence of directly differentiating H(r); see for instance [10, Proof of
Theorem 3.15].

We now come to the estimates (5.4) and (5.3). These estimates are a consequence of the same
computations as in [12, Sections 3.1 & 3.3] and [5, Sections 26.1], combined with a change of
variables to reparameterize to my. Nevertheless, we provide the details here for clarity.

Fix a monotone non-increasing cutoff ¢ € C*([0, c0) with ¢ =1 on [0, 2] and ¢ = 0 on [1, c0).
We now test the inner and outer variation for the mass of the current Tz associated to the
multigraph z — F(z) with the respective vector fields

X(a) = o (=) @ oy o),
Xi(2) = W By ()

v ()

Let us begin with the outer variation estimate. In light of [6, Theorem 14.2]," we have

6Tf<Xo>:/m <' ) DA
/TFZN ® ¢ ('Z|>|Z| DN]—JrO(/BT|DN|3).

0

with

LWe are applying this result with the domain contained in a plane, thus simplfying the error terms greatly.
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It therefore remains to control T #(X,). Changing variables, we have

/m (|Z|) |DN|? /qu('q’;(z)') IDN>|D®(® 1 (2))]?Tg-1(2)
:/M¢<|¢;(Z)|) IDN|? + O (m}/%[b(&) |DN|2> :
[ Saio (1) 5o
P S es (B G P epe @ hten )

i/qu <(I)_;(Z)>Z<N DN; - m>+0 (moA(Br) INIIDN|>-

J

and

Thus, comparing to 67 (Y,) with
Vi) =o (22N o iy, (5:5)

and following the reasoning in [12, Sections 3.3 & 4] and [5, Sections 26.1 & 26.2], combined with
the simplification of the estimates in [9, Lemma 4.1, (29)],? we have

5
T F(X,)| <Y |En§ |+ Cmé/zr/ |IDN|? 4 Cmo/
j=1 ®(Br) @

< Cr’*/ IDN?,
®(B,)

for some vy > 0, where Err{] are as in [5, (26.9), (26.11)-(26.13)] (cf. [12, (3.19), (3.21)-(3.23)], but
with the slightly amended definition of cutoff given in (5.5). Notice that in the last estimate we
are using [12, (3.18)], namely

IN||DN| + C/ |DN?
B,

r

NP <o [ DN, (5.6)
which remains valid in the mod(q) setting (cf. [5, Proposition 26.4] and the discussion thereafter).
Taking a family of such functions ¢ approximating 1 1) from below and applying the Dominated
Convergence Theorem, we conclude (5.4).

Now let us handle the inner variation estimate. For this, we argue analogously to above, only
now we apply [6, Theorem 14.3]. This yields

Q
ST x(X;) = / IDN? dive, W = [ Y (DNj : DN - Dy, W)

‘n'oj 1
+0 (/ |DN|3) .
B,

Changing variables as above, we have

/ DN dive, W = = / IDN(®(2)) | D® (2| divs, W (2)

1
:7/ |DN(2)|? divy, W(®(2)) + O m(l)/2/ IDN|?| .
2 &(B,)
Similarly,
/ZD/\/ DNj; - D, W)
TI'()] 1

2Observe that this remains unchanged in the mod(q) setting.



Q
= | D _(DN;(®())D®(2) : (DN;(2(2))D®(2) - Dy, W (2))

Q
_ () (). -1, ml/? 2)
—/M;wm() DN(2) - Dy, W(® ())>+0< ' L(BT)DM)

Thus, proceeding as in the outer variation case and comparing 0T (X;) to 6T (Y;) for

1 (p@)] (12 (p()]\ ®\(p(x))
= d’( r )|<I>1<p<x>>|’

combined with the simplified estimate in [9, Lemma 4.1, (30)], we arrive at

Yi(x)

(5.7)

6T (X,)] §Z|Err;l\+cm3/2/ IDN2+C [ DA
=1 ®(Br) By

< Cw—l/ |DN|?
®(B,)

for v > 0 as above, where Err}, Errh, Errh are as in [5, (26.16)-(26.18)] (cf. [12, (3.26)-(3.28)])
but with the slightly amended cutoff given in (5.7), while Erri,Erré are the same as Erry, Errg
with X; in place of X,. Once again taking ¢ to approximate 1y ;) from below and applying the
Dominated Convergence Theorem, we arrive at (5.3). O

5.2. Competitors and almost Dir-minimality. Next, we give the definition of Lipschitz com-
petitors for A/.

Definition 5.3. Given r € (0, %), we refer to a special Q-valued Lipschitz map £ : B, —
g (R?T™) as a competitor for N in B, if

e Llop, = Nlsp,, and the graph
e G(z) := (3;[®(2) + Li(2)], €(2)), with €(z) = +1 on {|£= ©no L] > 0}, is supported in
3 for each z € B,.

Let po denote the orthogonal projection of R**™ onto Tp¥ = R*™™ x {0} C R**" x R/, and
consider the Lipschitz special Q-valued map N :=pg o N. Notice that it is possible to determine
N from N. Indeed, since ®(z) + N(z) € ¥ for every z and every 4, we have

N (2) = po o ®(2) + N (2) + ¥(po 0 B(2) + N (2)) — ®(2).
In the splitting Rt = TyX @ To2+ ~ R+ x R, we then have
N (z) = (WiH(2), B (po 0 @(2) + N7 (2)) = (po o (2))) - (5.8)
Analogously, for a given Lipschitz competitor £ for V' in B,., upon setting £ := pg o £ one obtains
that
L (2) = (L7 (2), U(po o ®(2) + L (2)) — U(po 0 ©(2))) - (5.9)
In particular, a Lipschitz competitor for A/ in B, can be always obtained by defining a Lipschitz

map L: B, — @ (R?>T™) such that E‘BB = ./\_/"BB and then using (5.9) to lift it to a map L for
which the corresponding graph G is automatically supported on 3.

We are now in a position to state the almost Dir-minimizing property for N relative to Lipschitz
competitors. In the following statement, we will use the notation L := £ o &1,

Proposition 5.4. Suppose that Assumption 4.3 holds. There exists constants C = C(n,Q) > 0
and v = y(n,Q) € (0,1) such that the following holds. Suppose that v € (0,2) and that L is a
competitor for N'. Then

D(r) < (1+Cr)/B |D£_2+C(D(T)7+T)D(7“)+CTA(B)|noL|. (5.10)
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Proof. First of all, let us verify that it suffices to demonstrate (5.10) with £ in place of £. Indeed,
by the proof of [15, Lemma A.2],* we have

/|DL|2 (1+C7")/ |Df:|2+c/ IZJ2.
B, B, B,

r

Since £ is Lipschitz, by a combination of the Fundamental Theorem of Calculus and Fubini’s

Theorem, we obtain
/ 2P gcﬂ/ \DE|2+O7'/ 2P
B, B OB

r r

Recalling that £ shares the values of N on 0B, and combining with the lower bound on the
frequency from Corollary 5.2, the estimate (5.10) follows.
Due to the fact that N'|op, = L|ap,, the current TLp~'(®(B,.)) — Tx, +Tg is an admissible

competitor for T in p~1(®(B,)) and thus we have
M(TLp™ ' (®(B,)) < M(TLp~ " (®(B;)) — Tr,, +Tg)
<|IT =T, I~ (®(B,))) + M(Tg) ,
which in turn implies
M(Tx,, ) <2|T — Tr, (P~ (2(B,)) + M(Tg). (5.11)

We begin by estimating |7 — Tr, [[(p~'(®(B,))). First of all, recall that by the regularity
properties of ¢ (and hence ®) from [5, Theorem 17.19], the Jacobian Jg of ® satisfies

Je<1+Cm}/*r  on® (B, (5.12)

We may now perform a decomposition into Whitney regions and use [12, Lemma 4.5], which we
observe remains valid in the mod(q) framework in light of the estimates in [5], together with
[5, (26.7)] and [9, (26)], as well as (5.12) and a change of variables, to obtain

I+ 14y
/ |DN2] <C U |D/\/’|2} , (5.13)
&(B,) By

for a suitable geometric constant v = v(n, Q) > 0.
Now, we may perform a curvilinear Taylor expansion of the area using [6, Theorem 13.1]:

1T = T, (P™H(2(B)))) < C

| IDNP < 2M(T5,,) - 20H" (@ (B,) + C / (IAMINT + DN
®(B,)

+2Q (noN,Huy).
®(B,)

Combining the above estimate with (5.11), (5.13) and another change of variables, we have

D(r) = / IDN((2)) 2| D®(2)[?

[ DN DB@ @) e (0
&(B,)
< / IDN|? + Cm}/*rD(r)
&(B,)
< C(D(r)” +7)D(r) + 2M(Tg|, ) — 2QH™ (®(B;))
0 [ (AMPINE DN 42 [ (o N, Hag).
®(Br)
3Note that the validity of the argument therein, excluding the very last step where Lemma A.1 is applied, is

relying merely on the regularity of the parameterizing map ¥ for the ambient manifold ¥ and thus remains valid
in the mod(q) setting.
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Let us now Taylor expand Tg. This time, we wish to be more careful with the error terms, since
L is a general competitor. Let eq, es be an orthonormal frame on M

1
M(Tg)giz:/ |€1+DL1"€1|2+|62+DL1"€2‘2
— JoB,)

Q 2 Q 2
- Q@)+ [ PRCEED SENCAMES SRS

i=1 j=1 i=1 j=1
1
—Qur @)+ [ pP-Q [ oL,
®(Br) ®(By)
Inserting this into the preceding estimate, and again using a change of variables, we deduce that

D(r) < / |IDL|?> + C(D(r)Y +r)D(r) + C/ (|Am|*| N2 + |DN|Y (5.14)
®(B,) P

r

+2Q/ (noN —moL,Hy)
B,)

< (1+Cr)/B |D£|2+C(D(r)7+r)D(r)+C[I)(B )(\AM|2\N|2+|DN|4)

+2Q/ (noN —mnoL,Hy) .
By)
First of all, [5, Corollary 17.25] and [12, Lemma 4.5] tell us that, up to decreasing -,

/(B ) IDN|* < CD(r)'™ (5.15)

Furthermore, in light of (5.6) combined with the uniform lower bound on I given by Corollary
5.2, we have

A(B [Aml? |N|2<c/ ( )> |IDN|? < CD(r), (5.16)

for some C,Cy > 0, where d(y) denotes the geodesic distance between y and ®(0) on M.

It thus remains to estimate the average of the sheets of N. To that aim, we may simply
exploit the estimates [5, (17.25), (17.34)] and [12, Lemma 4.5], together with another application
of [5, Theorem 17.19] which in particular gives control on H a4, to conclude that

/ [(no N, Hp)l SC’T/ |no N| < CrD(r)**7, (5.17)
&(B,) & (B

r

where we once again decrease v to a smaller geometric constant if necessary. Collecting together
(5.14) and the error estimates (5.16)-(5.17), the desired bound (5.10) follows immediately. O

6. CHOICE OF COMPETITOR AND DECAY OF THE FREQUENCY

We are now in a position to introduce a suitable competitor for N'. We begin by setting up
some notation. Let Q]i, j € N, denote the connected components, ordered from largest to smallest
size, of the sets QF := {{N*| > 0} C By, where N'* are defined as in [2]. Let

a:=1(0) = 17}&1 I(r),

and for j =1,...,q, let ./\/'lj’i, ... ,./\/'gg’i be the sheets of N in Qf‘l

Consider the rescalings
(N o ®)(rz)

D(r)1/2

In this section, we will work under the following assumption, which will later be ensured, up
to rotating, relabelling indices and rescaling, by [3, Theorem 3.6, Proposition 2.8] applied to the

Ny(z) =

4When 71 = 1, the sheets may be ordered, but we do not require this information.
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rescalings N, together with a pinching hypothesis on the frequency function close to its value at
zero scale.”

Assumption 6.1. Let n > 0 and r > 0. Suppose that for j =1,...,« and for FjjE = Q;t N B,
we have

aBm{(zj—z) tn<0<(2j-1) ,_n}
™
F]*CGBTH{(QJ—Q)——n<9<(2j—1)a+77},
and

aBm{(zj—l)g+n<9<2jg—n}cFJf,

T T
Fr C@Brﬁ{(Qj—l)——n<9<2j—+n} :
@ @
where 0 € [0, 27) denotes the angular variable in 5. Meanwhile, the other connected components
Qf, j > a+1, of QF satisfy the property
2«

QfNB, C U {z : dist(z, Lx) < crn},
k=1

where Ly, is the half-line {6 = %’T} and ¢ is a suitable dimensional constant.

Under Assumption 6.1, we have the following properties for the Laplace eigenvalues on 7! F ji -

0B;. For each j, let {cp,;’i}k.zl denote an orthonormal basis of Dirichlet eigenfunctions for the
Laplace-Beltrami operator on T*IFji, with corresponding eigenvalues )\{c’i, ordered such that

)\i’ )\fc’ +1- In particular, there is a unique, non-negative, unit-length eigenfunction wi’i with
eigenvalue )\jl . Moreover, for any ¢ > 0, there exists 7 > 0 sufficiently small such that we have
(i) ME —a?<¢ forj=1,...,a,

())\ji (a+1)2—-¢ fork>2andj=1,...,a
(iii) )\]’ >¢ 1 forj>a+l.
Let U ji denote the cones
= {tF € (0,1]}.

6.1. Construction of competitor. We now proceed to construct a competitor £. Recalling
(5.9), we may do this by constructing £ and then lifting to the desired map £ whose graph takes
values in X. We begin by constructing it in the annulus B, \ By, for a (small) fixed parameter

€ (0,1) to be determined. We start with the portions of the annulus intersecting the small
cones Uji. Fix j > a+ 1, asign € € {+,—}, and an index £ € {1,...,2 + i} representing a
given coordinate of N in TpX. To simplify notation, we omit depedency on j, € and ¢. For each
i=1,...,Q and each coordinate , let £; be the harmonic function in V = UN (B, \ B,,) satisfying

L;=N; onF,
L; =0 on the rest of (U N (B, \ Byy))-

Namely, if in polar coordinates we have

0) = Z aivkrachk(ﬁ) on F,
k>1

then

4 _
Ez(pu 9) = Z ai,k(Akpak - kaak )QO]C(H), pe (07 ’f’] ’
E>1
for 042[ = ++/ A\ and Ay, By explicitly defined by
_ ot
' Bk = %TZO%»? (61)
o% — 0%

5Note that in our setting, ® can be identified with the exponential map for M centered at 0 in the obvious way.
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so that we satisfy the boundary conditions Akr% — Bpror = — o and Ap(or)® v = = By(or)® .

We now define £; in the intersection of the annulus and the large cones U. ji. Fixj=1,...,aand
asign € € {4, —} and again omit dependency on j,e, and the index £ € {1,...,2+ 7} representing
the component of Aj. This time, again writing

0) = Z ai’kro"j(pk(H) on F,
k>1

we define the extension £; to V = U N (B, \ B,,) b

Lip,0) = ai1p™ 01(0) + D as k(Axp™ — Bip™ )pr(0)
k>2

for Ag, By, as in (6.1) and aj = £+/\; again.

Finally, in Bo»NUS for j =1,...,aand € € {+, -}, we let £; be the a{’C’Jr—homogeneous radial
extension of its boundary data on 0By, N Us, extending by zero in By, \ U?zl Uee{+,—} Us.

We may now define £ as follows. The above procedure defines each coordinate and each of the
Q sheets of classical Q-valued functions £+ : B, — Ag(R**™). Observe that on each F ji one has
NTF = Q[noN], which implies that on each Uji one has LT = Q[noL]. Hence, a special Q-valued
function £: B, — @o(R**") is well defined so that the induced canonical decomposition of B,
satisfies (B,)+ = U; Uji. We then define £ in terms of £ using the formula (5.9).

6.2. Frequency decay and proof of main results. We are now in a position to demonstrate
the following key estimate for the frequency function, from which the conclusion of Theorem 1.2
and Theorem 1.3 follows easily.

Theorem 6.2. Suppose that T' is as in Assumption 4.3 and suppose that I(0) = a € N>o. There
exists 6(a) > 0, y(a,n,Q) > 0 and C(a,n,Q) > 0 such that the following holds. Suppose that
o € (0,3) is such that |I(ro) — oo < 8. Then there exists r1 = r1(ro) € (0,70] such that

I(r) —al <Cr7  Yre (0,r]. (6.2)
Moreover, there exist constants Hy > 0 and Do > 0 such that for every r € (0,71] we have
H(r)
r2atl —Ho ’ <Cor, (6.3)
D
7,2(2) - D0’ <Crt. (6.4)

Remark 6.3. Observe that given the estimates (6.2)-(6.4), we obtain in any codimension the
uniqueness of the fine blow-up as defined in [7, Section 11.2], with a power law decay of the
rescalings of T' towards it. Indeed, to conclude this decay for the rescalings of the multigraph
F associated to N, the argument is exactly the same as [10, Proof of Theorem 5.3]. The only
difference is that r — I(r), r — TI;I(EZ)I and r — [,32(2) are not monotone but merely almost-
monotone, thus our decay estimates in Theorem 6.2 are in absolute value. However, this does not
yield the perturbative statement in Theorem 1.2, which is specific to codimension 1; cf. Remark
1.4. To pass the decay from the rescalings of F to the rescalings of T', we simply use the estimates

of [5, Theorem 17.24] combined with a change of variables.

Before coming to the proof of Theorem 6.2, let us use it to deduce Theorem 1.2 and Theorem
1.3.

Proof of Theorem 1.3. We argue by contradiction. Suppose that there exists a point p € Fo(T)
which is a limit point of a sequence {pi} C Fo(T'). Without loss of generality, we may assume that
p = 0. Upon suitably rescaling T', Assumption 3.2 is satisfied, whence Corollary 4.2 guarantees
that for all k large enough pr, = ®(2x) € ®(I") C M for k sufficiently large

If we consider 71, := 2|zi|, N;, converge (up to subsequence) in I/V1OC (Bs/2) to a non-trivial
a-homogeneous Dir-minimizer u : By /s(mo) = @ (R™) with nou = 0 and u(0) = Q[0]. Moreover,
persistence of @Q-points (cf. [23, Section 8]) guarantees that p £ must subsequentially converge to a
point z € Bg/s(mo) \ {0} with u(z) = Q[0]. On the other hand by Theorem 4.1 (see [3, Theorem

3.6] for the case 7 = 1), we must have I,,(z,0) = 1 and the graph of the tangent function to u at
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z is an open book (see [2] for a precise definition). The strong I/Vli)c2 convergence guarantees that
the hypotheses of [7, Theorem 2.6] hold for the rescaling T, , with p > 0 sufficiently small. Thus,
by [7], this is in contradiction with the convergence of 2* to 2. O

Proof of Theorem 1.2. Let r1 be as in Theorem 6.2. As discussed in Remark 6.3, Theorem 6.2
combined with the classification of [3, Theorem 3.6] guarantees that, up to composing with a
rotation, the rescalings Ty ,_B; converge with a power law in two-sided L? excess to a multigraph
of the form

G(r,0) = (Zl[[(ﬁ 0) + c;fi rlo Sin(IOG)]], +1) if (r,0) € U;r
(S, 0) + e rlosin(Lof)], 1) if (r,0) € UL,

for some cjiﬂ- € R, Iy € N> and

Uj+:{(r,9);o<r<ro, %<9§W},

U;={(r,9):0<r<r0, W<9§(2Jf75)ﬂ}.

Namely,
r_4/ dist?(z,spt(Tg)) d||T|| < Cor®,
B'V'

for some a > 0 and all r € (0,72), for some 73 > 0 sufficiently small. This in turn implies that for
every p € spt?(T) N B,, \ {0} and r(p) = co|p| for ¢y > 0 chosen appropriately, we have

r(p) ™ / dist?(z, spt(Tg)) d|| T| < Aor ()"
B..(»)(p)

In particular, for each p € spt?(Tg) N By \ {0}, there exists p(p) > 0 such that either

(a) the hypotheses of [2, Assumption 1.8] are satisfied for the rescaling T}, ,(,);
(b) O(T}, ppy, ) < Q for every x € spt?(T}, ,,)) N By.

In case (a), we may apply the results of [2] to deduce that T'L B, ,,)(p) is a Ch-perturbation
of Tg LB, ,(p) (p) for some geometric constant ¢o € (0,1). In case (b), we may instead apply [27]
to again deduce that T'L B, () (p) is a Cle perturbation of Tg L B, p(p)(p) for some c; > 0, by

a map ¥ with ||¢] g1« < CAg. Applying the (5r)-covering Lemma to the collection of balls
{Beopn)(p) : p € spt?(Tg) N By \ {0}}

we conclude the desired result. O

The key intermediate estimate towards proving Theorem 6.2 is contained in the following
lemma.

Lemma 6.4. Suppose that T is as in Assumption 4.8 and suppose that I(0) = o € N>o. There
exists v(a,n, Q) € (0,1], (cr,7y) > 0, and C = C(a,n,Q) > 0 such that if |I(r) — o] < J for some
r € (0,7], where 7 is the threshold of [3, Lemma 11.3], then

(204 )D(r) < 20 0L g, (65)
where
£1(r) i= Cr2D/(r) + CrD(r) + Cr? / in o N| + Cr / IDN2. (6.6)
dB, &(B,)
Consequently, we have
I'(r) > %(1(7’) —a)(a+y—1I(r))=&(r), (6.7)

where E is the non-negative error given by
Ey(r) = Cr H(r) ! / |IDN|? +2H(r) *&(r) .
®(Br)

We begin by demonstrating that the validity of Lemma 6.4 implies the conclusion of Theorem
6.2.
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Proof of Theorem 6.2. The argument follows the same line of reasoning as [10, Proof of Proposition
5.2] (see also [15, Theorem 7.3]), up to well-behaved error terms. Nevertheless, we repeat it here
for clarity. Fix 6 and v as in Lemma 6.4. First of all, the fact that |I(ry) — a| < § and the
almost-monotonicity of r +— I(r) given by Corollary 5.2 guarantees the existence of r; € (0, 7g]
such that I(r) < o+ 7 for every r € (0,71], provided that 6 = min{4, 1}. Using the estimate
(6.7), we can then calculate, for every p € (0,7]

d (Ip)—a\ _T(p) ~I(p) -«
dp pw/z p“r/z 2 p“r/2+1

> W) - ) (a4 5 - 10)) = el

Now, for p € (0,r1] we have a+ 3% —I(p) > 3, and I(p) —a > —Cp? as a consequence of Corollary
5.2. This implies then that

d (I(p) — « o _
— (2 =) > ¢ f2—1 "//26 )
i ( ) 2 Cr p~ & (p)
On the other hand, in light of a change of variables, the uniform upper bound on I from Proposition
5.1, and the estimate [5, Theorem 17.24, (17.25)] on the average of the sheets of N (summed over
the Whitney cubes intersecting ®(9B,.)), we have

D’(p)

E SCW—1+C 1+77’

so that in turn we obtain the estimate
d (I(p) — o > _Cplml Lt D'(p) )
dp \ p D(p)
We integrate over p € [r,r1] for abritrary r € (0,71] to get

I(ry) —a I(r) —«

/2
7"1//2 Pk z=0n",

which gives the desired upper bound
I(r)—a < Cr.

This, combined with the lower bound I(r) — a > —CrY > —Cr"? coming from the almost
monotonicity Corollary 5.2 concludes the proof of (6.2), with v given by 7/2. We are going to
rename the exponent v for the sake of readability.

Now we prove (6.3). Recalling (5.2) and (5.4), we deduce that

(1) 2o (o [ o)

Arguing as in [10, Proof of Proposition 5.2], this in turn implies

£ (m29) -t (1) -2 2o 00
(0,

for every r € (0,71], where in the last estimate we are using [5, Theorem 17.24]. Integrating this,

we thus obtai

g B3] _ g L) _ (B /O

r%”‘“ og Bt r%"“ 7“20‘“) =0(r") Vre (0,7].

In particular, the limit

_H(r)
lrljl:lolm =: HO > 0

exists, and the power law decay (6.3) holds.
Finally, let us derive (6.4). To this end, we simply observe that for Dy := aHg, we have the

identity
D(r) H(r) H(r)
22 ~Do= (I(r) — a)r2a+1 tol g —Ho) -
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The combined power law decays (6.2) and (6.3) demonstrated above allows us to therefore deduce
the decay (6.4). O

The rest of this section is dedicated to the proof of Lemma 6.4, which will involve comparing
the Dirichlet energy of A" to that of £ constructed above. We begin with the following preliminary
estimates for £. The first provides control of the Dirichlet energy of £, while the second gives
control on the average of the sheets of £, which is needed to estimate the final error term in (5.10).

Lemma 6.5. Suppose that Assumption 4.3 holds. For any o € N>o and n > 0, there ezists 6 =
§(c,n) > 0 such that if 1(0) = a and for some r € (0, 2) sufficiently small we have [I(r) — a| < 4,
then Assumption 6.1 holds with this choice of 1.

In particular, there exists 6 = 6(a)) > 0, v = y(a,n,Q) € (0,1] and C = C(a,n,Q) > 0 such
that if 1(0) = «, [I(r) — a| < & for some r € (0,3), then the competitor L constructed above
satisfies the estimates

(2a+’y)/B |IDL|? < 'r/aB |VoN | + MH(T), (6.8)

/|noZ|§r/ |noN|+ CrD(r), (6.9)
OB,

r

where Vg denotes the tangential gradient in 0B,..

Proof of Lemma 6.5. The first claim follows from a simple compactness argument. In fact, given
a € N>o, for any n > 0, we claim that under the assumptions of the lemma, there exists § =
d(a,n) > 0 such that both Assumption 6.1 and the estimate

Q
Z Z ZZ ]622ai6++1+ Z Z 16220&5 < pD(r), (6.10)

i=1 ec{+,~} |j=1k>2 j>a+l k

hold with this choice of . We prove (6.10) by contradiction. Indeed, if this is not true, then we
may extract a sequence of currents T;, together with a sequence r; | 0, as well as corresponding
center manifolds M; = ®;(Bs/3), M;-normal approximations NN;, and reparameterizations

Nl O‘I)Z(Tp)
Dl(rl)l/Q

over By, C g, such that the compactness procedure in [7, Section 11.2] together with Theorem
[7, Theorem 11.5] (see [3, Proposition 2.8] for the case . = 1) guarantees that

NO =

e N converges (up to subsequence, not relabelled) in Wli’f(B3 s2) and locally uniformly
to a non-trivial a-homogeneous Dir-minimizer v : B/ — o(R™) with nou = 0 and
u(0) = Q[0;
e cither Assumption 6.1 or (6.10) fails for some 7 > 0 and every I.
The classification of Theorem 4.1 (see [3, Theorem 3.6] for the case 7 = 1) of homogeneous #7;-
valued Dir-minimizers combined with the explicit form of any homogeneous harmonic polynomial
on R? immediately contradicts the failure of Assumption 6.1. Meanwhile, the failure of (6.10) also
yields a contradiction, due to the Lloc—convergence of N® to u, combined with the observation
that

(1) 12 D 1 ’j622a16++1’
RIS AR b ol 9 3t

i=1ec{+,-} J
Indeed, by the very structure of u, all contributions in the above series coming either from regions
Fjl % with j > a + 1 or from modes higher than the first in the regions F * with j € {1,...,a}
will vanish as [ — oo.
Fix n > 0, to be determined later, which will in turn determine § by the above. We begin with
the estimate on the Dirichlet energy. First of all, note that

[ o= [, 623 32 Sy,

i=1lec{+,—} J
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and

_2: ZQ 7, 2204 —1
/aBTWGN' LBT|v9| Z 3 ZZ)\ f1

i=1ee{+,~} J
We first compute the Dirichlet energy of £ in the annulus B, \ B,,. Consider first j > a+1, and
fix a sign € € {+, —}. In this case, since each £; is harmonic within Vf = Us N (B, \ By) with
boundary data zero outside Fy, we have

Q
/ |IDL]? = E / Li0rL;
v i=1 7 Fj
j Jr€,— j g€+
S S et (o ook
= (ai’k) r e et
i=1 k gk =07k
Q g€, — Jre,+
_ jeyzp20pet get [(O0F A+ 0
= > (alp)r o, e T |
i=1 k ok o
where we are additionally exploiting that aj ot 4 a;“” =0. On the other hand, for j =1,...,«a

and again a fixed sign €, combining the above computation with the fact that [Df[? = |9,f|*> +
p~2|Vof|? for a function f in polar coordinates (p,f), we have

Q jre,t + o fe J,— U‘X;F *
A2 J.€\2 _j.€,4, 2a0© 20/ € 2 2a7 € j,e;‘r
/V |DL|" = E (ai)) ap™ r (1- +§ , o, o it
€ 0’ k

J i=1 k>2 — o

We now compute the Dirichlet energy in B,,.. Here, we are simply taking the a{’€’+—h0mogeneous
extension of the boundary data on 8BM, so we have

[y —

or i=1 j=1 ee{+,—}
In summary, we have
e oot
IDLJ? = )2 oot p2al + )2 J20i0t et [0 toox
o Qg e et
Br i=1 j= 1ee{+ - k22 PoTo

ade— adet
22Je gt ok +gk
T Y St ( )
i=1j>a+lece{+,~} k g% =%
Thus, we wish to find v € (0, 1] such that
dres— dret
(2a + ) ZZ Z 2 adet 2a1’ +Z ]522a16+a]‘,€7+ % 4 0%
1 k O_ai,e,f _ O’a%ed»
i=1 j=1ec{+,-} k>2

2a+72 S Do) o ( 1)

i=1j>a+lec{+,—} k

D D DID I B AT R FE.CESID Sl Sl 30 BTttt

i=lee{+—-} J k i=lee{+-} J k

We will now compare coefficients. Firstly, since «, a{ “* €N, we have

AT~ a) < (o} —a?

for any « € (0,1), which, since o = /M, is equivalent to

20+ 7)o" <A+ ala+7)
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for j=1,...,a and k = 1. Meanwhile, for j =1,...,a and k > 2, the fact that
R NPT S RPEVAVE ) 252V

joey— g+ T e g
o — o 1 —o2VN" 1 — o2V

2(2a + )/ N o2V e

J,€
1— 0.2 Ay

vj7k7€’

tells us that

et 0'04?;6'_ —|—o’04i,16'+ et
Cat et [ Tt ) < ot yalt +

% — 0%

b

for each such j, k. For a choice of n(«a,~v,<) € (0,1) small enough (which in turn determines o
depending on the same parameters), we may thus ensure that

e o_ai,e,f + o_a?;eHr ey
)67 767
(20 + 7)oy, e | < Qa+7)a " +.
oo — g%

Similarly, we can also ensure that for j > o+ 1 and all £ > 1 we have

ey [0 foon e+
Qa+7)a " | | < Qa+y)a " +<.
(e} (e}
o — g%

Properties (ii) and (iii) then guarantee the existence of v > 0 such that
S+ (\/ X — a) < (\/ A= a) :

(20 + 7)o"+ <M+ ala+7),

forj=1,...,cand k > 2, and for j > o+ 1 and k > 1. This yields the desired estimate (6.8) on
the Dirichlet energy of L.

We now turn to the estimate (6.9) on the average of the sheets of L. We again subdivide B,;
we begin with the conical regions Vf in the annulus (B, \ By.,) as above. First, consider j > a+ 1
and fix a sign € € {+, —}. In this case we have

L@
noL| < = / /
/Vjé Q; or T*IF;

Notice now that for every or < p < r it holds

which is equivalent to

o dp.

S (AL = Bt ) o (0)
k

) ) . 20+ 20T
; J.€,+ ; J.€,— _ o d.et k —\or k
Aiﬁpak +1 _ Bi&pak +1 _ pl i P ( - e)+ >0.
1 _ 0-2ak ’

Moreover, upon further decreasing 1 > 0 if necessary, we can assume in what follows that 5 < )\i’e
(recall (i)-(iii)), so that we can integrate in the p variable and further estimate

/ o L]
Ve

J
vy (Ai’erai"*”u e - Gt aai‘”z))/
-0 et N 56—
Q=% a4 2 "

w0 ] .
oo 12 e key ()

J

Meanwhile, for 7 < « we have

Q.
- 1 e qiet e e e it e ol
/V noLl< 5> / / R ORI (Aot 1 = BT ()
i i=1 Jor JrolF}

k>2
- Q =1 JriEs Oz{’e’—i_ + 2

ALrod (1 — oW T2 BPSrorT H2(1 — g +2)
+2 Tt - =
k>2 a7t +2 ap” +2

al el (0)] a0
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ad et 42 abeotioy @

Tt (1 —o! ) i€ _j,€

S [ttt e as
Q(O‘f By 2) i—1 /T UFY

i Ji.€;+ g€+ 1 g
N 1 / APerow T2 (1 — g T2 Blepe
Q r*leE

Finally, in B,, we have

€

TH2(] — god T H2) o
pet |9 76~ 4 9 ‘af’,i@{f(e)’ d9
k>2 ay o+ ay’

jiet
7O +2

[ men< T s s |
B T Qe +2) iy

i=1 j=lce{+,~}

aliel (0)] ao

Combining these estimates with (6.10) which implies

Q
_ _ 1 — o
moN|=[ ImeLl=23"3" > roH > aliei (o)) o
Q
0B, 0B, i=1 j ee{+,—} 7'_1F]? L
1 K& et e
ZQZZ S e (9)’ do + O (nD(r))
i=1 j=1ec{+,~} U
we therefore obtain
/ |no£_\§r/ In o N'| 4+ CnrD(r)
- dB,
1 & @
j,€,4 €, — J,€ _J,€
P13 (et ) o)
i=1j=1ec{+,~} k>2
1 Q e . S
o 2 (M- aT) elisde@)]
i=1 j>a+1lee{+,~} k
where
i€ a',s,+ a",e,+ j,€ a',s,f a',e,f
Aj76’+ = Ai " i +2(1 —7 i +2) and Aj7€’_ = Bi r ; +2(1 —7 i +2)
k a;ﬂ,eﬁ» + 9 k ai’€77 + 9 )

and where Ai’E’J“ — Ai’eﬁ > 0, as already observed. It therefore remains to treat the error terms

on the right-hand side. In light of (6.10) and the definitions of A, By, and aé’e’i, we simply need
to verify that

1 — gobete af 1 _ gaboT42
0<)—Z= A 7 <c, (6.11)

+ i) = ¥ je—
0% — 0% Oéi'e’++2 o% — % a4+ 2

for a universal constant C' > 0, in order to conclude the estimate (6.9). It is now elementary
algebra to check that the left-hand side of the above inequality equals

et (1o 20 g 2 ) g (o2 1)

— :
1— g2 A€ —4

RHS =

)

and since )\'li’e > 5 (and thus ai’€’+ > 2) this can be estimated from above as
9 et 1 — gadt T2 4 N
RHS < ~2k 7" P <,

, < <
> /\%e _4 1 _0_201{“-, T+ /\i,e _4

thus concluding the proof. O

Armed with Lemma 6.5 and Proposition 5.4, we are now in a position to prove Lemma 6.4.

Proof of Lemma 6.4. We will closely follow the computations in [10, Proof of Proposition 5.2] and
[15, Sections 4-7].

Fix §(«) such that the conclusions (6.8) and (6.9) of Lemma 6.5 hold. We will use the preceding
notation for the competitor £ and the eigenfunction expansion of N|sp. . Fix v > 0, to be
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determined later with the desired dependencies. First of all, Proposition 5.4, the estimate (6.8)
(simplifying error terms) and (5.3) together yield

(2a 4+ v)D(r)
<@+on [ram + 2 ue| 1+ o) + C?"z/ noN|
r OB,
< ’I“D;(T) N a(oz:- v) Hr) + &),

where, in light of the uniform upper bound for I in Corollary 5.2 (see [3, Lemma 11.3] for the case
7= 1), we obtain (6.5) with £;(r) as claimed in (6.6).

Now let us demonstrate (6.7). Thanks to (5.2), (5.4) and again the uniform upper bound on

I(r), we have

,_ D(r) rD'(r) rD(r)H(r)
T HG TR ey
_ rD’(r)  2rD(r)E(r)
H(r) H(r)?
_ rD’(r) . 21(r)* Pl 2
- oy +o(Hr) A(BT) DN

Combining this with (6.5), we arrive at

I

D(r) 2a(a+9) 21(r)?

(1) 2 220 +9) 5 = 2O o) (1) - 2 40 () A(BT) DN
= 2(10) ~ a)( + 7~ 1) ~ &(r)
0
as desired.
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