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A General Theory for Exact Sparse Representation Recovery in

Convex Optimization

Marcello Carioni∗, Leonardo Del Grande∗

Abstract

In this paper, we investigate the recovery of the sparse representation of data in general
infinite-dimensional optimization problems regularized by convex functionals. We show that
it is possible to define a suitable non-degeneracy condition on the minimal-norm dual cer-
tificate, extending the well-established non-degeneracy source condition (NDSC) associated
with total variation regularized problems in the space of measures, as introduced in [31]. In
our general setting, we need to study how the dual certificate is acting, through the duality
product, on the set of extreme points of the ball of the regularizer, seen as a metric space.
This justifies the name Metric Non-Degenerate Source Condition (MNDSC). More precisely,
we impose a second-order condition on the dual certificate, evaluated on curves with values
in small neighbourhoods of a given collection of n extreme points. By assuming the validity
of the MNDSC, together with the linear independence of the measurements on these extreme
points, we establish that, for a suitable choice of regularization parameters and noise levels,
the minimizer of the minimization problem is unique and is uniquely represented as a linear
combination of n extreme points. The paper concludes by obtaining explicit formulations
of the MNDSC for three problems of interest. First, we examine total variation regularized
deconvolution problems, showing that the classical NDSC implies our MNDSC, and recov-
ering a result similar to [31]. Then, we consider 1-dimensional BV functions regularized
with their BV-seminorm and pairs of measures regularized with their mutual 1-Wasserstein
distance. In each case, we provide explicit versions of the MNDSC and formulate specific
sparse representation recovery results.

1 Introduction

In this paper, we are concerned with the recovery of the sparse representation of data in convex
optimization problems formulated in general Banach spaces. In particular, given a Banach
space X, a linear operator K mapping to a Hilbert space Y , and a convex functional G, we
are interested in ensuring both sparsity and uniqueness for the minimizers of the following
minimization problem:

inf
u∈X

1

2
‖Ku− y0 − w‖2

Y + λG(u), (Pλ(y0 + w))

for a small parameter λ > 0 and low noise w ∈ Y . We aim at obtaining such a result under
suitable assumptions on the solution u0 ∈ X to the following hard-constrained problem with no
noise:

inf
u∈X:Ku=y0

G(u). (Ph(y0))

Convex optimization problems such as Ph(y0) and Pλ(y0 + w) have been successfully employed
in a wide variety of fields, where data is best modelled as an infinite dimensional Banach space.
From an inverse problems perspective [8], Pλ(y0 + w) is a classical Tikhonov regularization
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problem. This is employed to reconstruct the original data u0 from a noisy measurement y0 =
Ku0 − w by enforcing a regularization given by the convex penalty G. Notable applications
can be found in various domains, such as super-resolution where G is the total variation of
Radon measures (BLASSO) [6, 21], image processing with G as the BV-seminorm (or higher-
order variants) of an image [49, 17, 24], PDE-based optimization and splines theory where G
is the residual of a given PDE [52, 29, 51], inverse problems regularized with optimal transport
energies [22, 16, 13], and more recently, in theoretical machine learning approaches [7, 45].
The sparse structure of minimizers for the problems Ph(y0) and Pλ(y0 + w) has been recently
the focus of many works. In [10, 11] it has been pointed out that the sparse building blocks of
Ph(y0) and Pλ(y0 + w) are the extreme points of the ball of the regularizer G. This claim has
been justified by the introduction of so-called representer theorems [10, 11] that, under finite
dimensional measurements, ensure the existence of a minimizer that can be represented as a
finite linear combination of such extreme points. In recent years, representer theorems have been
obtained for a wide range of optimization problems, showing the generality of such an infinite-
dimensional point of view of sparsity. We refer the interested reader to [12, 22, 43, 41, 45, 1, 2, 19]
for more examples of representer theorems. However, despite their generality, these results are
only scraping the surface of an infinite-dimensional theory of sparsity. This paper aims at
achieving a firm step in this direction, addressing the sparse representation recovery of solutions
to Pλ(y0 + w). It is important to remark that representer theorems apply to problems with
finite-dimensional data, whereas the present paper deals with an infinite-dimensional Hilbert
space Y . In this context, a solution u0, obtained from the hard-constrained problem, must be
assumed to be sparse.
The study of sparse representation recovery in finite dimension received extensive attention dur-
ing the 1990s, particularly focusing on sparse stability and recovery properties of ℓ1-regularized
optimization problems [28, 35]. On the contrary, similar results in infinite-dimensional settings
have been achieved only recently. Sparse representation recovery has been successfully analyzed
for TV-regularized problems in the space of measures on the torus (BLASSO), as presented in
the seminal work of Duval and Peyré [31]. This result was later extended to variants of BLASSO
and under more general perturbations in [30, 27, 40, 47, 48]. However, beyond BLASSO, very
little is known. While few recent results have been obtained for TV-regularized BV functions
[23, 39], a general theory is currently not available. This paper aims to bridge this gap.
In their work [31], the authors proved that, for a sparse measure µ0 =

∑n
i=1 c

i
0δxi0

such that

Kµ0 = y0, and satisfying a suitable non-degenerate source condition (NDSC) for the minimal-
norm dual certificate η0 ∈ C(T), the minimizer of BLASSO is unique and composed exactly of
n Dirac deltas as µ0. The NDSC introduced in [31] requires that η0 is twice differentiable, and
the following conditions hold:

(i) ImK∗ ∩ ∂‖µ0‖M(T) 6= ∅,

(ii) arg maxx |η0(x)| = {x1
0, . . . , x

n
0 },

(iii) η′′
0 (xi0) 6= 0 for every i = 1, . . . , n.

Since the extreme points of the unit ball of the total variation are precisely Dirac deltas, our
work can be viewed as an extension of [31] to general convex optimization problems whose sparse
structure is determined by the extreme points of the ball of the regularizer G. In particular,
given u0 =

∑n
i=1 c

i
0u
i
0 such that ci0 > 0, ui0 ∈ Ext({u ∈ X : G(u) 6 1}) and Ku0 = y0, we aim to

prove that the solution ũλ ∈ X to Pλ(y0 + w) is unique and can be uniquely represented as a
linear combination of n extreme points of {u ∈ X : G(u) 6 1}. Similarly to [31], we also need to
impose a set of appropriate assumptions on the solution to the dual problem of Ph(y0). These
assumptions are necessary to guarantee the uniqueness and sparsity of the minimizer of Ph(y0),
that there exists a solution to the dual problem associated with Ph(y0), and to ensure a non-
degeneracy for the dual certificate. To this end, we consider the minimal-norm dual certificate
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for Ph(y0), defined as η0 := K∗p0 ∈ X∗, where p0 represents the minimal-norm solution to the
dual problem associated with Ph(y0). Since the extreme points of the ball of G are, in general,
not Dirac deltas, we have to examine how η0 is acting on the extreme points set. This is achieved
by looking at the duality mapping

u 7→ 〈η0, u〉, (1.1)

where u ∈ B := Ext({u ∈ X : G(u) 6 1})
∗
. In particular, B is a metric space because there

exists a metric dB that metrizes the weak* convergence on B. Therefore, to understand the non-
degeneracy of (1.1), we have to analyze the local behaviour of the mapping (1.1), taking values on
the metric space B (according to the metric topology of B). These considerations justify our term
Metric Non-Degenerate Source Condition (MNDSC) and lead to the following generalization of
conditions (i), (ii) and (iii). Condition (i) can be simply rewritten for general regularizers G
and turns out to be the classical source condition in inverse problems [20]. Condition (ii) can
be generalized in our setting by simply requiring that the duality product (1.1) achieves its
maximum precisely on the extreme points {u1

0, . . . , u
n
0 } representing u0. The crucial challenge

of this paper lies in the generalization of condition (iii). Indeed, since we avoid making any
structural assumptions about B, the task is to formulate a suitable second-order condition for
the mapping (1.1), where u is varying in the metric space B. This challenge is compounded
by the fact that, in general, B lacks a differentiable structure. To overcome these difficulties,
we introduce a non-degeneracy condition formulated using parameterized curves in the metric
space B. Precisely, we require that there exist ε, δ > 0 such that for any two elements in
Bε(u

i
0) :=

{

u ∈ B : dB

(

ui0, u
)

6 ε
}

, there exists a curve γ : [0, 1] → Bε(u
i
0), connecting them,

satisfying

d2

dt2
〈η0, γ(t)〉 < −δ ∀t ∈ (0, 1). (1.2)

We note that this non-degeneracy condition is not defined pointwise, in the sense that (1.2)
must hold for any pair of points in a neighbourhood of ui0. In other words, we are testing the
non-degeneracy along all the possible curves inside Bε(u

i
0), not only those passing through ui0.

With the MNDSC established, we can proceed to describe our main theorem. We define the set
of admissible parameters/noise levels as

Nα,λ0 = {(λ,w) ∈ R+ × Y : 0 6 λ 6 λ0 and ‖w‖Y 6 αλ} , (1.3)

for suitably chosen values of α and λ0. Note that the set (1.3) is the classical admissible region
that allows to show the convergence of minimizers of Pλ(y0 + w) to those of Ph(y0). This
convergence is observed when both the noise level and regularization parameter approach zero
while belonging to Nα,λ0 [38]. We consider u0 =

∑n
i=1 c

i
0u
i
0 such that Ku0 = y0, where ci0 > 0

and ui0 ∈ B \ {0} for every i = 1, . . . , n. We prove that if u0 satisfies the MNDSC, and if
{Kui0}ni=1 are linearly independent, then, for ε > 0 small enough, there exist α > 0, λ0 > 0
such that, for all (λ,w) ∈ Nα,λ0, the solution ũλ to Pλ(y0 + w) is unique and admits a unique
representation of the form:

ũλ =
n∑

i=1

c̃iλũ
i
λ,

where ũiλ ∈ Bε(u
i
0) \ {0} such that 〈η̃λ, ũiλ〉 = 1, c̃iλ > 0 and c̃iλ are continuous functions of

(λ,w). We call this result exact sparse representation recovery, meaning that in a suitable range
of parameters (λ,w), the representation of ũλ recovers the sparse representation of u0 with the
same number of extreme points. Moreover, this recovery process is continuous with respect to
the weights and the extreme points in the representation, where, for the latter, continuity is
defined in the metric topology of B.
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To conclude the paper, we provide three specific examples showing possible applications of our
result. The first example aims at recovering the results of [31] by applying our general theorem.
We consider BLASSO for Radon measures on the torus and convolutional operator K. Since the
extreme points of the ball of the total variation are signed Dirac deltas, we establish a connection
between our MNDSC and the NDSC introduced in [31]. In particular, the NDSC implies our
MNDSC for this specific case. Additionally, we show that, by applying our main theorem, we
can achieve a result similar to the one presented in [31], without obtaining a decay rate for the
coefficients and the locations of the Dirac deltas. This difference results from our use of a more
general version of the implicit function theorem [42], which does not require differentiability of
the function with respect to all variables, but ensures only continuity for the unique implicit
function obtained through the theorem.
In the second example, we shift our focus to one-dimensional BV functions with zero boundary
conditions, using the BV-seminorm as the regularizer. We prove that the extreme points are
signed indicator functions of an interval contained in (0, 1). Moreover, we show that the MNDSC
can be ensured by requiring that the first derivative of the minimal-norm dual certificate has a
suitable sign at the jumps of u0.
In our final example, we consider pairs of Radon measures on the torus, regularized with the
mutual 1-Wasserstein distance and their total variation norms. Taking advantage of the results
in [22], we prove that the extreme points of the regularizer include not only the trivial pair (0, 0),
but also pairs of rescaled Dirac deltas of the form ( δx

2+|x−x̄| ,
δx̄

2+|x−x̄|). We show that our general
MNDSC can be ensured by requiring that the Hessian of the function

F (x, x̄) =
ϕ0(x) + ψ0(x̄)

2 + x− x̄

is negative definite on the support of u0, where η0 = (ϕ0, ψ0) ∈ C2(T) × C2(T) is the minimal-
norm dual certificate. This condition is a reminiscence of the second-order condition required in
[22] to prove fast convergence of a generalized conditional gradient method [14, 54, 25, 13, 15]
for an optimization problem regularized with the KR-norm [37].

1.1 Outline of the paper

In Section 2, we introduce the notations and preliminary results that are used throughout
the paper. In Section 3, we present the minimization problems Ph(y0) and Pλ(y0 + w), their
corresponding dual formulations, and discuss their optimality conditions. In Section 4, we
introduce the Metric Non-Degenerate Source Condition (MNDSC) and show how it implies that
the solution to Pλ(y0 + w) has a unique extreme point in a neighbourhood of each extreme point
representing the solution to Ph(y0). Section 5 is devoted to our main result, which provides the
exact sparse representation recovery of the solution ũλ to Pλ(y0 + w). Finally, in Section 6, we
present and analyze three examples. In these examples, we rephrase the MNDSC and apply our
main theorem to practical scenarios, showing its applicability and relevance.

2 Notations and Preliminaries

Let X be a Banach space with the norm denoted by ‖ · ‖X and Y an Hilbert Space with scalar
product (·, ·). Suppose that X is the dual of a separable Banach space X∗ with norm denoted
by ‖ · ‖X∗

. We consider:

• K : X → Y is a linear weak*-to-weak continuous operator;

• G : X → [0,+∞] is a convex, weak* lower semi-continuous and positively 1-homogeneous
functional, i.e. G(λu) = λG(u) for every λ > 0.
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We denote the duality pairing between η ∈ X∗ and u ∈ X by 〈η, u〉. Since the linear operator
K : X → Y is weak*-to-weak continuous, there exists a linear continuous operator K∗ : Y → X∗,
that is the pre-adjoint of K [18, Remark 3.2]. In particular, it holds that

〈K∗y, u〉 = (Ku, y) ∀y ∈ Y, u ∈ X.

Moreover, the existence of such a continuous pre-adjoint K∗ implies the strong-to-strong conti-
nuity of the operator K. We make the following additional assumptions on G.

Assumption 2.1 (Assumptions on G). The following assumptions on G hold:

(1) The sublevel set
S−(G,α) := {u ∈ X : G(u) 6 α} (2.1)

is weak* compact for every α > 0.

(2) 0 is an interior point of ∂G(0).

Remark 2.2. Note that item (2) in Assumption 2.1 is only required to ensure strong duality
for the minimization problem and consequently the validity of standard optimality conditions.
Therefore, independently of the validity of (2), all the results of this paper would carry through
if strong duality and optimality conditions hold.

We set B = S−(G, 1) and we give the following definition of extreme points of B.

Definition 2.3 (Extreme points). An element u ∈ B is called an extreme point of B if for every
u1, u2 ∈ B, s ∈ (0, 1) with u = (1 − s)u1 + su2, then u1 = u2 = u.

The set of all extreme points of B is denoted as Ext(B). By the Krein-Milman theorem, which
applies because B is weak* compact, non-empty, and convex due to the assumptions on G, we
conclude that Ext(B) 6= ∅. Let B := Ext(B)

∗
. Since the predual space X∗ is separable and B is

weak* compact, there exists a metric dB metrizing the weak* convergence on B. In other words,
for any sequences (uk)k∈N

in B and u ∈ B, we have:

uk
∗
⇀ u ⇐⇒ lim

k→∞
dB (uk, u) = 0.

In particular, we know that (B, dB) is a compact separable metric space.

Remark 2.4. Note that, since B = B
∗
, we have that

Ext(B) ⊂ B ⊂ B.

Assumption 2.5 (Assumption on K). We make the following additional assumption on K:

1. The operator K : X → Y is sequentially weak*-to-strong continuous in

dom(G) := {u ∈ X : G(u) < ∞},

i.e., for any sequence (uk)k∈N
in dom(G) such that uk

∗
⇀ u for some u ∈ X, it holds that

Kuk → Ku in Y .

Thanks to Choquet Theorem [46, page 14] we are able to work with measures on the metric space
B instead of considering u ∈ X. Let us introduce some notations and definitions of measures on
metric spaces. Denoting the space of real-valued bounded continuous functions over B as C(B),
we endow it with the supremum norm

‖f‖C(B) := max
u∈B

|f(u)|, (2.2)

5



which transforms it into a Banach space. In line with the definitions presented in [3], we denote
Π as the σ-algebra of Borel sets on B with respect to the topology induced by dB. A finite Radon
measure on B is a σ-additive mapping µ : Π → R, and we classify µ as positive if µ(E) ∈ [0,+∞)
holds for every E ∈ Π. Given a finite Radon measure µ, its total variation measure |µ| is defined
as

|µ|(E) := sup

{∫

E
ϕ(x)dµ(x) : ϕ ∈ C(B), ‖ϕ‖C(B) 6 1

}

∈ [0,+∞) ∀E ∈ Π.

The set of finite Radon measures over B is a vector space denoted by M(B), which turns into a
Banach space when equipped with the following total variation norm

‖µ‖M(B) := |µ|(B).

We note that M(B) endowed with its weak* topology is a locally convex space, with its pre-dual
being precisely C(B) with the norm (2.2). The duality pairing will be referred to as 〈·, ·〉M .
Additionally, we denote M+(B) as the set of all positive finite Radon measures on B.

Definition 2.6 (Support of a measure). The support of a measure µ ∈ M(B) is defined as

supp µ := {v ∈ B : ∀ε > 0, |µ|(Bε(v)) > 0},

where Bε(v) := {w ∈ B : dB (v,w) 6 ε}.

Definition 2.7 (Barycenter). We say that a measure µ ∈ M+(B) represents u ∈ X if

〈η, u〉 =

∫

B
〈η, v〉dµ(v) ∀η ∈ X∗. (2.3)

An element u ∈ X such that (2.3) holds is also called the barycenter of µ in B.

Finally, for the convenience of the reader, we give the following definitions.

Definition 2.8 (Choquet set). Given u ∈ X, we define a Choquet set as follows:

Cu := {µ ∈ M+(B) : µ represents u and G(u) = ‖µ‖M(B)}.

Remark 2.9. Thanks to [14, Proposition 5.2], that is based on Choquet Theorem [46, page
14], we have that each u ∈ B is the barycenter of at least one measure µ ∈ M+(B) with
G(u) = ‖µ‖M(B). Therefore, the set Cu is non-empty.

Definition 2.10 (Unique Representation). We say that u ∈ X is uniquely representable if and
only if there exists only one µ ∈ Cu.

3 Minimization Problems

Given an observation y0 = Ku0 ∈ Y for some u0 ∈ dom(G), we aim at reconstructing the data
u0 from the measurement y0, by solving either the soft-constrained problem

inf
u∈X

1

2
‖Ku− y0‖2

Y + λG(u), (Pλ(y0))

or the hard-constrained problem

inf
u∈X:Ku=y0

G(u). (Ph(y0))

6



If the observation is noisy we want to reconstruct u0 by solving

inf
u∈X

1

2
‖Ku− y0 − w‖2

Y + λG(u),

where w ∈ Y is the noise and λ > 0 is a well-chosen value. Thanks to our initial assumptions,
solutions exist for both Ph(y0) and Pλ(y0) (analogously for Pλ(y0 +w)) through the direct
methods of the calculus of variations. In particular, the existence of minimizers for Pλ(y0)
follows from the weak* compactness of the sublevel sets of G (as indicated by (1) in Assumption
2.1) and the weak* lower semi-continuity of G, combined with the weak*-to-weak continuity of
K, and the convexity and continuity of ‖ · ‖2

Y . The existence of minimizers for Ph(y0) follows
by analogous reasoning, noticing that u0 ∈ dom(G) and that the constraint Ku = y0 is closed
under weak* convergence, due to the weak*-to-weak continuity of K.

3.1 Duality theory and optimality conditions

In this section, we introduce a useful tool for the study of our minimization problem, which is
the associated dual problem. The Fenchel dual problem associated with Pλ(y0) is given by (see
for instance [32, Remark 4.2, Chapter III])

sup
p∈Y :K∗p∈∂G(0)

λ(y0, p) − λ2

2
‖p‖2

Y . (Dλ(y0))

Under our assumptions, we can prove strong duality and provide suitable optimality conditions
for Pλ(y0) and Dλ(y0).

Proposition 3.1. The strong duality between Pλ(y0) and Dλ(y0) holds, namely

sup
p∈Y :K∗p∈∂G(0)

λ(y0, p) − λ2

2
‖p‖2

Y = min
u∈X

1

2
‖Ku− y0‖2

Y + λG(u). (3.1)

Moreover, the existence of uλ ∈ X solution to Pλ(y0) and pλ ∈ Y solution to Dλ(y0), is equivalent
to the following optimality conditions:







K∗pλ ∈ ∂G(uλ),

−pλ =
1

λ
(Kuλ − y0).

(3.2)

Proof. Note that, since G(0) = 0 < ∞ and the function w 7→ ‖w − y0‖2
Y is continuous in Y for

every w ∈ Y , we can apply [32, Remark 4.2, Chapter III] and write that

min
u∈X

1

2
‖Ku− y0‖2

Y + λG(u) = sup
q∈Y

(y0, q) − ‖q‖2
Y

2
− λG∗

(
K∗q

λ

)

.

Since G is positively 1-homogeneous, it is a standard fact that its Fenchel conjugate is the
characteristic function of ∂G(0), denoted as χ∂G(0). Therefore, with the rescaling argument
q/λ = p, we obtain (3.1):

min
u∈X

1

2
‖Ku− y0‖2

Y + λG(u) = sup
q∈Y

(y0, q) − ‖q‖2
Y

2
− λχ∂G(0)

(
K∗q

λ

)

= sup
q∈Y :K∗q

λ
∈∂G(0)

(y0, q) − ‖q‖2
Y

2

= sup
p∈Y :K∗p∈∂G(0)

λ(y0, p) − λ2 ‖p‖2
Y

2
.
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From [32, Remark 4.2, Chapter III], we get that uλ ∈ X is a solution to Pλ(y0) and qλ ∈ Y is a
solution to

sup
q∈Y :K∗q

λ
∈∂G(0)

(y0, q) − ‖q‖2
Y

2

if and only if






K∗qλ
λ

∈ ∂G(uλ),

1

2
‖Kuλ − y0‖2

Y − (y0, qλ) +
‖qλ‖2

Y

2
+ (qλ,Kuλ) = 0.

The second optimality condition becomes:

‖Kuλ − y0‖2
Y − 2(y0, qλ) + ‖qλ‖2

Y + 2(qλ,Kuλ)

= (Kuλ − y0,Kuλ − y0) + 2(Kuλ − y0, qλ) + (qλ, qλ)

= (Kuλ − y0,Kuλ − y0 + qλ) + (Kuλ − y0 + qλ, qλ)

= ‖Kuλ − y0 + qλ‖2
Y = 0 ⇔ Kuλ − y0 + qλ = 0.

Therefore, we obtain the following optimality conditions:






K∗qλ
λ

∈ ∂G(uλ),

−qλ = Kuλ − y0.

Finally, by setting pλ = qλ/λ, we obtain the desired optimality conditions (3.2) for pλ ∈ Y
solving the problem Dλ(y0).

Note that, finding ηλ ∈ ∂G(uλ) such that ηλ = K∗pλ = − 1
λK∗(Kuλ − y0) gives a proof that

uλ is a solution to Pλ(y0). As a result, we name ηλ a dual certificate for uλ (following the
definition proposed in [31]). Moreover, observe that Dλ(y0) shares the same minimizers with
the minimization problem

min
p∈Y :K∗p∈∂G(0)

∥
∥
∥
∥

y0

λ
− p

∥
∥
∥
∥

2

Y
. (D′

λ(y0))

In particular, note that {p ∈ Y : K∗p ∈ ∂G(0)} is weak closed since K∗ is weak-to-weak
continuous. Therefore, due to the weak lower semi-continuity of ‖ · ‖Y , the problem D′

λ(y0), and
thus Dλ(y0) as well, always admits a minimizer. Finally, since D′

λ(y0) is the projection of y0/λ
onto the closed convex set {p ∈ Y : K∗p ∈ ∂G(0)}, such solution is also unique and it will be
denoted by pλ.

Remark 3.2. Note that the same argument applies to the problem with noise, as defined in
Pλ(y0 + w). In this context, the associated dual problem becomes:

sup
p∈Y :K∗p∈∂G(0)

λ(y0 + w, p) − λ2

2
‖p‖2

Y . (Dλ(y0 + w))

In particular, the strong duality (3.1) remains valid with y0 + w instead of y0. Moreover, the
existence of ũλ solution to Pλ(y0 + w) and p̃λ solution to Dλ(y0 + w), is equivalent to the
following optimality conditions:







K∗p̃λ ∈ ∂G(ũλ),

−p̃λ =
1

λ
(Kũλ − y0 −w).

(3.3)

Similarly to the noiseless case, a unique solution p̃λ exists always for Dλ(y0 + w) and we denote
as η̃λ = K∗p̃λ the dual certificate for ũλ.
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If we look instead at the problem with a hard-constrained Ph(y0), its dual counterpart is

sup
p∈Y :K∗p∈∂G(0)

(y0, p). (Dh(y0))

Let us proceed to analyze the strong duality and the optimality conditions for Ph(y0) and Dh(y0).

Proposition 3.3. The strong duality between Ph(y0) and Dh(y0) holds, namely

min
u∈X:Ku=y0

G(u) = sup
p∈Y :K∗p∈∂G(0)

(y0, p). (3.4)

Moreover, the existence of u0 ∈ X solution to Ph(y0) and p0 ∈ Y solution to Dh(y0), is equivalent
to the following optimality conditions:

{

K∗p0 ∈ ∂G(u0),

Ku0 = y0.
(3.5)

Proof. Consider the problem

− sup
p∈Y :K∗p∈∂G(0)

(y0, p) = min
p∈Y

−(y0, p) + χ∂G(0)(K∗p).

Since 0 is an interior point of ∂G(0), we know that χ∂G(0) is continuous at zero in X∗. Therefore,
we can apply [32, Remark 4.2, Chapter III] to get that

min
p∈Y

−(y0, p) + χ∂G(0)(K∗p) = sup
w∈X

−χ{Kw=−y0}(w) −G(−w) = − min
w∈X:Kw=−y0

G(−w).

If we apply the change of variable u = −w, we obtain:

− sup
p∈Y :K∗p∈∂G(0)

(y0, p) = sup
u∈X

−χ{Ku=y0}(u) −G(u) = sup
u∈X:Ku=y0

−G(u) = − min
u∈X:Ku=y0

G(u),

which is equivalent to (3.4). Once again, by [32, Remark 4.2, Chapter III], we establish that
p0 ∈ Y is a solution to Dh(y0) and w0 ∈ X is a solution to

min
p∈Y

−(y0, p) + χ∂G(0)(K∗p)

if and only if

{− (y0, p0) + χ{Kw0=−y0} − (Kw0, p0) = 0 ⇔ Kw0 = −y0,

− w0 ∈ ∂χ∂G(0)(K∗p0).
(3.6)

Thanks to [32, Corollary 5.2, Chapter I], the second optimality condition in (3.6) is equivalently
expressed as

K∗p0 ∈ ∂G(−w0).

By setting u0 = −w0, we obtain:

{

Ku0 = y0,

K∗p0 ∈ ∂G(u0),

which are the desired optimality conditions (3.5) for u0 ∈ X solving the problem Ph(y0).
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Considering the problem Dh(y0), it is important to note that we do not know if a solution exists.
Therefore, in the following, we will proceed with the assumption that a solution does indeed
exist until we define the Metric Non-Degenerate Source Condition. Moreover, we keep using
a similar notation for the dual certificate associated with Ph(y0), denoted as η0 = K∗p0. In
general, dual certificates for Ph(y0) are not unique. Therefore, for the upcoming analysis and
following the same approach as in [31], we will consider the dual certificate that possesses the
minimal norm in the Hilbert space Y .

Definition 3.4 (Minimal-norm dual certificate). The minimal-norm dual certificate associated
with Ph(y0) (when it exists) is defined as η0 = K∗p0, where p0 ∈ Y is the unique solution to
Dh(y0) with minimal ‖ · ‖Y norm. In other words:

p0 = argmin {‖p‖Y : p ∈ Y is a solution to Dh(y0)} .

Now, if a solution to Dh(y0) exists, the unique solution to Dλ(y0) converges strongly to the
minimal-norm solution to Dh(y0) as λ → 0. This is stated in the following proposition. Its proof
follows similar reasoning as [31, Proposition 1].

Proposition 3.5 (Convergence of the dual solution). Let pλ be the unique solution to Problem
Dλ(y0). Suppose that a solution to Dh(y0) exists and let p0 be the solution to Dh(y0) with
minimal-norm as defined in Definition 3.4. Then,

lim
λ→0+

‖pλ − p0‖Y = 0.

Proof. Let pλ be the unique solution to Dλ(y0) and p0 be the solution to Dh(y0) with minimal-
norm as defined in Definition 3.4. Since they are solutions, we have:

(y0, pλ) − λ

2
‖pλ‖2

Y > (y0, p0) − λ

2
‖p0‖2

Y , (3.7)

(y0, p0) > (y0, pλ),

where in the first inequality we divided by λ > 0. This implies that

‖p0‖2
Y > ‖pλ‖2

Y ∀λ > 0. (3.8)

Now, let (λn)n∈N
be any sequence of positive parameters converging to 0. Since, by (3.8), the

sequence pλn is bounded in Y , we may extract a subsequence (λnk)k∈N such that pλnk ⇀ p̄ in
Y . Passing to the limit in (3.7) as k → ∞, we get:

(y0, p̄) > (y0, p0).

Moreover, since K∗ is a weak-to-weak continuous operator,

K∗pλnk ⇀K∗p̄ in X∗. (3.9)

Let uλ be a sequence of minimizers of Pλ(y0). Thanks to [38, Theorem 3.5], we may extract
another subsequence, denoted again (λnk)k∈N, such that

uλnk
∗
⇀ u0 in X,

where u0 ∈ X is a minimizer of Ph(y0). Using the Cauchy-Schwarz inequality, the following
estimates hold for every v ∈ X:

|〈v − uλnk ,K∗pλnk 〉 − 〈v − u0,K∗p̄〉| = |〈u0 − uλnk ,K∗pλnk 〉 + 〈v − u0,K∗pλnk −K∗p̄〉|
= |(K(u0 − uλnk ), pλnk ) + 〈v − u0,K∗pλnk −K∗p̄〉|
6 ‖K(u0 − uλnk )‖Y ‖pλnk ‖Y + |〈v − u0,K∗pλnk −K∗p̄〉|.
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The first term is going to zero, because pλnk is bounded in (3.8) and K is weak*-to-strong
continuous in dom(G), while the second term vanishes, because (3.9) holds. Therefore, as
k → ∞, we obtain:

〈v − uλnk ,K∗pλnk 〉 → 〈v − u0,K∗p̄〉. (3.10)

Due to the weak* lower semi-continuity of G and the convergence established in (3.10), it holds
that

〈v − u0,K∗p̄〉 +G(u0) 6 lim inf
k→∞

〈v − uλnk ,K∗pλnk 〉 +G(uλnk ) 6 G(v) ∀v ∈ X,

where the second inequality is equivalent to the optimality conditions (3.2) (see for instance
[32, 5.2, Chapter I]). These conditions are satisfied because pλnk is the unique solution to the
problem Dλ(y0). This implies that K∗p̄ ∈ ∂G(u0), consequently establishing p̄ as a solution to
the dual problem Dh(y0), thanks to the optimality conditions (3.5). Furthermore, thanks to the
weak lower semi-continuity of ‖ · ‖Y , the estimate (3.8), and the definition of minimal-norm dual
solution p0, we can readily write that

‖p̄‖Y 6 lim inf
k→∞

‖pλnk ‖Y 6 ‖p0‖Y 6 ‖p̄‖Y .

Therefore, the following norm convergence holds:

lim
k→∞

‖pλnk ‖Y = ‖p0‖Y = ‖p̄‖Y .

Now, since p0 is the unique solution to Dh(y0) with minimal-norm and ‖p0‖Y = ‖p̄‖Y , we
conclude that p0 = p̄. Since weak convergence, together with convergence in norm, implies strong
convergence (see for instance [33]), we can conclude that pλnk converges strongly to p0 in the Y

topology. If this holds for any sequence λn → 0+, we obtain the desired result. Let us assume
by contradiction that there exists ε > 0 and a sequence λn → 0+ such that ‖p0 − pλn‖Y > ε for
all n ∈ N. By repeating the previous argument, we may extract a subsequence (λnk)k∈N such

that pλnk
Y→ p̄. However, this directly contradicts the condition ‖p0 −pλnk‖Y > ε, implying that

lim
λ→0+

pλ = p0 holds strongly.

We can now introduce the notion of extreme critical set.

Definition 3.6 (Extreme critical set). Let u0 ∈ X be such that y0 = Ku0. Suppose that a
solution to Dh(y0) exists, and denote η0 ∈ X∗ as the minimal-norm dual certificate associated
with Ph(y0). The extreme critical set of u0 is defined as follows:

Exc(u0) := {u ∈ B : 〈η0, u〉 = 1} .

Remark 3.7. Note that in the setting considered by Duval and Peyré in [31], the concept of
the extreme critical set simplifies to the extended support. In their context, this terminology
is particularly fitting as they deal with Radon measures, allowing them to establish a concrete
definition of support.

In the following proposition, we will present an alternative criterion for characterizing u0 as a
solution to Ph(y0). This criterion is expressed about the support of all measures in M+(B) that
belong to the Choquet set Cu0 , c.f. Definition 2.8.

Proposition 3.8. Given u0 ∈ X such that y0 = Ku0, suppose that there exists a solution to
Dh(y0). Then, the following two properties hold:

(a) If u0 is a solution to Ph(y0), then suppµ0 ⊂ Exc(u0) for all µ0 ∈ Cu0 .
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(b) If there exists µ0 ∈ Cu0 such that suppµ0 ⊂ Exc(u0), then u0 is a solution to Ph(y0).

Proof. (a) Suppose that u0 is a solution to Ph(y0) and let η0 be the minimal-norm dual certificate
associated with Dh(y0). Thanks to the optimality conditions (3.5) it holds that η0 ∈ ∂G(u0),
which is equivalent to the following condition:

〈η0, u− u0〉 +G(u0) 6 G(u) ∀u ∈ X.

The previous inequality holds if and only if the following conditions are satisfied:

〈η0, u0〉 = G(u0), 〈η0, v〉 6 G(v) ∀v ∈ X. (3.11)

Let us divide the inequality in (3.11) by G(v) and note that w = v/G(v) belongs to B. Indeed,
thanks to the homogeneity of G, we have G(w) = 1 for every w ∈ X. Therefore, (3.11) implies
that

〈η0, u0〉 = G(u0), max
w∈B

〈η0, w〉 6 1.

Thanks to Remark 2.4, we know that B ⊂ B, which implies the following inequality:

max
w∈B

〈η0, w〉 6 max
w∈B

〈η0, w〉 6 1.

Consider any positive measure µ0 ∈ Cu0, that is a measure in the space M+(B) such that
G(u0) = |µ0|(B) and it also satisfies the following condition:

〈η, u0〉 =

∫

B
〈η,w〉dµ0(w) ∀η ∈ X∗. (3.12)

To obtain the sought result, we just need to prove that 〈η0, w〉 = 1 for all w ∈ suppµ0. Let
us assume by contradiction that there exists ε > 0 and w̄ ∈ suppµ0 such that 〈η0, w̄〉 6 1 − ε.
From the weak* continuity of the mapping w 7→ 〈η0, w〉, it follows that there exists δ > 0 such
that

〈η0, w〉 6 1 − ε

2
∀w ∈ Bδ(w̄), (3.13)

where Bδ(w̄) := {w ∈ B : dB (w̄, w) 6 δ}. Now, with η = η0, we split the integral in (3.12) in
the following two parts:

〈η0, u0〉 =

∫

B
〈η0, w〉dµ0(w) =

∫

Bδ(w̄)
〈η0, w〉dµ0(w) +

∫

B\Bδ(w̄)
〈η0, w〉dµ0(w).

Thanks to the inequality (3.13) and Definition 2.6, we get:

〈η0, u0〉 6
(

1 − ε

2

)

|µ0|(Bδ(w̄)) + |µ0|(B \Bδ(w̄)) = |µ0|(B) − ε

2
|µ0|(Bδ(w̄)) < G(u0).

This immediately leads to a contradiction with (3.11). Thus, we conclude that 〈η0, w〉 = 1 for
all w ∈ suppµ0.
(b) Consider a positive measure µ0 ∈ Cu0 such that suppµ0 ⊂ Exc(u0). Let p0 ∈ Y be the
minimal-norm solution to Dh(y0) and η0 = K∗p0 be the minimal-norm dual certificate. Then,
due to the constraint imposed by the problem Dh(y0), we have η0 ∈ ∂G(0), which leads to the
following inequality:

〈η0, v〉 6 G(v) ∀v ∈ X. (3.14)

Furthermore, since suppµ0 ⊂ Exc(u0) and µ0 ∈ Cu0, we have:

〈η0, u0〉 =

∫

B
〈η0, v〉 dµ0(v) = |µ0|(B) = G(u0) . (3.15)

Coupling (3.14) and (3.15) is equivalent to the condition η0 ∈ ∂G(u0), which, together with the
assumption Ku0 = y0, establishes the minimality of u0 based on Proposition 3.3.
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We also need to prove the statement (a) for a solution ũλ to Pλ(y0 + w). To achieve this, we
introduce the extreme critical set of ũλ following Definition 3.6:

Exc(ũλ) := {u ∈ B : 〈η̃λ, u〉 = 1} ,

where η̃λ is the dual certificate associated with Pλ(y0 + w).

Proposition 3.9. If ũλ ∈ X is a solution to Pλ(y0 + w), then

supp µ̃λ ⊂ Exc(ũλ) ∀µ̃λ ∈ Cũλ.

Proof. Let ũλ ∈ X be a solution to Pλ(y0 + w) and p̃λ be the unique solution to Dλ(y0 + w).
Setting η̃λ = K∗p̃λ, by the optimality conditions (3.3), it holds that η̃λ ∈ ∂G(ũλ), which is
equivalent to the following condition:

〈η̃λ, u− ũλ〉 +G(ũλ) 6 G(u) ∀u ∈ X.

Replicating the same steps as outlined in the proof of Proposition 3.8, we find that

〈η̃λ, ũλ〉 = G(ũλ), max
w∈B

〈η̃λ, w〉 6 1.

Consider any positive measure µ̃λ ∈ Cũλ , that is a positive measure such that G(ũλ) = |µ̃λ|(B)
and it also satisfies the following condition:

〈η, ũλ〉 =

∫

B
〈η,w〉dµ̃λ(w) ∀η ∈ X∗.

Using a similar argument by contradiction as the one proposed in the proof of Proposition 3.8,
we obtain that

〈η̃λ, w〉 = 1 ∀w ∈ supp µ̃λ,

i.e. supp µ̃λ ⊂ Exc(ũλ) for every µ̃λ ∈ Cũλ .

4 Localized properties of the solutions

In this section, we focus on the local properties of solutions to Pλ(y0 + w) for small λ and w.
In particular, we consider the following set of admissible parameters/noise levels for λ0 > 0 and
α > 0:

Nα,λ0 = {(λ,w) ∈ R+ × Y : 0 6 λ 6 λ0 and ‖w‖Y 6 αλ} .
Note that Nα,λ0 is the natural admissible set that allows to show the convergence of minimizers
of Pλ(y0 +w) to those of Ph(y0) when both the noise level and the regularization parameter
approach zero while belonging to Nα,λ0 [38]. As a reminder, for any u ∈ B, we use Bε(u) to
represent the ball centered at u with a radius ε > 0, employing the dB metric. In other words:

Bε(u) = {v ∈ B : dB(u, v) 6 ε}.

We also denote y0 = Ku0 for some u0 ∈ X, and

Excε(u0) :=
⋃

u∈Exc(u0)

Bε(u).

Lemma 4.1. Assume that there exists a solution to Dh(y0) and let ũλ ∈ X be any solution to
Pλ(y0 + w). Given ε > 0, there exist α > 0, λ0 > 0 such that, for all (λ,w) ∈ Nα,λ0,

supp µ̃λ ⊂ Excε(u0) ∀µ̃λ ∈ Cũλ .
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Proof. Consider p0 ∈ Y the minimal-norm solution to Dh(y0) and denote η0 = K∗p0 ∈ X∗ the
minimal-norm dual certificate. Recall that, according to Definition 3.6, the mapping u 7→ 〈η0, u〉
is equal to 1 precisely when u ∈ Exc(u0). Therefore, if we define Kε = B \ Excε(u0), due to the
weak* continuity of the mapping u 7→ 〈η0, u〉, we have:

sup
u∈Kε

〈η0, u〉 < 1.

Define s = 1 − supu∈Kε〈η0, u〉 > 0. We are going to prove the following claim. If there exists
g ∈ X∗ such that supu∈B〈g − η0, u〉 < s, then

{u ∈ B : 〈g, u〉 = 1} ⊂ Excε(u0).

If we assume by contradiction that there exists ū ∈ Kε such that 〈g, ū〉 = 1, then

〈g − η0, ū〉 = 1 − 〈η0, ū〉 > 1 − sup
u∈Kε

〈η0, u〉 = s,

which immediately contradicts supu∈B〈g − η0, u〉 < s. Hence, the claim holds.
Now, let pλ and p̃λ be the unique solutions to Dλ(y0) and Dλ(y0 + w) respectively, for w ∈ Y .
Thanks to Lemma A.1, we know that the function y0

λ 7→ pλ is non-expansive, that is the following
estimate holds:

‖pλ − p̃λ‖Y 6
‖w‖Y
λ

6 α. (4.1)

Defining ηλ = K∗pλ and η̃λ = K∗p̃λ the dual certificates of the noiseless and noisy problems
respectively, we can use (4.1) and strong continuity of K∗ to deduce that for all u ∈ B:

|〈ηλ − η̃λ, u〉| = |〈K∗(pλ − p̃λ), u〉|
6 ‖K∗‖L(Y,X∗) ‖pλ − p̃λ‖Y ‖u‖X
6 ‖K∗‖L(Y,X∗)α ‖u‖X ,

where L(Y,X∗) is the space of linear bounded operators from Y to X∗ and ‖u‖X is bounded,
because B is norm-bounded. Choosing α = s

2‖K∗‖L(Y,X∗)‖u‖X
in Nα,λ0 , we are able to write, for

any u ∈ B and every ‖w‖ 6 α, the following inequalities:

|〈η0 − η̃λ, u〉| 6 |〈η0 − ηλ, u〉| + |〈ηλ − η̃λ, u〉|
6 |〈η0 − ηλ, u〉| +

s

2

6 ‖K∗‖L(Y,X∗) ‖p0 − pλ‖Y ‖u‖X +
s

2
.

According to Proposition 3.5, it holds that limλ→0 ‖p0 − pλ‖Y = 0. Thus, by selecting a suffi-
ciently small λ, we ensure that ‖K∗‖L(Y,X∗) ‖p0 − pλ‖Y ‖u‖X < s

2 . This implies that

|〈η0 − η̃λ, u〉| 6 ‖K∗‖L(Y,X∗) ‖p0 − pλ‖Y ‖u‖X +
s

2
< s.

Finally, applying the initial claim with g = η̃λ yields

Exc(ũλ) ⊂ Excε(u0). (4.2)

By using Proposition 3.9 and (4.2), we get the desired result:

supp µ̃λ ⊂ Exc(ũλ) ⊂ Excε(u0) ∀µ̃λ ∈ Cũλ .
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4.1 Metric Non-Degenerate Source Condition

Up to this point, we have not given any assumptions regarding the behaviour of the minimal-
norm dual certificate locally around the points in Exc(u0). Similarly, we do not know anything
about the local structure of ũλ, which could potentially exhibit a non-sparse nature.
Therefore, we will introduce an assumption that defines a local non-degeneracy criterion for some
elements ui0 ∈ Exc(u0), and we will use such assumption to show the sparse nature of ũλ for
(λ,w) ∈ Nα,λ0 . This assumption is referred to as the Metric Non-Degenerate Source Condition
(MNDSC). We consider curves γ : [0, 1] → B in the following set for a fixed M > 0:

ΓM =

{

γ ∈ C([0, 1],B) : t 7→ K(γ(t)) is C2((0, 1)) and sup
t∈[0,1]

∥
∥
∥
∥
∥

d2

dt2
K(γ(t))

∥
∥
∥
∥
∥
Y

6M

}

.

In the definition above, d2

dt2K(γ(t)) has to be intended as the second weak Gateaux derivative
of the mapping t 7→ K(γ(t)).

Definition 4.2 (Metric Non-Degenerate Source Condition). Let u0 =
∑n
i=1 c

i
0u
i
0 ∈ X be such

that y0 = Ku0. We say that u0 satisfies the Metric Non-Degenerate Source Condition (MNDSC)
if

(i) ImK∗ ∩ ∂G(u0) 6= ∅,

(ii)
{
u1

0, . . . , u
n
0

}
= Exc(u0),

(iii) ∃ε, δ > 0 such that, for all i = 1, . . . , n, and for any v1, v2 ∈ Bε(u
i
0) where v1 6= v2, the

following condition holds. There exists a curve γ : [0, 1] → Bε(u
i
0), belonging to ΓM , with

γ(0) = v1 and γ(1) = v2, such that

d2

dt2
〈η0, γ(t)〉 < −δ ∀t ∈ (0, 1).

Remark 4.3. Let us remark on the main differences between our Metric Non-Degenerate Source
Condition (MNDSC), as introduced in Definition 4.2, and the standard Non-Degenerate Source
Condition presented in [31, Definition 5]. First, note that we are dealing with general extreme
points {ui0}ni=1, while they focus on positions xi0 ∈ T for all i = 1, . . . , n, because they work with
Dirac deltas as extreme points.

Condition (i): It corresponds to the classical source condition [20], which implies the
optimality conditions. Therefore, by Proposition 3.3, u0 is a minimizer of Ph(y0) and
there exists a solution to Dh(y0). This is identical to the first condition described in [31,
Definition 5].

Condition (ii): This condition specifies that only at the n extreme points {ui0}ni=1, the
relation 〈η0, u〉 = 1 holds, implying also that ui0 6= 0 for every i. In contrast, thanks to
the optimality conditions (3.5) for u0, all other points satisfy 〈η0, u〉 < 1. This aligns nat-
urally with the first part of the second condition proposed in [31, Definition 5], essentially
identifying our extreme critical set with their extended support for measures.

Condition (iii): This condition plays an essential role in distinguishing between our
MNDSC and the NDSC introduced in [31, Definition 5], where the only requirement is
that the second derivative of the minimal-norm dual certificate η0 = K∗p0, computed at
the support of n Dirac deltas, is different than zero. In our condition (iii), we instead
prescribe the non-degeneracy of the map t 7→ 〈η0, γ(t)〉 for curves γ with values in Bε(u

i
0).

Note that we do not only ask that d2

dt2
〈η0, γ(t)〉 < −δ at t̄ such that γ(t̄) = ui0, but we

require that this condition must be satisfied at every point along a curve connecting any
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pair of extreme points in a small neighbourhood of ui0 (not necessarily passing through ui0).
This makes our condition not defined pointwise reflecting the lack of differential structure
of the set B.

Remark 4.4. Note that, a direct computation shows that d2

dt2
(p,K(γ(t))) = (p, d

2

dt2
K(γ(t)))

holds for any p ∈ Y , where d2

dt2K(γ(t)) represents the second weak Gateaux derivative of the func-

tion t 7→ K(γ(t)). In particular, we have that d2

dt2 〈η0, γ(t)〉 = d2

dt2 (p0,K(γ(t))) = (p0,
d2

dt2K(γ(t)))
is well-defined. The same holds also with ηλ and η̃λ.

Due to Remark 4.3, condition (i) in the MNDSC directly implies that u0 =
∑n
i=1 c

i
0u
i
0 is a

minimizer of Ph(y0). Furthermore, given that {Kui0}ni=1 are linearly independent, u0 is the
unique and uniquely representable minimizer. This is the content of the following lemma.

Lemma 4.5. Let u0 =
∑n
i=1 c

i
0u
i
0 ∈ X be such that y0 = Ku0 and satisfy conditions (i)-(ii) in

Definition 4.2. If {Kui0}ni=1 are linearly independent, then u0 is the unique minimizer of Ph(y0)
and it is uniquely representable as in Definition 2.10.

Proof. Let ū ∈ X be a minimizer of Ph(y0). By Remark 2.9, we know that there exists at least
one measure µ̄ ∈ Cū. Moreover, thanks to Proposition 3.8, we also know that

supp µ̄ ⊂ Exc(u0) =
{

u1
0, . . . , u

n
0

}

.

Therefore, µ̄ is a discrete measure composed of at most n Dirac deltas as follows:

µ̄ =
n∑

i=1

c̄iδui0
, (4.3)

where c̄i > 0 for every i = 1, . . . , n. Thanks to (4.3), we get that

〈η, ū〉 =

∫

B
〈η, v〉dµ̄(v) =

n∑

i=1

c̄i〈η, ui0〉 = 〈η,
n∑

i=1

c̄iui0〉 ∀η ∈ X∗.

This implies that

ū =
n∑

i=1

c̄iui0.

Since Kū = Ku0 = y0, by the linear independence of {Kui0}ni=1, we deduce that

K
n∑

i=1

(

ci0 − c̄i
)

ui0 =
n∑

i=1

(

ci0 − c̄i
)

Kui0 = 0 ⇒ ci0 = c̄i. (4.4)

This shows that ū = u0 is the unique minimizer of Ph(y0) and µ̄ =
∑n
i=1c

i
0δui0

∈ Cu0 .
Finally, we establish the unique representability of u0, that is µ̄ ∈ Cu0 is unique. Let µ0 ∈ Cu0.
According to Proposition 3.8, we have that

µ0 =
n∑

i=1

c̄i0δui0
,

where c̄i0 > 0 for every i = 1, . . . , n. Repeating the computation above and using the linear
independence of {Kui0}ni=1 in (4.4), we deduce that ci0 = c̄i0. This implies that µ̄ = µ0 =
∑n
i=1c

i
0δui0

, that is u0 is uniquely representable.
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We note that in the previous lemma, the coefficients ci0 could potentially be greater or equal
than zero. This observation indicates that the unique solution u0 ∈ X to Ph(y0) could be a
linear combination of a maximum of n extreme points ui0 ∈ B. This arises from the fact that if
certain coefficients are equal to zero, the respective terms in the combination would vanish.
If such a case would happen, a straightforward solution would be to adjust the extreme critical
set of u0, removing terms corresponding to the zero coefficients, in such a way that

{

u1
0, . . . , u

m
0

}

= Exc(u0),

where m < n. In this case, Lemma 4.5 would remain unchanged, mirroring the procedure with
m instead of n. Therefore, from now on, we will consider an additional assumption for the
minimizer u0 =

∑n
i=1 c

i
0u
i
0, referred to as the complementarity assumption. This assumption

restricts our focus exclusively to coefficients ci0 that are greater than zero.
Assuming the validity of the MNDSC in Definition 4.2 for u0, we now prove any minimizer ũλ
of Pλ(y0 + w), is actually sparse for (λ,w) ∈ Nα,λ0 , namely it is a linear combination of extreme
points ũiλ in B. Furthermore, such ũiλ are unique, satisfy 〈η̃λ, ũiλ〉 = 1, and the corresponding
coefficient c̃iλ are strictly greater than zero.

Lemma 4.6. Assume that u0 =
∑n
i=1 c

i
0u
i
0, where ci0 > 0 and ui0 ∈ B \{0} for every i = 1, . . . , n,

satisfies the MNDSC given in Definition 4.2. Let
{
Ku1

0, . . . ,Ku
n
0

}
be linearly independent and

ũλ ∈ X be any solution to Pλ(y0 + w). Then, for ε > 0 small enough, there exist α > 0, λ0 > 0
such that, for all (λ,w) ∈ Nα,λ0 , there exists a unique collection of ũiλ ∈ Bε(u

i
0) that satisfies

the following identity:

ũλ =
n∑

i=1

c̃iλũ
i
λ,

where c̃iλ > 0 and 〈η̃λ, ũiλ〉 = 1 for every i = 1, . . . , n.

Proof. Let us consider the ball with respect to the metric dB:

Bε(u
i
0) = {v ∈ B : dB(ui0, v) 6 ε}.

Thanks to the MNDSC for u0, we know that there exists ε > 0 such that, for every γ : [0, 1] →
Bε(u

i
0) in ΓM connecting two distinct points in Bε(u

i
0), it holds:

d2

dt2
〈η0, γ(t)〉 < −δ ∀t ∈ (0, 1).

Moreover, it also holds that 〈η0, u〉 < 1 for every u ∈ Bε(u
i
0), u 6= ui0, and 〈η0, u

i
0〉 = 1. As a

result, for sufficiently small ε > 0, Exc(u0) ∩ Bε(u
i
0) = {ui0}, that is ui0 is an isolated point of

Exc(u0).
We now aim to prove that the function u 7→ 〈η̃λ, u〉 has a unique maximizer in the ball Bε(u

i
0)

for each i. Suppose by contradiction that there exist ũi,1λ , ũ
i,2
λ ∈ Bε(u

i
0) such that ũi,1λ 6= ũi,2λ ,

both maximizing u 7→ 〈η̃λ, u〉. Then, by the MNDSC, there exists a curve γ ∈ ΓM , satisfying
γ(0) = ũi,1λ , γ(1) = ũi,2λ , such that

d2

dt2
〈η0, γ(t)〉 =

d2

dt2
(p0,K(γ(t))) < −δ ∀t ∈ (0, 1), (4.5)

where 0 and 1 are also maximizers of t 7→ 〈η̃λ, γ(t)〉. Thanks to the Cauchy-Schwarz inequality,
we have:

|(p0 − pλ,
d2

dt2
K(γ(t)))| 6 ‖p0 − pλ‖Y

∥
∥
∥
∥
∥

d2

dt2
K(γ(t))

∥
∥
∥
∥
∥
Y

6M ‖p0 − pλ‖Y ,
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where M is a bounded positive constant, because γ ∈ ΓM . Recall also that, thanks to Lemma
A.1, the function y0

λ 7→ pλ is non-expansive, which implies that

‖pλ − p̃λ‖Y 6
‖w‖Y
λ

6 α. (4.6)

From (4.6), we obtain that

|(pλ − p̃λ,
d2

dt2
K(γ(t)))| 6 ‖pλ − p̃λ‖Y

∥
∥
∥
∥
∥

d2

dt2
K(γ(t))

∥
∥
∥
∥
∥
Y

6Mα.

Mirroring the reasoning in the proof of Lemma 4.1, set α = δ
4M in Nα,λ0 (note that α does not

depend on the curve chosen). Then, we can write:

|(p̃λ − p0,
d2

dt2
K(γ(t)))| 6 |(p0 − pλ,

d2

dt2
K(γ(t)))| + |(pλ − p̃λ,

d2

dt2
K(γ(t)))|

6 |(p0 − pλ,
d2

dt2
K(γ(t)))| +

δ

2

6 ‖p0 − pλ‖Y M +
δ

4
.

For λ small enough, using Proposition 3.5, we can assume that ‖p0 − pλ‖Y M < δ
4 , which implies

that

|(p̃λ − p0,
d2

dt2
K(γ(t)))| < δ

2
. (4.7)

Hence, combining (4.7) and (4.5) and using (iii) in the MNDSC, we get that

d2

dt2
〈η̃λ, γ(t)〉 = (p̃λ,

d2

dt2
K(γ(t)))

6 |(p̃λ − p0,
d2

dt2
K(γ(t)))| + (p0,

d2

dt2
K(γ(t)))

<
δ

2
+ (p0,

d2

dt2
K(γ(t)))

< −δ

2
∀t ∈ (0, 1).

This implies that the function t 7→ 〈η̃λ, γ(t)〉 is of class C([0, 1]), twice differentiable in the interval
(0, 1) and its second derivative assumes negative values in the open interval (0, 1). Therefore,
since the function is strictly concave in (0, 1), it has a unique maximizer t̃, that is

ũi,1λ = γ(0) = γ(t̃) = γ(1) = ũi,2λ ,

where we denote γ(t̃) := ũiλ. We immediately obtain contradiction, which means that u 7→ 〈η̃λ, u〉
has indeed a unique maximizer ũiλ in Bε(u

i
0) for each i.

In particular, given that the optimality conditions (3.3) ensure 〈η̃λ, u〉 6 1 for all u ∈ B, we
note that ũiλ is the unique point that could possibly achieve 〈η̃λ, u〉 = 1 in Bε(u

i
0). We will show

that, with our assumptions, ũiλ indeed attains 〈η̃λ, ũiλ〉 = 1 for every i. By applying Proposition
3.9, we obtain that, for every µ̃λ ∈ M+(B) that represents ũλ and such that G(uλ) = ‖µ̃λ‖M(B),
it holds that supp µ̃λ ∩ Bε(u

i
0) ⊂ Exc(ũλ) ∩ Bε(u

i
0) for every i. We note that, up to this point,

Exc(ũλ) ∩ Bε(u
i
0) may also be an empty set. Furthermore, when Exc(ũλ) ∩ Bε(u

i
0) 6= ∅, it is

necessarily equivalent to the isolated maximizer {ũiλ}, that is 〈η̃λ, ũiλ〉 = 1.
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Since, by Lemma 4.1, the support of the measure µ̃λ is contained in Excε(u0), it holds that

µ̃λ =
n∑

i=1

c̃iλδũi
λ
,

where c̃iλ > 0 for each i. Therefore, since µ̃λ represents ũλ, it also holds that

ũλ =
n∑

i=1

c̃iλũ
i
λ.

In particular, when c̃iλ = 0, it means that supp µ̃λ ∩ Bε(u
i
0) is an empty set. In other words,

the term in the linear combination associated with c̃iλ = 0 vanishes, regardless of the behaviour
of ũiλ. On the contrary, when c̃iλ > 0, it implies that supp µ̃λ ∩ Bε(u

i
0) is not empty. In this

case, the term in the linear combination associated with c̃iλ > 0 is present, and it is necessary
that supp µ̃λ ∩Bε(ui0) = Exc(ũλ) ∩Bε(u

i
0) = {ũiλ}. Therefore, it is sufficient to prove that c̃iλ is

greater than zero for every i to obtain the desired result. First, we note that c̃iλ is bounded for
(λ,w) ∈ Nα,λ0 and for every i. Indeed, by the minimality of ũλ for Pλ(y0 + w), it holds that

λG(ũλ) 6
1

2
‖Kũλ − y0 − w‖2

Y + λG(ũλ) 6
‖w‖2

Y

2
+ λG(u0),

where we used that Ku0 − y0 = 0. Therefore, dividing by λ > 0, we obtain:

G(u0) +
‖w‖2

Y

2λ
> G(ũλ) = ‖µ̃λ‖M(B) =

n∑

i=1

c̃iλ.

Since u0, minimizer of Ph(y0), belongs to dom(G), we have that {c̃iλ}ni=1 are bounded for all
possible choices of (λ,w) ∈ Nα,λ0 .
Now, let us prove that c̃iλ > 0 for every i = 1, . . . , n. Assume by contradiction that there exists
a sequence (λk, wk)k∈N ⊂ Nα,λ0 with λk → 0 and consequently wk → 0 (‖wk‖Y 6 αλk) such
that, for some j, it holds that

c̃jλk → 0 as k → ∞.

By weak* compactness of the sublevel sets of G (Assumption 2.1) and boundedness of {c̃iλ}ni=1

proved above, there exists a subsequence (λk, wk)k∈N ⊂ Nα,λ0 (not relabelled) such that

ũjλk
∗
⇀ ûj0 as k → ∞,

c̃jλk → ĉj0 as k → ∞,

where ĉj0 = 0. In particular, it holds that

ũλk
∗
⇀

n∑

i=1

ĉi0û
i
0 as k → ∞.

Thanks to the linear independence of {Kui0}ni=1, we can apply Lemma 4.5, establishing the
uniqueness of the minimizer u0, and combining it with the convergence result from [38, Theorem
3.5], which states that ũλk

∗
⇀ u0, we can conclude that

u0 =
n∑

i=1

ĉi0û
i
0.
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Furthermore, since u0 is uniquely representable again by Lemma 4.5, we have that ĉi0 = ci0 and
ûi0 = ui0 for all i. Thus, since ci0 6= 0 for all i = 1, . . . , n, we reach a contradiction. We proved
that

ũλ =
n∑

i=1

c̃iλũ
i
λ,

where c̃iλ > 0 for every i. This implies that supp µ̃λ ∩ Bε(u
i
0) = Exc(ũλ) ∩ Bε(u

i
0) = {ũiλ}, that

is 〈η̃λ, ũiλ〉 = 1 for every i. This also confirms that ũiλ 6= 0 for every i, thus concluding the proof.

5 Exact Sparse Representation Recovery

In this section, we present the main result of this paper. Under the assumption that u0 =
∑n
i=1 c

i
0u
i
0 satisfies the MNDSC in Definition 4.2 and the linear independence of the measure-

ments {Kui0}ni=1, we can establish that the solution to Pλ(y0 + w) is both unique and uniquely
representable as in Definition 2.10. Moreover, this solution can be expressed as a linear combi-
nation of exactly n extreme points, matching the number of extreme points in the solution u0 to
Ph(y0). Finally, as the regularization parameter λ and the noise w approach zero, the extreme
points and their corresponding coefficients converge to those exhibited by the original solution
u0.

Theorem 5.1 (Exact Sparse Representation Recovery). Assume that u0 =
∑n
i=1 c

i
0u
i
0, where

ci0 > 0 and ui0 ∈ B \ {0} for every i = 1, . . . , n, satisfies the Metric Non-Degenerate Source
Condition, and let {Kui0}ni=1 be linearly independent. Then, for ε > 0 small enough, there exists
α > 0, λ0 > 0, such that, for all (λ,w) ∈ Nα,λ0 , the solution ũλ to Pλ(y0 + w) is unique and
admits a unique representation of the form:

ũλ =
n∑

i=1

c̃iλũ
i
λ,

where ũiλ ∈ Bε(u
i
0) \ {0} such that 〈η̃λ, ũiλ〉 = 1, c̃iλ > 0 and |c̃iλ − ci0| 6 ε for every i = 1, . . . , n.

Proof. Since the MNDSC holds for u0 and {Kui0}ni=1 are linearly independent, we can apply
Lemma 4.6. Therefore, we know that for every ε > 0 small enough, there exist α > 0, λ0 > 0
such that, for all (λ,w) ∈ Nα,λ0 , any solution ũλ is composed of exactly n extreme points, i.e.

ũλ =
n∑

i=1

c̃iλũ
i
λ,

where c̃iλ > 0 and ũiλ ∈ Bε(u
i
0) \ {0} such that 〈η̃λ, ũiλ〉 = 1 for every i = 1, . . . , n. In Lemma 4.6

we also showed the uniqueness of the extreme points ũiλ for every i = 1, . . . , n. To complete our
proof, it is necessary to prove the uniqueness of the coefficients c̃iλ as well, in such a way that
ũλ is unique and admits a unique representation.
Define the function f = (f1, . . . , fn) : Rn ×Nα,λ0 → R

n as

f j(c, (λ,w)) = 〈K∗(K
n∑

i=1

ciũiλ − y0 − w), ũjλ〉 + λ, j = 1, . . . , n.

Since ũλ satisfies the optimality conditions (3.3) and using the fact that 〈K∗p̃λ, ũ
j
λ〉 = 〈η̃λ, ũjλ〉 =

1, we obtain the following implicit equations for c̃λ = (c̃1
λ, . . . , c̃

n
λ):

f j(c̃λ, (λ,w)) = 〈K∗(K
n∑

i=1

c̃iλũ
i
λ − y0 − w), ũjλ〉 + λ = −λ〈K∗p̃λ, ũ

j
λ〉 + λ = 0.
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For the case where λ = 0, w = 0 and c ∈ R
n, we set:

f j(c, (0, 0)) = 〈K∗(K
n∑

i=1

ciui0 − y0), uj0〉.

Note that, for c = c0 = (c1
0, . . . , c

n
0 ), it holds that f j(c0, (0, 0)) = 0, because Ku0 = y0.

Our next objective is to apply our version of the implicit function theorem, as presented in Theo-
rem A.3. Note that Theorem A.3 requires continuity of f j in all variables (c, (λ,w)), demanding
its differentiability only with respect to c. Therefore, let us start proving the continuity of the
function (c, (λ,w)) 7→ f(c, λ,w) in the domain R

n ×Nα,λ0 .
For this purpose, we first prove that ũiλ is weak* continuous in X with respect to (λ,w) ∈ Nα,λ0

for every i = 1, . . . , n. Consider a sequence (λk, wk)k∈N ⊂ Nα,λ0 converging to (λ,w) ∈ Nα,λ0 as
k → ∞. Note that, due to the weak* compactness of the sublevel sets of G (Assumption 2.1),
and by applying similar reasoning as in the proof of Lemma 4.6, there exist ūiλ ∈ Bε(u

i
0) and

c̄iλ > 0 such that, up to subsequences,

ũiλk
∗
⇀ ūiλ as k → ∞,

c̃iλk → c̄iλ as k → ∞,

implying that along such subsequence it holds that

ũλk
∗
⇀

n∑

i=1

c̄iλū
i
λ as k → ∞.

If we consider λk → 0 and consequently wk → 0, then [38, Theorem 3.5] implies that ũλk
∗
⇀

∑n
i=1 c̄

i
0ū
i
0, where

∑n
i=1 c̄

i
0ū
i
0 is a minimizer of Ph(y0). This result, combined with the uniqueness

of the minimizer proved in Lemma 4.5, leads to the conclusion that u0 =
∑n
i=1 c̄

i
0ū
i
0. Furthermore,

since u0 is uniquely representable again by Lemma 4.5, we deduce that c̄i0 = ci0 and ūi0 = ui0 for
every i = 1, . . . , n.
On the other hand, if λk → λ with λ > 0 and wk → w with w > 0, the stability Theorem A.2
ensures that

∑n
i=1 c̄

i
λū

i
λ is a minimizer of Pλ(y0 +w). Then, applying Lemma 4.6, we deduce

that ūiλ = ũiλ holds true for every i = 1, . . . , n. This conclusion establishes the weak* continuity
of ũiλ with respect to (λ,w) for each i. Moreover, with a similar reasoning it holds that any
collection of c̃iλ in the linear combination that represents ũλ are such that c̃iλ → ci0 for λ → 0
and (λ,w) ∈ Nα,λ0 .
Now, let us rewrite the functions f j as

f j(c, (λ,w)) = 〈K∗(K
n∑

i=1

ciũiλ − y0 − w), ũjλ〉 + λ

= ((K
n∑

i=1

ciũiλ − y0 − w),Kũjλ) + λ

=
n∑

i=1

ci(Kũiλ,Kũ
j
λ) − (y0 + w,Kũjλ) + λ.

(5.1)

Consider the converging sequences cik → ci, λk → λ and wk → w for (λk, wk)k∈N ⊂ Nα,λ0 . Note
that
∣
∣
∣(Kũiλk ,Kũ

j
λk

) − (Kũiλ,Kũ
j
λ)
∣
∣
∣ =

∣
∣
∣(Kũiλk ,Kũ

j
λk

) − (Kũiλk ,Kũ
j
λ) − (Kũiλ,Kũ

j
λ) + (Kũiλk ,Kũ

j
λ)
∣
∣
∣

6

∣
∣
∣(Kũiλk ,Kũ

j
λk

−Kũjλ)
∣
∣
∣ +

∣
∣
∣(Kũiλk −Kũiλ,Kũ

j
λ)
∣
∣
∣

6 ‖K‖L(X,Y ) sup
u∈B

‖u‖X ‖Kũjλk −Kũjλ‖Y

+ ‖K‖L(X,Y ) sup
u∈B

‖u‖X ‖Kũiλk −Kũiλ‖Y .
(5.2)
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This implies that (Kũiλk ,Kũ
j
λk

) → (Kũiλ,Kũ
j
λ), because K is weak*-to-strong continuous in

dom(G) and the sublevel sets of G are norm-bounded. Therefore, the term
∑n
i=1 c

i(Kũiλ,Kũ
j
λ)

is continuous. A similar computation shows that (y0 +w,Kũjλ) is also continuous, implying that
the function f(c, (λ,w)) is continuous on R

n ×Nα,λ0 .
To successfully apply the Theorem A.3, we also need to verify that derivative of f with respect
to c not only exists but is also continuous on R

n ×Nα,λ0 . Referring to (5.1), we observe that

∂f j

∂ci
=
(

Kũiλ,Kũ
j
λ

)

.

Therefore, the Jacobian matrix of f with respect to the variable c becomes:

(Df)c(c, (λ,w)) =










∥
∥Kũ1

λ

∥
∥2
Y

(
Kũ2

λ,Kũ
1
λ

) · · · (
Kũnλ,Kũ

1
λ

)

...
∥
∥Kũ2

λ

∥
∥2
Y · · · ...

... · · · . . .
...

(
Kũ1

λ,Kũ
n
λ

) · · · · · · ‖Kũnλ‖2
Y










.

Once more, thanks to the weak* continuity of ũiλ with respect to (λ,w) and the weak*-to-strong
continuity of K in dom(G), we are able to make analogous computations to those in (5.2). This
immediately gives us the continuity of (Df)c on R

n ×Nα,λ0 .
As previously highlighted, when considering (c0, (0, 0)) ∈ R

n×Nα,λ0, it holds that f(c0, (0, 0)) =
0. Thus, to apply Theorem A.3, the remaining requirement is to show the invertibility of
(Df)c(c0, (0, 0)). To establish this, we aim to prove that the columns of the Jacobian matrix
computed at (c0, (0, 0)) are linearly independent. In other words, we need to show that







(
Ku1

0,
∑n
i=1 αiKu

i
0

)
= 0

...
(

Kun0 ,
∑n
i=1 αiKu

i
0

)

= 0

⇒ α1 = · · · = αn = 0.

The previous system of equations implies that







α1
(
Ku1

0,
∑n
i=1 αiKu

i
0

)
= 0,

...
αn
(
Kun0 ,

∑n
i=1 αiKu

i
0

)
= 0.

Summing up all the equations, we obtain that

0 =

(
n∑

i=1

αiKu
i
0,

n∑

i=1

αiKu
i
0

)

=

∥
∥
∥
∥
∥

n∑

i=1

αiKu
i
0

∥
∥
∥
∥
∥

2

Y

,

which implies that
∑n
i=1 αiKu

i
0 = 0. Since {Kui0}ni=1 are linearly independent, we conclude that

α1 = · · · = αn = 0.

Finally, we can apply Theorem A.3. There exist two open balls according to their respective
topologies, namely Br(c0) and Bs((0, 0)), where r, s > 0, such that for each (λ̄, w̄) ∈ Bs((0, 0)),
there is a unique c̄λ,w ∈ Br(c0) satisfying the condition f(c̄λ,w, (λ̄, w̄)) = 0. Furthermore, there
exists also a continuous function

g : Bs((0, 0)) → Br(c0)

(λ̄, w̄) 7→ g(λ̄, w̄),
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uniquely defined near (0, 0) by the condition g(λ̄, w̄) = c̄λ,w. Since c̄λ,w is the only c that satisfies
the equation f(c, (λ,w)) = 0 for (λ,w) ∈ Nα,λ0 in Br(c0), and any collection of coefficients c̃iλ
converges to c̃0 for λ → 0 and (λ,w) ∈ Nα,λ0 , we conclude that

g(λ̄, w̄) = c̄λ,w = c̃λ ∀(λ̄, w̄) ∈ Bs((0, 0)).

Hence, we proved that also c̃λ is unique and it is a continuous function of (λ,w) ∈ Nα,λ0 , where
for (λ,w) = (0, 0) we set g(0, 0) = c̄0,0 = c̃0 = c0.

Remark 5.2. Here, we would like to discuss the result obtained using our general theorem
in comparison with the one presented in [31, Theorem 2, Section 3]. First, we note that they
consider a linear combination of Dirac deltas, which leads them to work with positions {x̃iλ}ni=1.
On the other hand, in our analysis, we are dealing with generic extreme points {ũiλ}ni=1.
Another difference compared to [31] is that we are not requiring the linear independence of the
first derivatives of Ku computed at ui0, which in principle may not even exist. Since in their
work, they consider a convolutional operator K : M(T) → L2(T) defined as

Ku : s 7→
∫

T

ϕ(x− s)du(x) ∀u ∈ M(T)

and u0 is a linear combination of Dirac deltas δxi0
, their requirement is essentially equivalent to

demanding the linear independence of {ϕ′
(
xi0 − ·)}ni=1. As a consequence, we are not able to

achieve a rate of decay for coefficients c̃iλ and functions ũiλ of order O(λ) when ‖w‖Y ∼ λ as in
[31]. This arises from the fact that in Theorem 5.1, we do not rely on the differentiability of the
optimality conditions with respect to the extreme points ũiλ, because when B is a general metric
space, such property might not even hold.
Comparing the proof of Theorem 5.1 with [31, Theorem 2, Section 3], it becomes evident
that the latter is based on the application of the implicit function theorem to a C1 function
((c, x), (λ,w)) ∈ (Rn × T

n) × (R × L2(Tn)) 7→ f((c, x), (λ,w)), which explicitly depends on the
positions {x̃iλ}ni=1. In our proof, however, the function f does not explicitly depend on {ũiλ}ni=1.
Thus, ũiλ is no longer treated as a variable for every i = 1, . . . , n, and generally it is not differ-
entiable. We only prove its weak* continuity. Therefore, we have to resort to a weak version
of the implicit function theorem, (see Theorem A.3), which does not require differentiability of
the function f with respect to all variables. One could try to achieve the decay O(|λ|) either
by introducing a notion of derivative in metric spaces, known as the slope (as defined in [4,
Definition 1.2.4, Chapter 1]), and treating ũiλ as a variable for every i = 1, . . . , n, or by imposing
additional structure on the set of extreme points B to enable differentiability for ũiλ with respect
to (λ,w) for every i = 1, . . . , n.

6 Examples

6.1 Radon measures and total variation norm regularizer

We want to apply the main Theorem 5.1 with X being the space of Radon measures on the
one-dimensional torus T, denoted by M(T), and Y = L2(T). We aim to show that with this
particular setting our result recovers all the assumptions made by Duval and Peyré in [31], and
achieve similar results. Note that

• M(T) endowed with the total variation norm is a Banach space whose pre-dual is C(T),
the space of continuous functions on T, i.e. M(T) ≃ C(T)∗;

• G = ‖ · ‖M(T) : M(T) → [0,+∞] is the total variation norm defined as

‖u‖M(T) = sup

{∫

T

φ(x)du(x) : φ ∈ C(T), ‖φ‖∞ 6 1

}

,

which is a convex, weak* lower semi-continuous and positively 1-homogeneous functional.
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We now define the linear operator K : M(T) → L2(T) as

Ku : s 7→
∫

T

k(x− s)du(x) ∀u ∈ M(T), (6.1)

where the convolutional kernel k is in C2(T). Let us show that, in this specific scenario, K is
weak*-to-strong continuous, thereby fulfilling Assumption 2.5. In particular, it is weak*-to-weak
continuous.

Proposition 6.1. The operator K is weak*-to-strong continuous.

Proof. Let (uk)k∈N ⊂ M(T) be a sequence such that uk
∗
⇀ u as k → ∞. Then, using the

definition of K we obtain that

‖Kuk −Ku‖2
L2(T) 6

∫

T

∣
∣
∣
∣

∫

T

k(x− s)duk(x) −
∫

T

k(x− s)du(x)

∣
∣
∣
∣

2

ds.

Observe that uk is uniformly bounded in total variation, due to the Banach-Steinhaus theorem.
Therefore, since k is continuous, using uk

∗
⇀ u and the Lebesgue’s dominated convergence

theorem we conclude.

Note that K∗ : L2(T) → C(T) for K defined as in (6.1) can be characterized as

K∗y : s 7→
∫

T

k(s− x)y(x)dx ∀y ∈ L2(T) .

Let us also notice that the sublevel sets of G are weak* compact by Banach-Alaoglu theorem, and
in particular the ball B = {u ∈ M(T) : ‖u‖M 6 1} is weak* compact, non-empty, and convex.
Our goal is to apply Theorem 5.1. To this end, we want to rephrase the Metric Non-Degenerate
Source Condition, c.f. Definition 4.2, in this specific case. It is well known that the extreme
points of B are exactly Dirac deltas (see for example [11, Proposition 4.1]), that is

Ext(B) = {σδx : x ∈ T, σ ∈ {−1, 1}} .
Moreover, such set is weak* closed, and thus Ext(B) = B. Now, let us show that in a small
neighbourhood of positive deltas, there are only positive deltas and the same holds for negative
ones.

Proposition 6.2. Given σδx̄ ∈ Ext(B), where σ ∈ {−1, 1} and x̄ ∈ T, there exists ε > 0 such
that Bε(σδx̄) contains only extreme points of the form σδx, where x ∈ T.

Proof. Let us consider the case where σ = 1 (the argument is analogous for σ = −1). Suppose by
contradiction that there exists a sequence −δxk

∗
⇀ δx̄. In particular, this implies that −ϕ(xk) →

ϕ(x̄) for every ϕ ∈ C(T). By choosing ϕ = 1 we immediately obtain a contradiction.

Remark 6.3. Note that, since the Wasserstein distance metrizes the weak* convergence for
probability measures, the metric dB(δx, δx̄) between two extreme points is equivalent to the
p−Wasserstein distance between the two deltas, which is exactly the Euclidean distance |x− x̄|
(see for instance [53, Chapter 7.2]). In particular, given a sequence (xk)k∈N ⊂ T, it holds that

xk → x̄ if and only if δxk
∗
⇀ δx̄,

xk → x̄ if and only if − δxk
∗
⇀ −δx̄.

We now aim to show that the Non-Degenerate Source Condition initially introduced in [31]
implies our Metric Non-Degenerate Source Condition outlined in Definition 4.2. By applying
the exact sparse representation recovery theorem, we will then obtain a result that is similar to
the one presented in [31]. In this specific case, the Metric Non-Degenerate Source Condition can
be reformulated as follows. Let u0 =

∑n
i=1 c

i
0σiδxi0

∈ M(T) be such that y0 = Ku0, where ci0 > 0,

σi ∈ {−1,+1} and xi0 ∈ T for all i = 1, . . . , n. Then, u0 satisfies the Metric Non-Degenerate
Source Condition (MNDSC) if
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(i′) ImK∗ ∩ ∂G(u0) 6= ∅,

(ii′)
{

σ1δx1
0
, . . . , σnδxn0

}

= Exc(u0),

(iii′) ∃ε, δ > 0 such that, for all i = 1, . . . , n and for any σiδx1, σiδx2 ∈ Bε(σiδxi0
) where x1 6= x2,

the following condition holds. There exists a curve σiδx(t) : [0, 1] → Bε(σiδxi0
), belonging

to ΓM , with δx(0) = δx1 and δx(1) = δx2 , such that

d2

dt2
(p0,K(σiδx(t))) < −δ ∀t ∈ (0, 1). (6.2)

Note that in (iii′) we are using Proposition 6.2 to ensure that in a small enough weak* neigh-
bourhood of positive (resp. negative) Dirac deltas, there are only positive (resp. negative) Dirac
deltas.
Condition (i′) is the classical source condition that ensures that there exists a minimal-norm
solution p0 ∈ L2(T) to Dh(y0), while condition (ii′) is the classical dual certificate condition given
in [31]. We now show that (iii′) holds if we assume that η0 = K∗p0 ∈ C2(T) and σiη

′′
0(xi0) < 0

for every i = 1, . . . , n. This condition is exactly the Non-Degenerate Source Condition presented
in [31].

Lemma 6.4. Let η0 be the minimal-norm dual certificate associated with Ph(y0). Assume η0 ∈
C2(T) and σiη

′′
0 (xi0) < 0, where σi ∈ {−1,+1} and xi0 ∈ T for every i = 1, . . . , n. Then,

condition (iii′) holds.

Proof. Fix xi0 = x0 ∈ T and choose ε > 0 to be sufficiently small. Without loss of generality,
we can assume that σi = +1, because for σi = −1 the reasoning is similar. Since all considered
properties are local, we will identify the torus T with R. Given an interval Iε(x0) = (x0−ε, x0+ε)
and x1, x2 ∈ Iε(x0) where x1 6= x2, consider a curve x(t) in Iε(x0), connecting the two locations
x1 and x2, defined as

x(t) = tx2 + (1 − t)x1.

Given the curve δx(t) : [0, 1] → Bε(δx0), note that

K(δx(t)) : s 7→
∫

T

k(x− s)dδx(t) = k(x(t) − s)

is twice weakly Gateaux differentiable, because k belongs to C2(T). Moreover, since η0 ∈ C2(T)
and η′′

0 (x0) < 0, we can ensure, by choosing a sufficiently small ε, that there exists δ > 0 such
that η′′

0(x(t)) < −δ holds for every x(t) ∈ Iε(x0). Therefore, we obtain:

d2

dt2
(p0,K(δx(t))) =

d2

dt2
〈η0, δx(t)〉M = η′′

0(x(t))(x2 − x1)2 < −δ ∀t ∈ (0, 1).

In particular, we observe that condition (6.2) in (iii′) holds.

Remark 6.5. While we selected a specific curve δx(t) for computational convenience, a similar
proof can be made with a different choice of curve. Moreover, we expect the same result (and
the next theorem as well) to hold for measures defined on open domains Ω ⊂ R

n and higher-
dimensional torus T

n. Much interesting and unclear to us is how to generalize this argument to
measures defined on general C2-manifolds.

If we additionally assume that {K(δxi0
)}ni=1 = {k(xi0 − ·)}ni=1 are linearly independent, we can

apply Theorem 5.1.

Theorem 6.6. Let u0 =
∑n
i=1 c

i
0σiδxi0

∈ M(T) be such that y0 = Ku0, where ci0 > 0, σi ∈
{−1,+1} and xi0 ∈ T. Suppose that
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1. ImK∗ ∩ ∂G(u0) 6= ∅,

2. σiη0(x) = 1 if and only if x = xi0,

3. η0 ∈ C2(T) such that σiη
′′
0 (xi0) < 0,

for all i = 1 . . . , n. Moreover, assume that {K(δxi0
)}ni=1 are linearly independent.

Then, for every sufficiently small ε > 0, there exist α > 0 and λ0 > 0 such that, for all
(λ,w) ∈ Nα,λ0 , the solution ũλ to Pλ(y0 + w) is unique and admits a unique representation
composed exactly of n signed Dirac deltas, denoted as {σiδx̃i

λ
}ni=1. In other words:

ũλ =
n∑

i=1

c̃iλσiδx̃i
λ
,

where σiδx̃i
λ

∈ Bε(σiδxi0
) such that σiη̃λ(x̃iλ) = 1, c̃iλ > 0 and |c̃iλ − ci0| 6 ε for all i = 1, . . . , n.

Proof. Assumption 1 is exactly (i′). Assumption 2 on η0 is equivalent to (ii′), while assumption
3 implies, thanks to Lemma 6.4, that condition (iii′) is satisfied. Thus, thanks to the MNDSC
and the linear independence of {K(δxi0

)}ni=1, we can now apply Theorem 5.1 to obtain the desired
result.

Remark 6.7. Note that condition σiδx̃i
λ

∈ Bε(σiδxi0
) can be simply rephrased as

∣
∣x̃iλ − xi0

∣
∣ 6 ε

due to Remark 6.3.

6.2 One-dimensional BV functions and BV-seminorm regularizer

In this setting we consider X = L∞((0, 1)) and Y = L2((0, 1)). Let us also consider L∞ functions
with zero boundary conditions as follows. For 0 < ε̄ < 1 we introduce the set:

E = {u ∈ L∞((0, 1)) : u(x) = 0 for a.e. x ∈ (0, ε̄) ∪ (1 − ε̄, 1)} .

Note that

• L∞((0, 1)) is a Banach space whose pre-dual is L1((0, 1)), which is a separable space.

• The regularizer G : X → [0,+∞] is defined as

G(u) =

{

|Du|((0, 1)) if u ∈ BV ((0, 1)) ∩ E,

+∞ otherwise,

where

|Du|((0, 1)) = sup

{∫ 1

0
u(x) divϕ(x)dx : ϕ ∈ C1

c ((0, 1)), ‖ϕ‖∞ 6 1

}

is the BV-seminorm.

Remark 6.8. We remark that similar results to those presented in this section could be easily
obtained for BV functions defined on the one-dimensional torus T, instead of BV functions on
(0, 1) with zero boundary conditions. The choice of the current setting shows the generality of
our method.

Lemma 6.9. G is a convex, 1-positively homogeneous, weak* lower semi-continuous functional
and its sublevel sets are weak* compact. Moreover, 0 is an interior point of ∂G(0).
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Proof. Convexity and positive 1-homogeneity are straightforward. We now prove that G is weak*
lower semi-continuous in L∞((0, 1)). Take (uk)k∈N weak* converging to some u ∈ L∞((0, 1)).
Without loss of generality, we can assume that

lim inf
k→∞

G(uk) < +∞.

In particular, up to extracting a further subsequence, we can assume that G(uk) < +∞ for
every k, that is uk ∈ BV ((0, 1)) ∩E for every k. Since we are in the 1-dimensional case, we can
use the fundamental theorem of calculus in BV (see for instance [3, Theorem 3.28]). For almost
every x ∈ (0, ε̄) and t ∈ [ε̄, 1 − ε̄], it holds:

ulk(t) = |ulk(t) − ulk(x)| = |Duk((x, t))| 6 |Duk|((0, 1)),

where ulk is the left continuous representative of uk. Hence, the following Poincaré inequality
holds:

‖uk‖∞ = ‖ulk‖∞ 6 |Duk|((0, 1)) 6 sup
k

|Duk|((0, 1)) (6.3)

implying the uniform bound

sup
k

{∫ 1

0
|uk| dx+ |Duk| ((0, 1))

}

< +∞.

This allows us to apply the BV compactness theorem ([3, Theorem 3.23]). Therefore, up to a
subsequence, there exists ũ ∈ BV ((0, 1)) such that

uk → ũ in L1((0, 1)),

Duk
∗
⇀ Dũ in M((0, 1)).

Convergence in L1((0, 1)) implies, up to extracting another subsequence, uk → ũ a.e. in (0, 1).
Since uk ∈ BV ∩ E, i.e. uk = 0 for a.e. x ∈ (0, ε̄) ∪ (1 − ε̄, 1), also ũ ∈ BV ∩ E. Now, we need
to prove that indeed ũ = u. Thanks to (6.3), we have that

|uk(x)ϕ(x)| 6 sup
k

|Duk|((0, 1))|ϕ(x)| ∀ϕ ∈ L1((0, 1)),

that is uk(x)ϕ(x) is dominated by some integrable function. Therefore, since |uk − ũ||ϕ| → 0
a.e. in (0, 1), applying the Lebesgue’s dominated convergence theorem we get that

∫ 1

0
|uk − ũ||ϕ|dx → 0 ∀ϕ ∈ L1((0, 1)).

Thus, uk
∗
⇀ ũ in L∞((0, 1)), which, by uniqueness of the weak* limit, gives us that ũ = u.

Finally, since G(uk) < +∞ for every k and the BV-seminorm is weak* lower semi-continuous
with respect to the weak* convergence in M((0, 1)), we get:

G(u) = |Du|((0, 1)) 6 lim inf
k→∞

|Duk|((0, 1)) = lim inf
k→∞

G(uk),

which gives us the desired result.
Thanks to the weak* lower semi-continuity, we can now easily show that the sublevel set S−(G,α)
in (2.1) is weak* compact for every α > 0. Indeed, take a sequence uk ∈ S−(G,α), by (6.3)
we have that ‖uk‖∞ 6 |Duk|((0, 1)) 6 α. Therefore, by Banach-Alaoglu theorem, up to a
subsequence, uk

∗
⇀ u in L∞((0, 1)), and by weak* lower semi-continuity of G, we obtain:

G(u) 6 lim inf
k→∞

G(uk) = lim inf
k→∞

|Duk|((0, 1)) 6 α,
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for every α > 0. In other words, u ∈ S−(G,α).
It remains to prove that 0 is an interior point of ∂G(0). The subdifferential in zero is

∂G(0) =

{

η ∈ L1((0, 1)) :

∫ 1

0
η(x)u(x)dx 6 G(u) ∀u ∈ L∞((0, 1))

}

=

{

η ∈ L1((0, 1)) :

∫ 1

0
η(x)u(x)dx 6 |Du|((0, 1)) ∀u ∈ BV ((0, 1)) ∩ E

}

.

If we consider η such that ‖η‖L1((0,1)) 6 1, and we use (6.3) with u instead of uk, we get that

∫ 1

0
η(x)u(x)dx 6 ‖u‖∞‖η‖L1 6 ‖η‖L1 |Du|((0, 1)) 6 |Du|((0, 1)),

which implies that every η ∈ L1((0, 1)), whose norm is less than one, belongs to the subdifferen-
tial of G in zero. In particular, η = 0 is an interior point of ∂G(0).

We now define the linear operator K : L∞((0, 1)) → L2((0, 1)) as

Ku : t 7→
∫ 1

0
k(x− t)u(x)dx,

where the kernel k is in C2((0, 1)). The weak*-to-strong continuity of K can be shown similarly
to Proposition 6.1, and the pre-adjoint K∗ : L2((0, 1)) → L1((0, 1)) can be characterized as
follows:

K∗y : t 7→
∫ 1

0
k(t− x)y(x)dx ∀y ∈ L2((0, 1)).

Again, our goal is to apply Theorem 5.1, and in order to do that we need to understand how
it becomes the Metric Non-Degenerate Source Condition 4.2 in this particular scenario. First,
we want to characterize the extreme points of the ball B = {u ∈ L∞((0, 1)) : G(u) 6 1},
proving that they are indicator functions on an interval. We denote the indicator function of a
measurable set A ⊂ [0, 1] as

1A(t) :=

{

1 if t ∈ A,

0 if t /∈ A.

Theorem 6.10. It holds that

Ext(B) =

{

σ
1

2
1[a,b] : a, b ∈ [ε̄, 1 − ε̄], a < b and σ ∈ {−1, 1}

}

.

Proof. First, let us prove that u = 1
21[a,b] is an extreme point of B. The proof for u = −1

21[a,b]

is identical. In particular, we have to show that for every u1, u2 ∈ B, s ∈ (0, 1) with u =
su1 + (1 − s)u2, it follows that u1 = u2 = u = 1

21[a,b]. Since Du = 1
2(δa − δb), applying the

distributional derivative to the convex combination we obtain:

1

2
(δa − δb) = sDu1 + (1 − s)Du2. (6.4)

Moreover, since u1, u2 ∈ B, it holds that

1 = |Du|((0, 1)) = |sDu1 + (1 − s)Du2|((0, 1)) 6 s|Du1|((0, 1)) + (1 − s)|Du2|((0, 1)) 6 1.

Therefore, the inequalities become identities:

1 = s|Du1|((0, 1)) + (1 − s)|Du2|((0, 1)),
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which implies that

1 = |Du1|((0, 1)) = |Du2|((0, 1)). (6.5)

By the fundamental theorem of calculus for one-dimensional BV functions, we get:

Du((0, 1)) = Du1((0, 1)) = Du2((0, 1)) = 0. (6.6)

Thanks to the Jordan decomposition theorem, as outlined in [34, Theorem 2], we can write
Du1 = Du+

1 −Du−
1 and Du2 = Du+

2 −Du−
2 , where the pairs (Du+

1 ,Du
−
1 ), (Du+

2 ,Du
−
2 ) are the

Jordan decompositions of Du1, Du2 respectively. Hence, (6.4) becomes:

1

2
(δa − δb) = sDu+

1 − (1 − s)Du−
2 + (1 − s)Du+

2 − sDu−
1 .

Our objective is to prove that sDu+
1 +(1−s)Du+

2 and sDu−
1 +(1−s)Du−

2 are exactly the positive
and negative parts of the left-hand side, that is δa/2 and δb/2 respectively. To achieve this result
we need to prove that sDu+

1 +(1−s)Du+
2 ⊥ sDu−

1 +(1−s)Du−
2 . Define µ+ = sDu+

1 +(1−s)Du+
2

and µ− = sDu−
1 + (1 − s)Du−

2 . Note that µ+ and µ− are both positive measures because they
are sums of positive measures, and µ+ − µ− = Du. Moreover, thanks to (6.5) and (6.6), we
know that

0 = Dui((0, 1)) = Du+
i ((0, 1)) −Du−

i ((0, 1)),

1 = |Dui|((0, 1)) = Du+
i ((0, 1)) +Du−

i ((0, 1)),

for i = 1, 2. This implies thatDu+
i ((0, 1)) = Du−

i ((0, 1)) = 1
2 , and thus µ+((0, 1)) = µ−((0, 1)) =

1
2 .
Let E ⊂ (0, 1) be any measurable set. Then

1 = |µ+ − µ−|(E) + |µ+ − µ−|((0, 1) \E)

6 µ+(E) + µ−(E) + |µ+ − µ−|((0, 1) \ E)

6 µ+(E) + µ−(E) + µ+((0, 1) \E) + µ−((0, 1) \E)

= µ+((0, 1)) + µ−((0, 1)) = 1.

This implies that |µ+ −µ−|(E) = µ+(E) +µ−(E) for any measurable set E, that is |µ+ −µ−| =
µ+ + µ−. This equation is equivalent to require µ+ ⊥ µ− (see for instance Exercise 9B.5 in [5]),
which gives us the sought result. In particular, we proved that

δa
2

= sDu+
1 + (1 − s)Du+

2 and
δb
2

= sDu−
1 + (1 − s)Du−

2 .

Hence, since δa/2 and δb/2 are extreme points of the total variation ball for measures, we have:

Du+
1 = Du+

2 =
δa
2

and Du−
1 = Du−

2 =
δb
2
,

which implies Du = Du1 = Du2 = 1
2 (δa − δb). Finally, since u1 and u2 are zero outside the

interval [ε̄, 1 − ε̄], we necessarily have:

u1 = u2 = u =
1

2
1[a,b].

Now, we prove that if u is an extreme point of B then either u = 1
21[a,b] or u = −1

21[a,b]. First,
let us notice that 0 is not an extreme point because it can always be written as the convex
combination 0 = 1

21[a,b] − 1
21[a,b]. Moreover, |Du|((0, 1)) = 1. Indeed, assume by contradiction

that 0 < |Du|((0, 1)) < 1 and write the convex combination

u = (1 − |Du|((0, 1)))0 + |Du|((0, 1))
u

|Du|((0, 1))
,
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where 0 ∈ B and u
|Du|((0,1)) ∈ B. By the extremality of u in B, we can deduce that u = 0, which

immediately leads to a contradiction.
Let us consider the Jordan decomposition of Du = Du+ − Du−. Since Du((0, 1)) = 0 and
|Du|((0, 1)) = 1, we have:

Du+((0, 1)) = Du−((0, 1)) =
1

2
.

Let us suppose by contradiction that either Du+ or Du− is supported in more than one point.
We first consider the case with Du+ supported in more than one point. Then, there exists a
measurable set B ⊂ (0, 1) such that

0 < Du+(B) <
1

2
, 0 < Du+((0, 1) \B) <

1

2
.

Let us define v1(t) = Du+((0, t)) and v2(t) = Du−((0, t)) for almost every t ∈ (0, 1), and note
that

v1(t) − v2(t) = Du+((0, t)) −Du−((0, t)) = Du((0, t)) = u(t).

Therefore, it holds that v1 −v2 = u and Dv1 = Du+,Dv2 = Du−. We write the following convex
combinations for v1

v1 =
(

1 − 2Du+(B)
) v1 ((0, 1) \B)

1 − 2Du+(B)
+ 2Du+(B)

v1 B

2Du+(B)
,

and for v2

v2 =
(

1 − 2Du+(B)
)

v2 + 2Du+(B)v2,

which combined give us

u = v1 − v2 =
(

1 − 2Du+(B)
)(v1 ((0, 1) \B)

1 − 2Du+(B)
− v2

)

+ 2Du+(B)

(
v1 B

2Du+(B)
− v2

)

.

Note that both elements of the convex decomposition above belong to B. Indeed, we have:

|Dv1 ((0, 1) \B)|((0, 1))

(1 − 2Du+(B))
+ |Dv2|((0, 1)) =

Du+((0, 1) \B)

2 (Du+((0, 1)) −Du+(B))
+

1

2
= 1,

|Dv1 B|((0, 1))

2Du+(B)
+ |Dv2|((0, 1)) =

Du+(B)

2Du+(B)
+

1

2
= 1.

Thus, using the extremality of u we obtain:

u = v1 − v2 =
v1 B

2|Du+|(B)
− v2,

which implies

v1(B) − v2(B) =
v1(B)

2|Du+|(B)
− v2(B).

We immediately reach a contradiction, because 0 < 2|Du+|(B) < 1. We obtained that Du+ is
actually supported in one point c ∈ [ε̄, 1 − ε̄], that is Du+ = 1

2δc, where the constant 1/2 is due
to Du+((0, 1)) = 1/2. A similar argument applies to Du−, implying that Du− = 1

2δd, where
d ∈ [ε̄, 1 − ε̄]. We note that d 6= c because Du = 0 implies u = 0 by the boundary conditions,
which is not an extreme point. Finally, we get that

Du = Du+ −Du− =
1

2
(δc − δd),
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which leads us to the two possibilities:

Du =
1

2
(δa − δb) or Du =

1

2
(δb − δa),

where a < b. Once again, since u is zero outside the interval [ε̄, 1 − ε̄], we deduce that

u =
1

2
1[a,b] or u = −1

2
1[a,b].

Let us now show the equivalence between the convergence of the endpoints of the indicator
functions on the interval and the weak* convergence of the extreme points.

Proposition 6.11. Let (ak)k∈N and (bk)k∈N be two sequences with ak, bk ∈ [ε̄, 1 − ε̄] such that
ak < bk for every k ∈ N. Consider a, b ∈ [ε̄, 1 − ε̄] such that a < b and σ ∈ {−1, 1}. Then,
ak → a and bk → b if and only if 1

2σ1[ak ,bk]
∗
⇀ 1

2σ1[a,b]. Moreover, the following statements hold:

a) Given σ 1
21[ā,b̄] ∈ Ext(B), where ε̄ 6 ā < b̄ 6 1− ε̄, there exists ε > 0 such that Bε(σ

1
21[ā,b̄])

contains only extreme points of the form σ 1
21[a,b].

b) B = Ext(B) ∪ {0}.

Proof. Suppose that ak → a, bk → b, where a < b. Then, (1
2σ1[ak,bk])k∈N converges almost

everywhere in (0, 1). Therefore, by Lebesgue’s dominated convergence theorem we have:

∫ 1

0

1

2
σ1[ak,bk](x)f(x)dx →

∫ 1

0

1

2
σ1[a,b](x)f(x)dx ∀f ∈ L1((0, 1)),

that is 1
2σ1[ak,bk]

∗
⇀ 1

2σ1[a,b] in L∞((0, 1)).

Viceversa, suppose 1
2σ1[ak ,bk]

∗
⇀ 1

2σ1[a,b] in L∞((0, 1)). By compactness, there exist ā, b̄ ∈
[ε̄, 1 − ε̄] with ā 6 b̄ such that, up to subsequences, ak → ā and bk → b̄. Based on the above
argument, we know that 1

21[ak,bk]
∗
⇀ 1

21[ā,b̄] in L∞((0, 1)). This implies, thanks to the uniqueness
of the weak* limit, that

1

2
1[a,b] =

1

2
1[ā,b̄].

In particular, we obtain that ā = a and b̄ = b, where ā < b̄.
To prove a), suppose by contradiction that 1

21[ak,bk]
∗
⇀ −1

21[ā,b̄] with ā < b̄. Then, by compact-

ness, we have that, up to subsequences, ak → ã and bk → b̃ with ã 6 b̃. This implies, thanks to
the first part of the proof and the uniqueness of the weak* limit, that −1

21[ā,b̄] = 1
21[ã,b̃], which

is a contradiction.
Finally, let us prove b). Suppose that σ 1

21[ak,bk]
∗
⇀ u ∈ X. Then, by compactness, we have that,

up to subsequences, ak → ã and bk → b̃ with ã 6 b̃. Therefore, if ã < b̃, then, thanks to the first
part of the proof and the uniqueness of the weak* limit, we have that u = σ 1

21[ã,b̃] ∈ Ext(B).

If ã = b̃, then the weak* limit is the function u constantly equal to zero. This proves that
B = Ext(B) ∪ {0}.

We are now ready to reformulate the Metric Non-Degenerate source condition in this particular
scenario. Let u0 = 1

2

∑n
i=1 c

i
0σi1[ai0,b

i
0] ∈ L∞((0, 1)) be such that y0 = Ku0, where ci0 > 0,

σi ∈ {−1,+1}, ai0, b
i
0 ∈ [ε̄, 1 − ε̄] and ai0 < bi0. Then, u0 satisfies the Metric Non-Degenerate

Source Condition (MNDSC) if

(i′) ImK∗ ∩ ∂G(u0) 6= ∅,
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(ii′)
{

1
2σ11[a1

0,b
1
0], . . . ,

1
2σn1[an0 ,b

n
0 ]

}

= Exc(u0),

(iii′) ∃ε, δ > 0 such that, for all i = 1, . . . , n and for any 1
2σi1[a1,b1],

1
2σi1[a2,b2] ∈ Bε(

1
2σi1[ai0,b

i
0])

where [a1, b1] 6= [a2, b2], the following condition holds. There exists a curve 1
2σi1[a(t),b(t)] :

[0, 1] → Bε(
1
2σi1[ai0,b

i
0]), belonging to ΓM , with 1[a(0),b(0)] = 1[a1,b1] and 1[a(1),b(1)] = 1[a2,b2],

such that

d2

dt2
(p0,K(

1

2
σi1[a(t),b(t)])) < −δ ∀t ∈ (0, 1). (6.7)

Now, let us examine the condition (iii′). Our aim is to construct a specific curve that allows us
to find the appropriate conditions to impose on the dual certificate in order to ensure that (6.7)
is satisfied.

Lemma 6.12. Let η0 be the minimal-norm dual certificate associated with Ph(y0). Assume
η0 ∈ C1((0, 1)), σiη

′
0(ai0) > 0 and σiη

′
0(bi0) < 0, where σi ∈ {−1,+1}, ai0, b

i
0 ∈ [ε̄, 1 − ε̄] and

ai0 < bi0 for every i = 1, . . . , n. Then, condition (iii′) holds.

Proof. Fix ai0 = a0 and bi0 = b0 in [ε̄, 1 − ε̄] and choose ε > 0 sufficiently small. As in the proof
of Lemma 6.4, without loss of generality, we can assume that σi = +1, because for σi = −1 the
reasoning is similar. Given two intervals Iε(a0) = (a0 − ε, a0 + ε), Iε(b0) = (b0 − ε, b0 + ε) and
a1, a2 ∈ Iε(a0), b1, b2 ∈ Iε(b0) where [a1, b1] 6= [a2, b2], consider two curves a(t) ∈ Iε(a0) and
b(t) ∈ Iε(b0), connecting the two locations a1, a2 and b1, b2 respectively, defined as

a(t) = ta2 + (1 − t)a1, b(t) = tb2 + (1 − t)b1.

Then, given the curve 1
21[a(t),b(t)] : [0, 1] → Bε(

1
21[ai0,b

i
0]), note that

K(
1

2
1[a(t),b(t)]) =

∫ 1

0
k(x− t)

1

2
(1[a(t),b(t)])(x)dx

=
1

2

∫ b(t)

a(t)
k(x− t)dx

is twice weakly Gateaux differentiable, because k ∈ C2((0, 1)). Let us notice that condition (6.7)
with this particular choice for the curve, can be rewritten in the following way:

d2

dt2
(p0,K(

1

2
1[a(t),b(t)])) =

1

2

d2

dt2
〈η0,1[a(t),b(t)]〉 =

1

2

d2

dt2

∫ b(t)

a(t)
η0(x)dx

=
1

2

[

(b2 − b1)2η′
0(b(t)) − (a2 − a1)2η′

0(a(t))
]

< −δ ∀t ∈ (0, 1).

To ensure the validity of the previous inequality the following condition is sufficient:

(a2 − a1)2η′
0(a(t)) > η′

0(b(t))(b2 − b1)2 + 2δ. (6.8)

Given that η0 ∈ C1((0, 1)) with η′
0(ai0) > 0 and η′

0(bi0) < 0 for all i, it becomes evident that,
by choosing ε small enough, there exists δ > 0 such that (6.8) is always satisfied. Therefore
condition (iii′) holds for the particular choice of the curve 1

21[a(t),b(t)] that we made.

Using the MNDSC and the fact that {K(1[ai0,b
i
0])}ni=1 =

{
∫ bi0
ai0
k(x− ·)dx

}n

i=1
are linearly inde-

pendent, we can apply Theorem 5.1 and prove the following theorem.

Theorem 6.13. Let u0 = 1
2

∑n
i=1 c

i
0σi1[ai0,b

i
0] ∈ L∞((0, 1)) be such that y0 = Ku0, where ci0 > 0,

σi ∈ {−1,+1}, ai0, b
i
0 ∈ [ε̄, 1 − ε̄] and ai0 < bi0. Suppose that
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1. ImK∗ ∩ ∂G(u0) 6= ∅,

2.
1

2
σi

∫ b

a
η0 dx = 1 if and only if a = ai0, b = bi0,

3. η0 ∈ C1((0, 1)) such that σiη
′
0(ai0) > 0 and σiη

′
0(bi0) < 0,

for all i = 1 . . . , n. Moreover, assume that {K(1[ai0,b
i
0])}ni=1 are linearly independent.

Then, for every sufficiently small ε > 0, there exist α > 0 and λ0 > 0 such that, for all
(λ,w) ∈ Nα,λ0 , the solution ũλ to Pλ(y0 + w) is unique and admits a unique representation
composed exactly of n signed indicator functions, denoted as {σi1[ãi

λ
,b̃i
λ

]}ni=1. In other words:

ũλ =
1

2

n∑

i=1

c̃iλσi1[ãi
λ
,b̃i
λ

],

where 1
2σi1[ãi

λ
,b̃i
λ

] ∈ Bε(
1
2σi1[ai0,b

i
0]) such that 1

2σi
∫ b̃i

λ

ãi
λ

η̃λ dx = 1, c̃iλ > 0 and |c̃iλ − ci0| 6 ε for all

i = 1, . . . , n.

Proof. The first assumption is (i′). The second assumption on η0 is equivalent to the condition
(ii′). The third assumption implies (iii′), by Lemma 6.12. Thanks to the validity of the MNDSC
and the linear independence of {K(1[ai0,b

i
0])}ni=1, we can now apply the main Theorem 5.1 to

obtain the sought result.

Remark 6.14. Note that condition 1
2σi1[ãi

λ
,b̃i
λ

] ∈ Bε(
1
2σi1[ai0,b

i
0]) can be simply rephrased as

|ãiλ − ai0| + |b̃iλ − bi0| 6 ε due to Proposition 6.11.

Remark 6.15. We expect that our general framework applies to variants of the setting we
have considered here. For example, in the case of 1-dimensional BV functions without boundary
conditions, one can resort to quotient strategies and identify the space of BV functions with the
space of Radon measures through the weak derivative operator [41]. In this case, the extreme
points of the BV-seminorm ball are step functions and the MNDSC would amount to require
the non-degeneracy of the dual certificate on the jump. On the contrary, the extension of our
framework to higher dimensions is unclear to us. We believe that property (iii) of our MNDSC
is linked to stability properties of suitable curvature problems as the ones introduced in [23,
Definition 5.3]. However, we have not explored this connection at the moment.

6.3 Product measures and 1-Wasserstein distance regularizer

We consider the product space X = M(T) := M(T) × M(T) of Radon measures on the one-
dimensional torus T and Y := L2(T) × L2(T). In particular, an element u ∈ M(T) can be
written as u = (µ, ν) for µ, ν ∈ M(T). Note that

• M(T) endowed with the norm

‖u‖M(T) = ‖µ‖M(T) + ‖ν‖M(T)

is a Banach space whose pre-dual is C(T) = C(T) × C(T), that is M(T) ≃ C(T)∗ =
C∗(T) × C∗(T);

• The regularizer G : X → [0,+∞] is defined as

G(µ, ν) =

{

W 1(µ, ν) + ‖µ‖M(T) + ‖ν‖M(T) if µ, ν ∈ M+(T), ‖µ‖M(T) = ‖ν‖M(T),

+∞ otherwise,

(6.9)
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where W 1(µ, ν) := cW1(µc ,
ν
c ) when ‖µ‖M(T) = ‖ν‖M(T) = c, with the convention that if

c = 0, then W 1(µ, ν) = 0. We also recall that, denoting ω := µ
c and τ := ν

c two probability
measures, the 1-Wasserstein distance is defined as

W1(ω, τ) := inf

{∫

T×T

dT(x, y) dγ(x, y) : γ ∈ T (ω, τ)

}

,

where dT : T × T → [0,∞) is the canonical metric on the torus and T (ω, τ) denotes the
set of couplings γ ∈ M+(T) such that (πx)# γ = ω and (πy)# γ = τ , with πx, πy being the
projections onto the first and second components.

Remark 6.16. Let us recall that the total variation norm ‖µ‖M(T) can also be expressed as
|µ|(T), which is equal to µ(T) when µ is a positive measure. Henceforth, we will adopt this
notation.

Lemma 6.17. G is a convex, 1-positively homogeneous, weak* lower semi-continuous functional
and its sublevel sets are weak* compact. Moreover, (0, 0) is an interior point of ∂G(0, 0).

Proof. Positive 1-homogeneity is straightforward, while convexity follows from the dual formu-
lation of the 1-Wasserstein distance (see for instance [50, Sec 3.1.1]):

W1(ω, τ) = sup

{∫

T

φ(x)d(ω − τ)(x) : φ ∈ Lip1(T)

}

, (6.10)

where Lip1(T) denotes 1-Lipschitz functions with respect to the canonical metric on the torus.
Now, we prove that G is weak* lower semi-continuous in M(T). Take (µk)k∈N, (νk)k∈N two
sequences weak* converging to some µ, ν ∈ M(T). Without loss of generality, we can assume
that

lim inf
k→∞

G(µk, νk) < +∞.

Up to extracting a further subsequence, we can also assume that G(µk, νk) < +∞ for every k,
that is G(µk, νk) = W 1(µk, νk)+‖µk‖M(T)+‖νk‖M(T), where µk, νk ∈ M+(T) and µk(T) = νk(T).
By weak* convergence, we have that µ, ν ∈ M+(T) and µ(T) = ν(T), thus satisfying the
constraint. The next step is to prove the weak* lower semi-continuity of the sum of the three
terms in (6.9), which can be expressed as

lim inf
k→∞

W 1(µk, νk) + µk(T) + νk(T) >W 1(µ, ν) + µ(T) + ν(T).

The total variation is weak* lower semi-continuous with respect to the weak* convergence in
M(T). Therefore, we only need to prove the weak* lower semi-continuity of W 1, which is an
immediate consequence of the duality formula (6.10). This follows from the fact that

W 1(µ, ν) = c sup

{∫

T

φ(x)d

(
µ

c
− ν

c

)

(x) : φ ∈ Lip1(T)

}

= sup

{∫

T

φ(x)d(µ − ν)(x) : φ ∈ Lip1(T)

}

is the supremum of weak* continuous functions. Finally, given that G(µk, νk) < +∞ for all k,
we obtain:

G(µ, ν) = W 1(µ, ν) + µ(T) + ν(T) 6 lim inf
k→∞

W 1(µk, νk) + µk(T) + νk(T)

= lim inf
k→∞

G(µk, νk),

which gives us the desired result.
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Thanks to the weak* lower semi-continuity, we can show that the sublevel set S−(G,α) in (2.1)
is weak* compact for every α > 0. Indeed, take a sequence (µk, νk)k∈N ⊂ S−(G,α), that is
G(µk, νk) 6 α. This implies that µk(T) 6 α and νk(T) 6 α, which allow us to apply the Banach-
Alaoglu theorem. Therefore, up to subsequences, µk

∗
⇀ µ and νk

∗
⇀ ν in M(T). By the weak*

lower semi-continuity of G, we obtain:

G(µ, ν) 6 lim inf
k→∞

G(µk, νk) 6 α.

This holds for every α > 0, establishing that (µ, ν) ∈ S−(G,α).
Lastly, we need to prove that (0, 0) is an interior point of ∂G(0, 0). Since the duality pairing
between u = (µ, ν) ∈ M(T) and η = (φ,ψ) ∈ C(T) is given by

〈u, η〉 =

∫

T

φdµ+

∫

T

ψdν,

the subdifferential of G in zero becomes:

∂G(0, 0) =

{

(φ,ψ) ∈ C(T) :

∫

T

φdµ+

∫

T

ψdν 6 G(µ, ν) ∀(µ, ν) ∈ M(T)

}

=

{

(φ,ψ) ∈ C(T) :

∫

T

φdµ+

∫

T

ψdν 6W 1(µ, ν) + µ(T) + ν(T),

∀µ, ν ∈ M+(T), µ(T) = ν(T)

}

.

If we consider (φ,ψ) ∈ C(T) such that ‖φ‖∞ 6 1 and ‖ψ‖∞ 6 1, we obtain:
∫

T

φdµ+

∫

T

ψdν 6 µ(T) + ν(T) 6W 1(µ, ν) + µ(T) + ν(T).

This implies that every (φ,ψ) ∈ C(T) whose norm is less than one belongs to the subdifferential
of G at the point (0, 0). In particular, (0, 0) is an interior point of ∂G(0, 0).

As a linear operator, we consider K : M(T) → Y , which is the vector-valued version of the one
introduced in Section 6.1, defined as

K(µ, ν) : s 7→
(∫

T

k1(x− s)dµ(x),

∫

T

k2(x− s)dν(x)

)

∀(µ, ν) ∈ M(T). (6.11)

Here, the convolutional kernels k1 and k2 are in C2(T). Applying Proposition 6.1 for each
component of K, we can conclude that K is weak*-to-strong continuous. In particular, it is also
weak*-to-weak continuous, and thus, it satisfies Assumption 2.5.
Note that K∗ : Y → C(T), for K defined as in (6.11), can be characterized as

K∗(y, z) : s 7→
(∫

T

k1(s − x)y(x)dx,

∫

T

k2(s− x)z(x)dx

)

∀(y, z) ∈ Y.

Once again our main goal is to apply Theorem 5.1. To achieve this, we need to reformulate the
MNDSC as in Definition 4.2 for this specific scenario. Therefore, we need to characterize the
extreme points of the set B = {(µ, ν) ∈ M(T) : G(µ, ν) 6 1}. The main tool for characterizing
these extreme points is an adapted version of [22, Proposition 2.8], using [11, Lemma 3.2]. This
characterization is the content of the following theorem.

Theorem 6.18. The extreme points of

B =
{

(µ, ν) ∈ M+(T) ×M+(T) : W 1(µ, ν) + µ(T) + ν(T) 6 1, µ(T) = ν(T)
}

are the pair (0, 0) and the pairs of rescaled Dirac deltas
(

δx
2+dT(x,x̄) ,

δx̄
2+dT(x,x̄)

)

, where (x, x̄) ∈
T × T.
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Proof. In [22, Proposition 2.8] the authors showed that the extreme points of

B̄ =
{

µ ∈ M(T) : W 1(µ+, µ−) + µ+(T) + µ−(T) 6 1, µ+(T) = µ−(T)
}

are the rescaled dipoles δx−δx̄
2+dT(x,x̄) , where (x, x̄) ∈ T × T, x 6= x̄. Consider the linear map

L : M(T) → M+(T) ×M+(T)

µ 7→ (µ+, µ−),

where (µ+, µ−) is the Jordan decomposition of µ. Note that L is injective. Indeed, given
µ1, µ2 ∈ M(T) with their respective Jordan decompositions (µ+

1 , µ
−
1 ) and (µ+

2 , µ
−
2 ), we have that

if (µ+
1 , µ

−
1 ) = (µ+

2 , µ
−
2 ), then

µ1 = µ+
1 − µ−

1 = µ+
2 − µ−

2 = µ2.

Therefore, [11, Lemma 3.2] yields

Ext(LB̄) = LExt(B̄), (6.12)

where LB̄ = B ∩ {(µ, ν) ∈ M(T) : µ ⊥ ν}. Since

L

(
δx − δx̄

2 + dT(x, x̄)

)

=

(
δx

2 + dT(x, x̄)
,

δx̄
2 + dT(x, x̄)

)

,

by (6.12), we have:

Ext(B ∩ {(µ, ν) ∈ M(T) : µ ⊥ ν}) =

{(
δx

2 + dT(x, x̄)
,

δx̄
2 + dT(x, x̄)

)

: x, x̄ ∈ T, x 6= x̄

}

. (6.13)

We want to prove that

Ext(B) =

{(
δx

2 + dT(x, x̄)
,

δx̄
2 + dT(x, x̄)

)

: x, x̄ ∈ T

}

∪ {(0, 0)}.

We first show the inclusion:
{(

δx
2 + dT(x, x̄)

,
δx̄

2 + dT(x, x̄)

)

: x, x̄ ∈ T

}

∪ {(0, 0)} ⊂ Ext(B).

Since we are considering positive measures, (0, 0) is straightforwardly an extreme point of B.

Now, let us show that
(

δx
2+dT(x,x̄) ,

δx̄
2+dT(x,x̄)

)

is an extreme point of B for every x, x̄ ∈ T. If x = x̄,

then we have
(
δx
2 ,

δx
2

)

and the proof follows directly from the extremality of the Dirac deltas for

the total variation. If x 6= x̄, given two convex decompositions:

δx
2 + dT(x, x̄)

= λµ1 + (1 − λ)µ2 and
δx̄

2 + dT(x, x̄)
= λν1 + (1 − λ)ν2,

where (µ1, ν1), (µ2, ν2) ∈ B and λ ∈ (0, 1), we note that µ1 ⊥ ν1 and µ2 ⊥ ν2, because they are
supported in two different points. Therefore, from (6.13), we conclude that δx

2+dT(x,x̄) = µ1 = µ2

and δx̄
2+dT(x,x̄) = ν1 = ν2, deducing the extremality of

(
δx

2+dT(x,x̄) ,
δx̄

2+dT(x,x̄)

)

.

We now show the inclusion:

Ext(B) ⊂
{(

δx
2 + dT(x, x̄)

,
δx̄

2 + dT(x, x̄)

)

: x, x̄ ∈ T

}

∪ {(0, 0)}.

In the following, we will consider all the possible relations between µ and ν, when (µ, ν) ∈
Ext(B).
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Let (µ, ν) ∈ B be an extreme point of B such that µ ⊥ ν. We claim that (µ, ν) is also an
extreme point of B ∩ {(µ, ν) ∈ M(T) : µ ⊥ ν}. Indeed, given two convex combinations:

µ = λµ1 + (1 − λ)µ2 and ν = λν1 + (1 − λ)ν2,

where (µ1, ν1), (µ2, ν2) ∈ B, λ ∈ (0, 1) and µ ⊥ ν, we deduce from the extremality of (µ, ν) in
B that µ = µ1 = µ2 and ν = ν1 = ν2. This implies the extremality of (µ, ν) in B ∩ {(µ, ν) ∈
M(T) : µ ⊥ ν}, and therefore, by (6.13), (µ, ν) =

(
δx

2+dT(x,x̄) ,
δx̄

2+dT(x,x̄)

)

for some x 6= x̄.

Suppose now that (µ, ν) ∈ B is an extreme point of B with µ and ν not mutually singular
and µ 6= ν. We will prove that such (µ, ν) does not exist. Since µ and ν are not mutually
singular, there exists a measurable set A ⊂ T such that µ(A) > ν(A) > 0. Define ηA =
ν(Ac) + µ(T) − ν(A) + W 1(µ, ν), and note that ηA 6= 0, because µ 6= ν. Then, consider the
following convex decompositions:

µ = 2ν(A)
ν A

2ν(A)
+ ηA

(µ − ν A)

ηA
,

ν = 2ν(A)
ν A

2ν(A)
+ ηA

ν Ac

ηA
,

where ηA + 2ν(A) = G(µ, ν) = 1, because (µ, ν) is an extreme point of B different from (0, 0)
and G is positively 1-homogeneous. Indeed, suppose by contradiction that G(µ, ν) < 1. Since
G(µ, ν) > 0 we can write the following convex combination:

(µ, ν) = (1 −G(µ, ν))(0, 0) +G(µ, ν)
(µ, ν)

G(µ, ν)
,

where (0, 0) ∈ B and, thanks to the 1-positive homogeneity of G, also (µ,ν)
G(µ,ν) ∈ B. We de-

duce, from the extremality of (µ, ν) in B, that (µ, ν) = (0, 0), which immediately leads to a
contradiction. Therefore, the only possibility is G(µ, ν) = 1.

Note also that (µ1, ν1) :=
(
ν A
2ν(A) ,

ν A
2ν(A)

)

and (µ2, ν2) :=
(

(µ−ν A)
ηA

, ν Ac

ηA

)

are in B. Indeed, we

have:

G(µ1, ν1) = W 1

(
ν A

2ν(A)
,
ν A

2ν(A)

)

+
ν(A)

2ν(A)
+

ν(A)

2ν(A)
= 1,

G(µ2, ν2) =
µ(T) − ν(A) + ν(Ac)

ηA
+W 1

(
µ− ν A

ηA
,
ν Ac

ηA

)

=
µ(T) − ν(A) + ν(Ac)

ηA
+
µ(T) − ν(A)

ηA
W1

(
µ− ν A

µ(T) − ν(A)
,
ν Ac

ν(Ac)

)

=
µ(T) − ν(A) + ν(Ac) + (µ(T) − ν(A))W1

(
µ−ν A
µ(T)−ν(A) ,

ν Ac

ν(Ac)

)

ν(Ac) + µ(T) − ν(A) +W 1(µ, ν)

=
c(µ, ν) +W 1(µ− ν A, ν Ac)

c(µ, ν) +W 1(µ, ν)
6 1,

where c(µ, ν) := ν(Ac)+µ(T)−ν(A). Again, thanks to the extremality of (µ, ν) in B, we obtain

µ = ν A
2ν(A) = ν, which contradicts µ 6= ν.

It remains to consider the case where (µ, ν) ∈ Ext(B) and µ = ν. Following the same argument
used to prove the extremality of the Dirac deltas for total variations (see for example [11,
Proposition 4.1]), we can straightforwardly deduce that either µ = ν = 0 or µ = ν = δx

2 for
x ∈ T, where x̄ = x.

Proposition 6.19. Consider two sequences (xk)k∈N, (x̄k)k∈N. Then, xk → x, x̄k → x̄ if and

only if
(

δxk
2+dT(xk,x̄k) ,

δx̄k
2+dT(xk,x̄k)

)
∗
⇀
(

δx
2+dT(x,x̄) ,

δx̄
2+dT(x,x̄)

)

. Moreover, it holds that Ext(B) = B.
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Proof. Let xk → x, x̄k → x̄. Then, we observe that

(
ϕ(xk)

2 + dT(xk, x̄k)
,

ϕ(x̄k)

2 + dT(xk, x̄k)

)

→
(

ϕ(x)

2 + dT(x, x̄)
,

ϕ(x̄)

2 + dT(x, x̄)

)

∀ϕ ∈ C(T). (6.14)

This is equivalent to

(
δxk

2 + dT(xk, x̄k)
,

δx̄k
2 + dT(xk, x̄k)

)
∗
⇀

(
δx

2 + dT(x, x̄)
,

δx̄
2 + dT(x, x̄)

)

. (6.15)

Viceversa, if (6.15) holds, then, by using (6.14) and choosing ϕ = 1, we get dT(xk, x̄k) → dT(x, x̄).
Therefore, from (6.14), we deduce that ϕ(xk) → ϕ(x) and ϕ(x̄k) → ϕ(x̄) for all ϕ ∈ C(T).
Finally, if we select ϕ = Id, we obtain that xk → x and x̄k → x̄.
It remains to prove that B = Ext(B). We immediately have the inclusion Ext(B) ⊂ B. Therefore,
we just need to prove that B ⊂ Ext(B). Consider (µ, ν) ∈ B, which is the weak* limit of a
sequence (µk, νk) of extreme points. If there exists a subsequence such that µk and νk are both
zero on that subsequence, then (µ, ν) = (0, 0) ∈ Ext(B). Otherwise, we can assume, without

loss of generality, that (µk, νk) =
(

δxk
2+dT(xk,x̄k) ,

δx̄k
2+dT(xk,x̄k)

)

for all k. By compactness, xk → x

and x̄k → x̄, up to subsequences. Using the first part of the proof and the uniqueness of the

weak* limit, we deduce that (µ, ν) =
(

δx
2+dT(x,x̄) ,

δx̄
2+dT(x,x̄)

)

∈ Ext(B), as we wanted to prove.

Remark 6.20. In this remark, we want to compare the metric induced by the weak* distance
of extreme points with the Hellinger-Kantorovich distance. Following [44], we know that the
Hellinger-Kantorovich distance between two rescaled Dirac deltas is

HK(a0δx, a1δy)
2 =

{

a0 + a1 − 2
√
a0a1 cos(dT(y, x)) for dT(y, x) 6 π,

a0 + a1 + 2
√
a0a1 for dT(y, x) > π,

where x, y ∈ T and a0, a1 > 0. Consider two sequences (xk)k∈N, (x̄k)k∈N and denote ak :=
1

2+dT(xk ,x̄k) , a := 1
2+dT(x,x̄) . If we let xk → x, x̄k → x̄, then ak → a, and both dT(xk, x) and

dT(x̄k, x̄) are less than π. Therefore, the following holds:

HK(akδxk , aδx)2 + HK(akδx̄k , aδx̄)2 = 2ak + 2a− 2
√
aka cos (dT(xk, x)) + cos(dT(x̄k, x̄)) → 0

(6.16)
as k → +∞. Viceversa, suppose limk→+∞ HK(akδxk , aδx)2+HK(akδx̄k , aδx̄)2 = 0. Since ak, a >
0, it becomes evident that the only possible case to consider is when dT(xk, x), dT(x̄k, x̄) 6 π. In
this case, we can observe that

2ak + 2a− 2
√
aka(cos(dT(xk, x)) + cos(dT(x̄k, x̄))) > 2ak + 2a− 4

√
aka = 2(

√
ak − √

a)2
> 0,

which implies
√
ak − √

a → 0, i.e. ak → a. By compactness, we can assume, without loss of
generality, that xk → x0 and x̄k → x̄0 up to subsequence. Thanks to (6.16), we obtain that

4a− 2a(cos(dT(x0, x)) + cos(dT(x̄0, x̄))) = 0,

which implies x0 = x and x̄0 = x̄. By Lemma 6.19, the previous computation establishes

an equivalence between dB

((
δx

2+dT(x,x̄) ,
δx̄

2+dT(x,x̄)

)

,
(

δy
2+dT(y,ȳ) ,

δȳ
2+dT(y,ȳ)

))

and (HK(a0δx, a1δy)
2 +

HK(a0δx̄, a1δȳ)
2)1/2, where a0 := 1

2+dT(x,x̄) and a1 := 1
2+dT(y,ȳ) , both of which metrize the weak*

convergence.

In this case, we can rewrite the MNDSC as follows, where from now on we denote Dx :=
(

δx
2+dT(x,x̄) ,

δx̄
2+dT(x,x̄)

)

and x := (x, x̄). Let u0 = (µ0, ν0) =
∑n
i=1 c

i
0Dx

i
0

∈ M(T) be such that

(y0, z0) = K(µ0, ν0), where ci0 > 0 and xi0 ∈ T × T. Then, u0 satisfies the MNDSC if
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(i′) ImK∗ ∩ ∂G(u0) 6= ∅,

(ii′)
{

D
x

1
0
, . . . ,Dx

n
0

}

= Exc(u0),

(iii′) ∃ε, δ > 0 such that, ∀i = 1, . . . , n and for any Dx1 ,Dx2 ∈ Bε(Dx
i
0
) where x1 6= x2, the

following condition holds. There exists a curve D
x(t) : [0, 1] → Bε(Dx

i
0
), belonging to ΓM ,

with D
x(0) = Dx1 and D

x(1) = Dx2 , such that

d2

dt2
(p0,K(D

x(t))) < −δ ∀t ∈ (0, 1). (6.17)

Remark 6.21. We warn the reader that in the proof of the following lemma, we will identify
the torus T with the Euclidean space R. In particular, the distance on the torus will be rewritten
as dT(x, x̄) = |x̄ − x|, and geodesics on the torus will be identified with geodesics on R. This
does not affect any of the arguments performed. Moreover, for the sake of simplicity, we will
assume that xi0 > x̄i0. Note that an entirely analogous argument can be applied when x̄i0 > xi0.

Now, let us explore an explicit requirement that can be imposed on the minimal-norm dual
certificate to ensure the fulfilment of condition (iii′) when choosing a specific family of curves.

Lemma 6.22. Let η0 = (ϕ0, ψ0) ∈ C(T) be the minimal-norm dual certificate associated with
Ph((y0, z0)). Assume η0 ∈ C2(T) × C2(T) and

HF (xi0) is negative definite ∀i = 1, . . . , n,

where HF (xi0) is the Hessian of the function F (x) = ϕ0(x)+ψ0(x̄)
2+dT(x,x̄) computed at xi0 = (xi0, x̄

i
0) ∈

T × T. Then, condition (iii′) holds.

Proof. Fix xi0 = x0 ∈ T×T and choose ε > 0 sufficiently small. Given Iε(x0) = (x0 −ε, x0 +ε)×
(x̄0 − ε, x̄0 + ε) and x1,x2 ∈ Iε(x0) where x1 6= x2, consider a curve x(t) in Iε(x0), connecting
x1 and x2, defined as

x(t) = tx2 + (1 − t)x1.

Note that either x(t) 6= x̄(t) for every t ∈ (0, 1) or x(t) = x̄(t) for all t ∈ [0, 1]. Since x̄0 6 x0, we
suppose without loss of generality that x̄(t) 6 x(t) for all t ∈ [0, 1]. Therefore, given the curve
D

x(t) : [0, 1] → Bε(Dx0), the quantity

K(D
x(t)) =

1

2 + x(t) − x̄(t)

(∫

T

k1(x− s)dδx(t),

∫

T

k2(x− s)dδx̄(t)

)

=
(k1(x(t) − s), k2(x̄(t) − s))

2 + x(t) − x̄(t)

is twice weakly Gateaux differentiable, since k1 and k2 are C2(T). Now, let us compute

d2

dt2
(p0,K(D

x(t))) =
d2

dt2
〈η0,Dx(t)〉 =

d2

dt2
〈(ϕ0, ψ0),

(
δx(t)

2 + x(t) − x̄(t)
,

δx̄(t)

2 + x(t) − x̄(t)

)

〉

=
d2

dt2
〈ϕ0,

δx(t)

2 + x(t) − x̄(t)
〉 +

d2

dt2
〈ψ0,

δx̄(t)

2 + x(t) − x̄(t)
〉

=
d2

dt2
ϕ0(x(t))

2 + x(t) − x̄(t)
+
d2

dt2
ψ0(x̄(t))

2 + x(t) − x̄(t)

=
d

dt

(
ϕ′

0(x(t))x′(t)

2 + x(t) − x̄(t)
− ϕ0(x(t))(x′(t) − x̄′(t))

(2 + x(t) − x̄(t))2

)
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+
d

dt

(
ψ′

0(x̄(t))x̄′(t)

2 + x(t) − x̄(t)
− ψ0(x̄(t))(x′(t) − x̄′(t))

(2 + x(t) − x̄(t))2

)

=
ϕ′′

0(x(t))(x1 − x2)2 + ψ′′
0 (x̄(t))(x̄1 − x̄2)2

2 + x(t) − x̄(t)

− 2(x1 − x2 − x̄1 + x̄2) (ϕ′
0(x(t))(x1 − x2) + ψ′

0(x̄(t))(x̄1 − x̄2))

(2 + x(t) − x̄(t))2

+
2(x1 − x2 − x̄1 + x̄2)2 (ϕ0(x(t)) + ψ0(x̄(t)))

(2 + x(t) − x̄(t))3
. (6.18)

Since HF (x(t)) can be computed as





ϕ′′
0 (x(t))

2+x(t)−x̄(t)
−

2ϕ′
0(x(t))

(2+x(t)−x̄(t))2 +
2(ϕ0(x(t))+ψ0(x̄(t)))

(2+x(t)−x̄(t))3

ϕ′
0(x(t))−ψ′(x̄(t))

(2+x(t)−x̄(t))2 −
2(ϕ0(x(t))+ψ(x̄(t)))

(2+x(t)−x̄(t))3

ϕ′
0(x(t))−ψ′(x̄(t))

(2+x(t)−x̄(t))2 −
2(ϕ0(x(t))+ψ(x̄(t)))

(2+x(t)−x̄(t))3

ψ′′
0 (x̄(t))

2+x(t)−x̄(t)
+

2ψ′
0(x̄(t))

(2+x(t)−x̄(t))2 +
2(ϕ0(x(t))+ψ0(x̄(t)))

(2+x(t)−x̄(t))3





a simple computation shows that

(

x1 − x2 x̄1 − x̄2

)

HF (x(t))

(

x1 − x2

x̄1 − x̄2

)

=
ϕ′′

0(x(t))(x1 − x2)2

2 + x(t) − x̄(t)
+

−2ϕ′
0(x(t))(x1 − x2)2 + (ϕ′

0(x(t)) − ψ′(x̄(t)))(x̄1 − x̄2)(x1 − x2)

(2 + x(t) − x̄(t))2

+
2(ϕ0(x(t)) + ψ0(x̄(t)))(x1 − x2 − x̄1 + x̄2)(x1 − x2)

(2 + x(t) − x̄(t))3
+
ψ′′

0 (x̄(t))(x̄1 − x̄2)2

2 + x(t) − x̄(t)

+
2ψ′

0(x̄(t))(x̄1 − x̄2)2 + (ϕ′
0(x(t)) − ψ′(x̄(t)))(x1 − x2)(x̄1 − x̄2)

(2 + x(t) − x̄(t))2

− 2(ϕ0(x(t)) + ψ0(x̄(t)))(x1 − x2 − x̄1 + x̄2)(x̄1 − x̄2)

(2 + x(t) − x̄(t))3

=
ϕ′′

0(x(t))(x1 − x2)2 + ψ′′
0 (x̄(t))(x̄1 − x̄2)2

2 + x(t) − x̄(t)

− 2(x1 − x2 − x̄1 + x̄2) (ϕ′
0(x(t))(x1 − x2) + ψ′

0(x̄(t))(x̄1 − x̄2))

(2 + x(t) − x̄(t))2

+
2(x1 − x2 − x̄1 + x̄2)2 (ϕ0(x(t)) + ψ0(x̄(t)))

(2 + x(t) − x̄(t))3
,

which is exactly (6.18). In particular, we have derived the following identity:

d2

dt2
(p0,K(D

x(t))) =
(

x1 − x2 x̄1 − x̄2

)

HF (x(t))

(

x1 − x2

x̄1 − x̄2

)

∀t ∈ (0, 1). (6.19)

Since HF (x0) is assumed to be negative definite, it holds that

(

x1 − x2 x̄1 − x̄2

)

HF (x0)

(

x1 − x2

x̄1 − x̄2

)

< 0.

Since η0 = (ϕ0, ψ0) ∈ C2(T) × C2(T), which implies by the previous computations that HF is
continuous, we can ensure, by choosing a sufficiently small ε, that there exists δ > 0 such that

(

x1 − x2 x̄1 − x̄2

)

HF (x(t))

(

x1 − x2

x̄1 − x̄2

)

< −δ

holds for every x(t) ∈ Iε(x0). In particular, from (6.19) we deduce that (6.17) in (iii′) holds.
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Finally, if we additionally assume that {K(D
x
i
0
)}ni=1 =

{
(k1(xi0−·),k2(x̄i0−·))

2+dT(xi0,x̄
i
0)

}n

i=1
are linearly in-

dependent, we can apply, once again, Theorem 5.1 to derive a sparse representation recovery
result. In the following, w ∈ Y is the vector-valued noise and η0 = (ϕ0, ψ0) is the minimal-norm
dual certificate.

Theorem 6.23. Let u0 = (µ0, ν0) =
∑n
i=1 c

i
0Dx

i
0

∈ M(T) be such that (y0, z0) = K(µ0, ν0),

where ci0 > 0 and xi0 ∈ T × T. Suppose that

1. ImK∗ ∩ ∂G(u0) 6= ∅,

2. 〈η0,Dx〉 = ϕ0(x)
2+dT(x,x̄) + ψ0(x̄)

2+dT(x,x̄) = 1 if and only if x = xi0,

3. (ϕ0, ψ0) ∈ C2(T) × C2(T) and HF (xi0) is negative definite,

for all i = 1, . . . , n. Moreover, assume that {K(D
x
i
0
)}ni=1 are linearly independent.

Then, for every sufficiently small ε > 0, there exist α > 0 and λ0 > 0 such that, for all
(λ,w) ∈ Nα,λ0 , the solution ũλ = (µ̃λ, ν̃λ) to Pλ((y0, z0) + w) is unique and admits a unique
representation composed exactly of n couples of rescaled Dirac deltas, denoted as {D

x̃
i
λ
}ni=1. In

other words:

ũλ =
n∑

i=1

c̃iλDx̃
i
λ
,

where D
x̃
i
λ

∈ Bε(Dx
i
0
) such that 〈η̃λ,Dx̃

i
λ
〉 = 1, c̃iλ > 0 and |c̃iλ − ci0| 6 ε for all i = 1, . . . , n.

Proof. Once again, assumption 1 is exactly (i′). Assumption 2 on η0 is equivalent to (ii′), while
assumption 3 implies, thanks to Lemma 6.22, that condition (iii′) is satisfied. Therefore, we can
conclude that u0 satisfies the MNDSC when considering the specific curve t 7→ D

x(t) as in the
proof of Lemma 6.22. Thus, thanks to the MNDSC and the linear independence of {K(D

x
i
0
)}ni=1,

we can now apply Theorem 5.1 to obtain the sought result.

Remark 6.24. Note that condition D
x̃
i
λ

∈ Bε(Dx
i
0
) can be simply rephrased as dT(x̃iλ, x

i
0) +

dT(¯̃xiλ, x̄
i
0) 6 ε due to Proposition 6.19.

7 Conclusions and future perspectives

The main result of this paper, presented in Theorem 5.1, is the first general result addressing the
exact sparse representation recovery of solutions to convex optimization problems. As shown in
the examples presented in Section 6, it is applicable across a wide range of scenarios. It is worth
pointing out that its applicability is based on the ability to characterize the extreme points of
the ball of a given regularizer and provide an explicit description of curves in the space of the
extreme points (such as geodesics in B). This could be a challenging task, depending on the
optimization problem at hand.
Few recent works have analyzed the exact sparse representation recovery for specific problems
regularized with the TV-norm of BV functions [23, 39]. As highlighted in Remark 6.15, it is
currently unclear to us how to use Theorem 5.1 to recover such results. This challenge arises
from the complex geometry of sets of finite perimeters, that are extreme points of the TV-ball
for BV functions. This nature does not allow for easy characterizations of curves in their space.
The application of Theorem 5.1 to other optimization problems will be investigated in future
works. Interesting examples include dynamic problems regularized with the Benamou-Brenier
energy, where extreme points are identifiable with H1 curves [12], and optimization problems
regularized with linear, scalar differential operators [52].
An alternative perspective is to obtain exact sparse representation recovery results by assuming
additional differential structure on the metric space B. In this case, we conjecture that stronger
results can be achieved, addressing a potentially wider range of applications. This is also reserved
for exploration in future research.

41



References

[1] L. Ambrosio, S. Aziznejad, C. Brena, and M. Unser. Linear inverse problems with Hessian-
Schatten total variation. arXiv preprint arXiv:2210.04077, 2022.

[2] L. Ambrosio, C. Brena, and S. Conti. Functions with bounded Hessian-Schatten variation:
density, variational and extremality properties. arXiv preprint arXiv:2302.12554, 2023.

[3] L. Ambrosio, N. Fusco, and D. Pallara. Functions of Bounded Variation and Free Discon-
tinuity Problems. Oxford Science Publications, 2000.

[4] L. Ambrosio, N. Gigli, and G. Savaré. Gradient Flows: In Metric Spaces and in the Space
of Probability Measures. Birkhäuser Basel, 2005.

[5] S. Axler. Measure, Integration & Real Analysis. Springer, 2020.

[6] J.-M. Azais, Y. De Castro, and F. Gamboa. Spike detection from inaccurate samplings.
Applied and Computational Harmonic Analysis, 38(2):177–195, 2015.

[7] F. Bach. Breaking the curse of dimensionality with convex neural networks. The Journal
of Machine Learning Research, 18(1):629–681, 2017.

[8] M. Benning and M. Burger. Modern regularization methods for inverse problems. Acta
numerica, 27:1–111, 2018.

[9] D. P. Bertsekas. Convex Optimization Theory. Athena Scientific, 2009.

[10] C. Boyer, A. Chambolle, Y. De Castro, V. Duval, F. de Gournay, and P. Weiss. On represen-
ter theorems and convex regularization. SIAM Journal on Optimization, 29(2):1260–1281,
2019.

[11] K. Bredies and M. Carioni. Sparsity of solutions for variational inverse problems with finite-
dimensional data. Calculus of Variations and Partial Differential Equations, 59(1):14, 2020.

[12] K. Bredies, M. Carioni, S. Fanzon, and F. Romero. On the extremal points of the ball of the
Benamou–Brenier energy. Bulletin of the London Mathematical Society, 53(5):1436–1452,
2021.

[13] K. Bredies, M. Carioni, S. Fanzon, and F. Romero. A generalized conditional gradient
method for dynamic inverse problems with optimal transport regularization. Foundations
of Computational Mathematics, 23(3):833–898, 2022.

[14] K. Bredies, M. Carioni, S. Fanzon, and D. Walter. Asymptotic linear convergence of fully-
corrective generalized conditional gradient methods. Mathematical Programming, pages
1–68, 2023. doi: https://doi.org/10.1007/s10107-023-01975-z.

[15] K. Bredies, M. Carioni, M. Holler, Y. Korolev, and C.-B. Schönlieb. A sparse optimization
approach to infinite infimal convolution regularization. arXiv preprint arXiv:2304.08628,
2023.

[16] K. Bredies and S. Fanzon. An optimal transport approach for solving dynamic inverse
problems in spaces of measures. ESAIM: Mathematical Modelling and Numerical Analysis,
54(6):2351–2382, 2020.

[17] K. Bredies, K. Kunisch, and T. Pock. Total generalized variation. SIAM Journal on Imaging
Sciences, 3(3):492–526, 2010.

42

https://doi.org/10.1007/s10107-023-01975-z


[18] K. Bredies and H.K. Pikkarainen. Inverse problems in spaces of measures. ESAIM: Control,
Optimisation and Calculus of Variations, 19(1):190–218, 2013.

[19] K. Bredies, J. C. Rodriguez, and E. Naldi. On extreme points and representer theorems for
the lipschitz unit ball on finite metric spaces. arXiv preprint arXiv:2304.14039, 2023.

[20] M. Burger and S. Osher. Convergence rates of convex variational regularization. Inverse
problems, 20(5):1411, 2004.

[21] E. J. Candès and C. Fernandez-Granda. Towards a mathematical theory of super-resolution.
Communications on Pure and Applied Mathematics, 67(6):906–956, 2012.

[22] M. Carioni, J. A. Iglesias, and D. Walter. Extremal points and sparse optimization for
generalized Kantorovich-Rubinstein norms. arXiv preprint arXiv:2209.09167, 2023.

[23] Y. De Castro, V. Duval, and R. Petit. Exact recovery of the support of piecewise constant
images via total variation regularization. arXiv preprint arXiv:2307.03709, 2023.

[24] A. Chambolle and P.-L. Lions. Image recovery via total variation minimization and related
problems. Numerische Mathematik, 76:167–188, 1997.

[25] G. Cristinelli, J. A. Iglesias, and D. Walter. Conditional gradients for total variation regu-
larization with pde constraints: a graph cuts approach. arXiv preprint arXiv:2310.19777,
2023.

[26] R. G. Curtain and A. J. Pritchard. Functional analysis in modern applied mathematics,
volume 132. Mathematics in science and engineering, 1977.

[27] Q. Denoyelle, V. Duval, and G. Peyré. Support recovery for sparse super-resolution of
positive measures. Journal of Fourier Analysis and Applications, 23:1153–1194, 2017.

[28] David L Donoho. Superresolution via sparsity constraints. SIAM journal on mathematical
analysis, 23(5):1309–1331, 1992.

[29] J. Duchon. Splines minimizing rotation-invariant semi-norms in Sobolev spaces. In Con-
structive Theory of Functions of Several Variables: Proceedings of a Conference Held at
Oberwolfach April 25–May 1, 1976, pages 85–100. Springer, 1977.

[30] V. Duval. A characterization of the non-degenerate source condition in super-resolution.
Information and Inference: A Journal of the IMA, 9(1):235–269, 2020.

[31] V. Duval and G. Peyré. Exact support recovery for sparse spikes deconvolution. Foundations
of Computational Mathematics, 15(5):1315–1355, 2014.

[32] I. Ekeland and R. Témam. Convex Analysis and Variational Inverse Problems. SIAM, 1999.

[33] L. C. Evans. Weak Convergence Methods for Nonlinear Partial Differential Equations. Num-
ber 74 in Regional Conference Series in Mathematics. American Mathematical Society, 1990.

[34] T. Fischer. Existence, uniqueness, and minimality of the Jordan measure decomposition.
arXiv: Statistics Theory, 2012.

[35] J-J Fuchs. On sparse representations in arbitrary redundant bases. IEEE Transactions on
Information Theory, 50(6):1341–1344, 2004.

[36] E. Goursat. Sur la théorie des fonctions implicites. Bulletin de la Société Mathématique de
France, 31:184–192, 1903.

43



[37] Leonid G Hanin. Kantorovich-rubinstein norm and its application in the theory of lipschitz
spaces. Proceedings of the American Mathematical Society, 115(2):345–352, 1992.

[38] B. Hofmann, B. Kaltenbacher, C. Poschl, and O. Scherzer. A convergence rates result for
Tikhonov regularization in Banach spaces with non-smooth operators. Inverse Problems,
23(3):987, 2007.

[39] M. Holler and B. Wirth. Exact reconstruction and reconstruction from noisy data with
anisotropic total variation. arXiv preprint arXiv:2207.04757, 2022.

[40] P.-T. Huynh, K. Pieper, and D. Walter. Towards optimal sensor placement for inverse
problems in spaces of measures. arXiv preprint arXiv:2308.01055, 2023.

[41] J. A. Iglesias and D. Walter. Extremal points of total generalized variation balls in 1d:
characterization and applications. Journal of Convex Analysis, 29(4):1251–1290, 2022.

[42] S. G. Krantz and H. R. Parks. The implicit function theorem: history, theory, and applica-
tions. Springer Science & Business Media, 2002.

[43] B. Laville, L. Blanc-Féraud, and G. Aubert. Off-the-grid curve reconstruction through
divergence regularization: An extreme point result. SIAM Journal on Imaging Sciences,
16(2):867–885, 2023.

[44] M. Liero, A. Mielke, and G. Savaré. Optimal transport in competition with reaction: The
Hellinger-Kantorovich distance and geodesic curves. SIAM Journal on Mathematical Anal-
ysis, 48(4):2869–2911, 2016.

[45] R. Parhi and R. D. Nowak. Banach space representer theorems for neural networks and
ridge splines. The Journal of Machine Learning Research, 22(1):1960–1999, 2021.

[46] R. R. Phelps. Lectures on Choquet’s Theorem, volume LN1757. Berlin: Springer, 2001.

[47] C. Poon, N. Keriven, and G. Peyré. The geometry of off-the-grid compressed sensing.
Foundations of Computational Mathematics, 23(1):241–327, 2023.

[48] C. Poon and G. Peyré. Multi-dimensional sparse super-resolution. SIAM Journal on Math-
ematical Analysis, 51(1):1–44, 2019.

[49] L. I. Rudin, S. Osher, and E. Fatemi. Nonlinear total variation based noise removal algo-
rithms. Physica D: nonlinear phenomena, 60(1-4):259–268, 1992.

[50] F. Santambrogio. Optimal Transport for Applied Mathematicians. Birkhäuser Basel, 2015.

[51] M. Unser and T. Blu. Cardinal exponential splines: Part I-theory and filtering algorithms.
IEEE Transactions on Signal Processing, 53(4):1425–1438, 2005.

[52] M. Unser, J. Fageot, and J. P. Ward. Splines are universal solutions of linear inverse
problems with generalized TV regularization. SIAM Review, 59(4):769–793, 2017.

[53] C. Villani. Topics in Optimal Transportation. American Mathematical Society, 2003.

[54] Y. Yu, X. Zhang, and D. Schuurmans. Generalized conditional gradient for sparse estima-
tion. Journal of Machine Learning Research, 18(144):1–46, 2017.

44



Appendix

A.1 Complements to Sections 4 and 5

In this section, we state and prove a technical lemma about the non-expansiveness of the function
y0

λ 7→ pλ, and a stability theorem of the solutions ũλ to Pλ(y0 + w).

Lemma A.1. Let pλ and p̃λ be the solutions to Dλ(y0) and Dλ (y0 + w) respectively, for w ∈ Y .
Then, the mapping y0

λ 7→ pλ is non-expansive, i.e.

‖pλ − p̃λ‖Y 6
‖w‖Y
λ

.

Proof. Since the problem Dλ(y0) can be reformulated as in D′
λ(y0), we know that the following

variational characterization of the projection operator pλ, often referred to as the Bourbaki-
Cheney-Goldstein inequality, holds (see for instance [9, Proposition 1.1.9]):

(
y0

λ
− pλ, p − pλ

)

6 0 ∀p ∈ Y.

The previous inequality holds also for p̃λ ∈ Y , that is

(
y0

λ
− pλ, p̃λ − pλ

)

6 0. (A.1)

Applying the inequality with the solution to the problem Dλ(y0 + w), we obtain:

(
y0 + w

λ
− p̃λ, p− p̃λ

)

6 0 ∀p ∈ Y.

This inequality holds also for pλ ∈ Y , that is

(
y0 + w

λ
− p̃λ, pλ − p̃λ

)

6 0,

or equivalently
(

p̃λ − y0 +w

λ
, p̃λ − pλ

)

6 0. (A.2)

If we sum (A.1) and (A.2), and we apply the Cauchy-Schwarz inequality, we obtain:

(

p̃λ − pλ − w

λ
, p̃λ − pλ

)

6 0 ⇒ ‖p̃λ − pλ‖2
Y 6

‖w‖Y
λ

‖p̃λ − pλ‖Y .

Dividing by ‖p̃λ − pλ‖Y the result holds.

The stability theorem that we present is an adaptation of [38, Theorem 3.2]. This adapted
version gives us the stability of solutions to Pλ(y0 + w) with respect to the noise w and the
parameter λ in Nα,λ0. Note that in the following theorem, we assume λ > 0, since the case
λ = 0 is covered by [38, Theorem 3.5].

Theorem A.2 (Stability). Let (zk)k∈N
be a sequence converging to z in Y with respect to the

strong topology, and (λk)k∈N
a sequence converging to λ > 0. Then, every sequence (ũλk)k∈N

such that
ũλk ∈ arg min

u∈X
‖Ku− zk‖2

Y + λkG(u),

has a subsequence (ũλkj )j∈N which converges to a minimizer ũλ of Pλ(z) with respect to the

weak* topology.
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Proof. From the minimizing property of ũλk , the following inequality holds:

‖Kũλk − zk‖2
Y + λkG (ũλk) 6 ‖Ku− zk‖2

Y + λkG(u) ∀u ∈ X. (A.3)

Thanks to weak* compactness of the sublevel sets of G (Assumption 2.1), ũλk has a weak*
convergent subsequence (ũλkj )j∈N with limit ũλ ∈ X. Since K is weak*-to-weak continuous, we

have that Kũλkj ⇀Kũλ as j → ∞. Furthermore, since zkj → z, we obtain that also Kũλkj −zkj
converges to Kũλ − z weakly.
Thanks to the weak lower semi-continuity of ‖ · ‖2

Y and the weak* lower semi-continuity of G(·)
with respect to the topologies of Y and X respectively, it follows that

‖Kũλ − z‖2
Y 6 lim inf

j→∞
‖Kũλkj − zkj‖2

Y , G(ũλ) 6 lim inf
j→∞

G(ũλkj ). (A.4)

We now proceed to show that λkj ũλkj
∗
⇀ λũλ. For any η ∈ X∗, the following holds:

∣
∣
∣〈η, λkj ũλkj 〉 − 〈η, λũλ〉

∣
∣
∣ 6

∣
∣
∣〈η, λkj ũλkj − λũλkj 〉

∣
∣
∣ +

∣
∣
∣〈η, λũλkj − λũλ〉

∣
∣
∣

6

∣
∣
∣λkj − λ

∣
∣
∣

∣
∣
∣〈η, ũλkj 〉

∣
∣
∣

︸ ︷︷ ︸

I

+λ
∣
∣
∣

〈

η, ũλkj − ũλ
〉∣
∣
∣

︸ ︷︷ ︸

II

.

Given that ũλkj
∗
⇀ ũλ, it follows that II → 0. Moreover, the convergence of λkj → λ and the

norm-bound property of ũλkj due to its weak* convergence lead to I → 0. Therefore it holds

that
G(λũλ) 6 lim inf

j→∞
G(λkj ũλkj ). (A.5)

Using the inequalities (A.3), (A.4), (A.5), and the 1-positive homogeneity of G, we obtain that
for all u ∈ X it holds that

‖Kũλ − z‖2
Y +G(λũλ) 6 lim inf

j→∞
‖Kũλkj − zkj‖2

Y +G(λkj ũλkj )

= lim inf
j→∞

‖Kũλkj − zkj‖2
Y + λkjG(ũλkj )

6 lim inf
j→+∞

‖Ku− zkj‖2
Y + λkjG(u)

= ‖Ku− z‖2
Y + λG(u).

This shows that ũλ is a minimizer of Pλ(z).

A.2 Implicit Function Theorem

In this section, we state and provide a proof of a variant of the classical implicit function
theorem whose proof is inspired by the celebrated Goursat implicit function theorem [36]. The
main difference with the classical implicit function theorem is that it considers general Banach
spaces and it does not require the differentiability of the function with respect to all variables.
A proof can be also found in [42, Theorem 3.4.10] for functions defined in the product of open
subsets of the initial product space. For the sake of completeness we propose a proof in our
setting, by adapting the proof in [42, Theorem 3.4.10].

Theorem A.3 (Goursat). Let X,Y,W be Banach spaces and U×V be a subset of X×Y , where
U ⊂ X is open and V ⊂ Y (U and V are endowed with the respective topologies). Suppose that
f : U×V → W is a continuous function such that (Df)u, the Frechét derivative of f with respect
to the first variable, exists and is continuous at each point (u, v) of U × V . Assume also that
there exists a point (u0, v0) ∈ U × V such that f(u0, v0) = 0, and that (Df)u(u0, v0) is invertible
with bounded inverse.
Then, there exist two open balls Br(u0) ⊂ U and Bs(v0) ⊂ Y such that, for each v̄ ∈ Bs(v0) ∩ V ,
there exists a unique ū ∈ Br(u0) satisfying f(ū, v̄) = 0. Moreover, the function g : Bs(v0) ∩V →
Br(u0) uniquely defined by the condition g(v̄) = ū is continuous.
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Proof. Since (Df)u(u0, v0) is invertible by hypothesis, we can define:

h(u, v) = u− [(Df)u(u0, v0)−1]f(u, v) ∀u ∈ U, v ∈ V.

Since f and (Df)u are continuous functions, and (Df)u(u0, v0)−1 is bounded, we have that also
h and (Dh)u are continuous. In particular, for a point (u0, v0) ∈ U × V such that f(u0, v0) = 0,
it holds:

h(u0, v0) = u0 − [(Df)u(u0, v0)−1]f(u0, v0) = u0

and

(Dh)u(u0, v0) = Id− [(Df)u(u0, v0)−1](Df)u(u0, v0) = 0.

Since h and (Dh)u are continuous functions with respect to both variables, for every 0 < ε < 1,
there exist r, s > 0, and two balls Br(u0) ⊂ U and Bs(v0) ⊂ Y , such that, for all (u, v) ∈
Br(u0) × (Bs(v0) ∩ V ), the following inequalities hold:

‖h(u, v) − u0‖X < ε,

‖(Dh)u(u, v)‖L(X,X) < ε.
(A.6)

In particular, taking a smaller ball Bs(v0) if necessary, we can write:

‖h(u0, v) − u0‖X < (1 − ε)r ∀v ∈ Bs(v0) ∩ V. (A.7)

Now, if we want to apply the contraction mapping fixed point principle, we need to prove that
h is a contraction in its first variable uniformly in v̄ ∈ Bs(v0) ∩ V , that is

‖h(u1, v̄) − h(u2, v̄)‖X 6 c‖u2 − u1‖X ∀u1, u2 ∈ Br(u0),

where 0 < c < 1 is a constant. Given u1, u2 ∈ Br(u0), applying a generalized version of the
mean-value theorem (see for instance [26, Theorem 6.5]) and using (A.6), we obtain:

‖h(u1, v̄) − h(u2, v̄)‖X 6 sup
0<t<1

‖(Dh)u(u2 + t(u1 − u2), v̄)‖L(X,X)‖u1 − u2‖X 6 ε‖u1 − u2‖X ,

implying that h is a contraction. Finally, thanks to (A.7), we can apply [42, Theorem 3.4.6],
which proof relies exactly on the contraction mapping fixed point principle as established in [42,
Theorem 3.4.1]. This allows us to conclude that, for each v̄ ∈ Bs(v0) ∩ V , there exists a unique
ū ∈ Br(u0) such that h(ū, v̄) = ū. This, by the definition of h, is equivalent to the equation
f(ū, v̄) = 0. Moreover, according to the same theorem [42, Theorem 3.4.6], we have that the
unique function g : Bs(v0) ∩ V → Br(u0), defined by g(v̄) = ū, is continuous.
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