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Abstract

We develop a semicontinuity-based existence theory in BV for a general class of scalar linear-growth
variational integrals with additional signed-measure terms. The results extend and refine previous con-
siderations for anisotropic total variations and area-type cases, and they pave the way for a variational
approach to the corresponding Euler-Lagrange equations, which involve the signed measure as right-hand-
side datum.
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1 Introduction

Linear-growth functionals with measure. In this paper we are concerned with minimization among
scalar functions w: 2 — R of first-order variational integrals of type

/Qf(.,Vw)dx—F/deu, (1.1)

where the given data are a dimension N € IN, a bounded Lipschitz domain Q C R", a continuous integrand
f: QxRN — [0,00), and a finite signed Radon measure p on . Our motivation partially stems from the
corresponding Euler-Lagrange equation, in which u takes the role of the right-hand side. This equation —
valid for minimizers u:  — R at least in suitably differentiable cases — reads

div [Vef(.,Vu)] =p in Q. (1.2)

Specifically, we now focus on the case that f is convex in its second variable ¢ € R and satisfies the linear
growth condition
af] < fz, ) < B+ 1) for all (z,€) € @ x RY (1.3)

with constants 0 < o < 8 < oo. In this situation, the natural energy space in which general existence
results for minimizers of (1.1) can be approached is the space BV () of functions of bounded variation on €.
However, some care is needed already in giving a good definition of the integral (1.1) for arbitrary w € BV(2),
since the first term should take into account the derivative measure Dw € RM(€2, RY), while the second term
requires suitable p-a.e. evaluation of w.

First-order convex terms on BYV. In case of the first term in (1.1), the common BV interpretation goes
back to [30, 27] and consists in using the convex functional of measures (compare Sections 2.4 and 2.5)

/f , Dw) /f , V) dLN + /foo( dig: |) d|Dsw| for w € BV(Q).

Here, Dw = (Vw)LY + Dw is the Lebesgue decomposition of Dw with respect to £V, and in our convex
case the recession function f*°: Q x RY — [0,00) is given by £ (z,¢) = lim,_,o+ tf(z,£/t) and will also be
assumed continuous. Moreover, if one adds (as we will always do) a Dirichlet boundary condition, conveniently
specified in terms of some uy € WL (RY), then in the BV setting this condition needs to be recast in the
sense of an additional boundary penalization term, that is, the first term in (1.1) is replaced with

/ f(.,Dw) + (., (w—ug)vg) dHN 1 for arbitrary w € BV(€),
Q 1)

where vq denotes the inward normal at 09 (see again Sections 2.4 and 2.5 for more notation and details).

Zero-order measure terms on BV. For what concerns the second term in (1.1), a first plausible approach
is to understand it as

/ w* dy for w € BV(Q), (1.4)
Q

where the HV~l-a.e. defined precise representative w* takes the Lebesgue value in the Lebesgue points of
w and the average of the two jump values in its jump points. The well-posedness of the term for arbitrary
w € BV(Q) is then equivalent with the vanishing of |u| on all #~ ~!-negligible sets plus a mild boundedness
requirement on |u| (compare with Definition 3.2), and we here call such measures p the admissible ones. In
fact, the admissibility conditions are very natural and have already been around in the literature in order to
characterize either the continuity of the embedding BV (Q) < L (2; 1), or the inclusion u € BV(Q)*, or the
divergence structure y = divo with some o € L>(Q, R"), the latter also an obvious necessary condition for
solving (1.2); compare [37, 41, 42] for full-space results and [47, 14, 24] for results on domains €. Recently,
however, it has been observed that, for general admissible x, one cannot expect lower semicontinuity and
existence results when using (1.4), but rather the results of [47, 34, 24] underpin that the proper understanding
of the measure term for matters of variational existence theory is

(pe;w™) = /Qw_ dps — /Qw+ dp— for w € BV(Q). (1.5)



Here, p = py—p_ (with pr > 0 singular to each other) is the Jordan decomposition of u, and w™ takes
the larger, w~ the smaller of the two jump values in jump points of w, while both w™ and w™ still take
the Lebesgue value in Lebesgue points. We remark that, specifically for w € WH1(Q), the choice (1.5) still
reduces to simply <<Mi ; ij>> = fQ w* dp and that we have <<Hi£N ; ij>> = fQ wHdLYN for w € BV(Q) and
a measure HLY with H € L(Q). Thus, for the precise convention in (1.5) to matter, w € BV(Q2) \ W11(Q)
needs to meet a measure p with non-vanishing singular part!.

Literature context, isoperimetric conditions, and main results. All in all, the preceding considera-
tions indicate that, for admissible p and arbitrary w € BV(Q2), the reasonable extension of the functional in
(1.1) is given by

Fi[w] == A f(.,Dw) + - (., (w—ug)vg) dHNt + <<,ui ;w$>> . (1.6)
This functional FJ; is the concern of our main results, and indeed these results essentially parallel and
generalize the ones obtained by Leonardi—Comi [34] and the first author [47] for the case of prescribed-mean-
curvature measures (i.e. for f(z,£) = /1 + |£|? and a parametric counterpart of the corresponding functional)
as well as the ones of our predecessor paper [24] for the case of a possibly anisotropic total variation with
measure (i.e. for f(z,£) additionally homogeneous of degree 1 in &, in other words for f*° = f); compare also
[61, 35, 44, 15, 16] for previous related solution theory of the equation (1.2) with right-hand-side measure in
these specific cases. For general functionals with measure of type (1.1), to the state of our knowledge the sole
results available are those of Carriero—Leaci—Pascali [11, 12, 13] and Pallara [40], who in certain p-coercive
cases with p > 1 establish lower semicontinuity restricted to W1?(Q) (or subspaces thereof). Hence, in these
works the convention (1.4) suffices and the finer choice in (1.5) is irrelevant. However, in our case with
p = 1, these results come with the decisive drawback that they remain restricted to W*(£), which is not
an adequate space for deducing any existence results.
A crucial ingredient in our theory are (linear) isoperimetric conditions (ICs), essentially of type

—C [ o> va)dHN T <pA) < C | (., —va)dHY T for all smooth A€ Q  (1.7)
0A 0A

with inward normal v4 and with a constant C € [0, 00). Conditions of similar nature previously occurred in
the calculus of variations in [8, 39, 25, 26, 29, 49, 50, 28, 19, 51, 20, 15, 16], for instance, and a first indication
of significance in the present context is the necessity of (1.7) for solving the Euler-Lagrange equation (1.2).
Indeed, whenever u is a smooth solution of (1.2) such that V¢ f(.,Vu) € C°(2), the divergence theorem and
the convexity-based inequality £V f(z,£) - v < f*(z,4v) for x € Q and &, v € RY imply

TFu(A) = i/ Vef(,Vu)svadHN < [ (. dva) dHY ! for all smooth A € Q
OA 0A

and thus confirm the validity of (1.7) with the specific constant C' = 1. For further discussion of ICs in
similar framing, in particular for reformulations with test functions and (classes of) examples, we refer to [47,
Sections 7, 8] and [14, Section 4] in the isotropic case f*°(z,£) = |£| and to [24, Sections 3, 4, 5] in general.

The first and tentatively most decisive of our general results (Theorem 3.4) asserts that reversely the
ICs (1.7) with C' = 1 imply the lower semicontinuity of £ on BV(Q) with respect to L' ()-convergence.
This is interesting, since the measure term <<,ui ;w¢>> alone is not lower semicontinuous with respect to this
convergence, and thus the result involves IC-governed compensation effects between the different terms of
Fli,- In fact, the result even applies for measures p14 which do not arise by Jordan decomposition of a signed
measure (i, but we defer the treatment of this more incidental generalization to the later sections. Moreover,
if the ICs (1.7) hold even with C' < 1, then it is comparably straightforward to check also coercivity of
F# and deduce our second main result (Theorem 3.6) on the existence of at least one minimizer of F. .
Correspondingly, we demonstrate with the later Example 3.7 that coercivity and existence indeed do not
extend to the borderline case C' = 1. Finally, we complement the semicontinuity result with a construction of
recovery sequences (Theorem 3.8), thereby identifying F/ as the natural extension by semicontinuity from

Wh(Q) = uo + W' () to BV(Q) (Corollary 3.10).

1More precisely, the truly relevant cases are only those with |u|(Jw) > 0 for the approximate jump set J., of w € BV(Q).



We believe that the results just described can be naturally complemented with duality considerations,
which are partially similar to those in [2, 7, 6, 45, 34] and which in particular yield a weak form of the Euler-
Lagrange equation (1.2) for the BV minimizers of our theory. However, we leave details of such considerations
for further work.

Assumptions on the integrand and exemplary cases. For the integrand f, in addition to the standard
hypotheses already mentioned (that is, the growth condition (1.3) plus convexity in £ and continuity in (z, )
of both f(x,&) and f*°(x,&); cf. Assumption 3.1) our approach requires imposing the mild extra requirement

flx, &) > f>(x,6) — M for all (z,€&) € Q@ x RY (1.8)

with a constant M € R. In fact, we tend to believe that (1.8) is not truly necessary for any of our results,
but also that with our taken approach its elimination would require quite some extra effort (see Remarks 4.9
and 4.12 for finer discussion). Additionally, being (1.8) satisfied in most relevant model cases and examples,
as discussed next, we conclude that this assumption seems reasonable at least, and we keep it here.

In particular, all our assumptions are satisfied for the standard total variation (i.e. f(z,£) = |¢|) and
more generally for the anisotropic total variation cases already covered in [24]. In addition, we now include
the prominent model case of the area integrand

fl@,8) = V1+[EP

and in this case refine some of the results in [34] by treating measures p of general form and extending
semicontinuity to the borderline case C' = 1 of the ICs. Beyond that, further natural model cases covered
here are Finslerian area integrands and specifically Riemannian area integrands

f(@,8) = /1§ + p(@,€)? and f@,8) =\/v§ + 92(£,)

with vy € (0,00), a C? Finsler metric p € C°(Q x RY), and a C° Riemannian metric g on 2. Some further
z-independent examples included in our treatment are

liglp if 1
f(z, &) = (1 + PP, f(z, &) = {p€|€|_ ot ;f g: i | f(z, &) = |¢] arctan |¢|
M 2

with parameter p € (1,00) (where the latter two integrands need M > 2=% and M > 1 in (1.8), respectively).
Clearly, one may think of similar integrands with additional z-dependent coefficients as well. However, there
exist also negative examples which fulfill all other assumptions relevant here, but are ruled out by failure of
(1.8) only. Two among such cases closely related to each other are

Fla,©) =1+l - (1+ )’ and F(.€) = (I - 1€P), +1
with parameter 6 € (0,1).

On the main semicontinuity proof. Before closing this introduction let us briefly comment on the
underlying idea of the main semicontinuity proof in this paper. Indeed, we will rewrite the general functional
Fl! — up to harmless remainder terms — as an anisotropic total variation (TV) functional with measure
and thus will essentially reduce to a case covered by the framework of [24]. The approach, by which we
achieve this reduction, is passing from competitors w € BV(€) to new competitors we € BV(€y) on Qg :=
(0,1) x © € RN*! defined by

we (xo,x) = x9 + w(x) for (zg, ) € Qg (1.9)
with an extra variable zy € (0,1). With these choices, for arbitrary w € BV (), we will additively split

Flg [w] = @wo] + Rluw],
where the remainder R is a harmless zero-order functional and is even continuous with respect to L!(€2)-

convergence. The decisive terms instead go into &’, an anisotropic TV functional with measure, defined on
W e BV(QQ) by

~ dDW
@[W]:/ of ., o d\DW|+/ (., (W—ugg)va,) dHN + (L' @ py ; WF),
Qo d[DW/| 1928



where the new integrand ¢: Qo x R¥*! — [0, 00) is a sort of 1-homogeneous extension of f (closely related
to what is occasionally called perspective function). Specifically, the extension of f(z,£) = /1 + |£]? in the
previous sense is ¢((zg,x),Z) = |E|, that is, the area case (in N variables) is reduced by our strategy to the
standard total variation case (in N+1 variables). In any case, with the rewriting at hand and after some
further considerations (in particular on carrying over the ICs to the product measure £! ® 1), in the end we
will deduce lower semicontinuity of Ff from lower semicontinuity of ® guaranteed by our previous result in
[24, Theorem 3.5].

Finally, we find it worth pointing out that w¢ from (1.9) has the derivative Dwy = £* @ (LY, Dw) €
RM(Qq, RV*1), where after [27] the usage of the second factor (LY, Dw) € RM(Q, RV 1) has become quite
standard in the analysis of variational problems on BV(£2, RY). Still, we believe that our additional small
trick of recasting the functional via the extra variable xo and the formula (1.9) on the level of the functions
themselves has not yet been around in the literature and might eventually find further applications.

Plan of this paper. Next, in Section 2 we collect various preliminaries, while the full statements of our
main results are given and are contextualized in Section 3. In Section 4 we carry out the semicontinuity
proof (by the strategy described) and eventually deduce coercivity and existence. The counterexample to
existence in the borderline case C' = 1 is addressed in Section 5, while the short Section 6 implements a
construction of recovery sequences in close analogy with [24]. Finally, Appendix A collects add-on observations
on codimension-one slicing of BV functions, relevant only for very general cases of our theory.

2 Preliminaries

2.1 General notation, measures, BV functions, and sets of finite perimeter

We work in Euclidean space RY with N € N, where |z| and z-y stand for Euclidean norm and inner
product of vectors z,y € RY, respectively. For measurable sets A C RY, we denote by |A| := LN (A) the
N-dimensional Lebesgue measure of A. We write B,.(x) for the open ball in RY centered in € RY and
with radius r € (0,00), and we abbreviate B, in case © = 0. The N-dimensional volume |B;| of the unit ball
B; C RY is abbreviated as wy. Moreover, we write H™ for the M-dimensional Hausdorff measure on RY,
relevant mostly in the codimension-one case. The usual notations A and A are employed for the closure
and boundary of A, respectively, and 1 4 is the indicator function of A.

Given m € IN and an open set U C R, we denote by RM16c) (U, R™) the space of all (locally) finite
R™-valued Radon measures on U. T'wo non-negative measures u, i1 on U are said to be mutually singular,
written g L [, if there exist disjoint E, F' C U such that u(F) = u(E) = 0. Any signed Radon measure p on
U allows for Jordan decomposition y = g4 — p— with gy non-negative, mutually singular Radon measures
on U. We call py and p_ the positive and negative part of p, respectively, and the non-negative Radon
measure |u| := p4 + p— the variation measure of u. However, on occasion (compare Theorems 3.4 and 3.6 in
particular) we eventually denote by p4 some given non-negative measures which need not necessarily arise
by Jordan decomposition and need not be mutually singular. For a non-negative Borel measure g on U and
v € RMjoe(U,R™), we say that v is absolutely continuous with respect to p and write v < p if for every
Borel set B such that u(B) = 0 we have |v|(B) = 0 as well. Supposed p is additionally o-finite, we recall
that the Radon-Nikodym theorem (compare with [4, Theorem 1.28]) yields the existence of a unique (up to
p-negligible sets) R™-valued density g € LlOC(U R™; 1) and of an R™-valued measure v® singular to u such
that it holds v = gu + v° as measures on U. In this situation, we also write d" for the density g¢.

For open U C RY, we introduce the space of functions of (locally) bounded variation in U, written
BV (16¢)(U), as the space of all u € L%IOC)(U ) such that the distributional gradient Du of u exists as RV -valued
Radon measure on U. We then define the total variation of u in a Borel set B C U Borel as TV (u, B) :=
|Du|(B). The space BV (U) is a Banach space when endowed with the norm ||u||gy @y := [|ul|r1 () +[Dul(U).
However, norm-convergence in BV is often too restrictive, and we will rather work with strict convergence
of a sequence (uy)r in BV(U) to a limit « in BV(U), which by definition means nothing but uy — u in
LY(U) together with |Dug|(U) — |Du|(U). Even more useful will be a variant, the area-strict convergence of
(ug)k to u in BV(U) which is reasonable in case |U| < oo and then requires uy — u in L(U) together with

Jo V1 + [Dug|> = [, /1+ Duf?> (where [, +/1+ [Dul? may be equivalently defined either as a the total

variation |(LV, Du)\( ) of (LY, Du) € RM(U,RN*1) or as a functional of measures in the sense of Section



2.5). Moreover, if E C R¥ is such that 1z € BV),.(U) holds for some open U C RY, we call E a set of locally
finite perimeter in U, and its perimeter in a Borel set B C U is given by P(FE, B) := |D1g|(B) € [0, ).
dD1p

In this situation, the Radon-Nikodym density vg := Ioiey s defined, and is a unit vector field |D1g|-a.e.

on U. In fact, De Giorgi’s structure theorem gives D1p = vpHY "' L 0*E as measures in U with the
reduced boundary 0*F of E (compare [4, Definition 3.54, Theorem 3.59]), and this allows understanding vg
as the generalized inward unit normal of E at U N §*E. Finally, a set of locally finite perimeter such that
P(E,U) < oo is called a set of finite perimeter in U, and in case U = RY we abbreviate P(E) := P(E,RY).

Given a measurable set A C RY and 0 € [0, 1], we write A? for the set of density-0 points for A, that is,

AV = xERN:limwzﬁ .
r—0 |B’r‘|

Particularly relevant are the measure-theoretic interior A' and the measure-theoretic closure A" := (A%)¢ of
A. Moreover, for z € U C R" and measurable u: U — R, we introduce the approzimate upper limit and the
approximate lower limit of u at = as

ut(x) == sup {t eER: ze{u> t}+} ) u” () :=sup {t eER: ze{u> t}l} ,

and we define the precise representative u* of u by setting u*(z) = (u(z) + u™(x))/2. If specifically we
have u € Llloc(U ), all the above-mentioned representatives coincide at Lebesgue points of, and u® represent
the jump values of u at its jump points. For u € BVj,.(U), the Federer-Vol'pert theorem (see for example
[4, Theorem 3.78]) implies that H¥~!-a.e. point outside the jump set J, of u is a Lebesgue point, and thus
in this case ut = u~ = u* holds H¥ l-a.e. in U \ J,. Clearly, in case of u € Wll(;i(U), the coincidence holds
even HN¥ 1-ae. in U.

2.2 Polars of positively 1-homogeneous integrands

We say that ¢: RY — R is positively 1-homogeneous if it satisfies p(t€) = tp(¢) for all € € RN and t € [0, 00)
(which in particular includes the requirement ¢(0) = 0). For every differentiability point & € R of such ¢,
differentiation with respect to ¢ at t = 1 gives Euler’s relation £ - Vp(€) = ¢(€). Furthermore, a sort of dual
of a positively 1-homogeneous function is given by the following well-known construction.

Definition 2.1 (polar). Consider a positively 1-homogeneous function ¢: R — [0, 00) such that ¢(£) > 0
holds for all £ € RY \ {0}. Then, the polar function ¢°: RN — [0,00) of ¢ is defined by

€)= sp L

= for ¢* € RN .
£eRN\{0} ©(§)

The polar ¢° is always positively 1-homogeneous and convex in RY with °(¢*) > 0 for all ¢* € RV \ {0},
thus it is also continuous and a.e. differentiable with non-zero gradient in R"Y. Moreover, the definition of
the polar implies the anisotropic Cauchy-Schwarz inequality

<€) p(6)  forall €€ eRY, (2.1

where, for each £* € RY, there exists at least one £ € R \ {0} such that (2.1) becomes an equality. Beyond
that we record:

Lemma 2.2 (equality cases in the anisotropic Cauchy-Schwarz). Consider a positively 1-homogeneous func-
tion ¢: RN — [0,00) such that (&) > 0 holds for all ¢ € RN \ {0}. Then, for every differentiability point
& € RN\ {0} of ¢°, the corresponding & € RN \ {0} which achieve equality in (2.1) are fully characterized
by the condition % =Vp°(£*). In particular,

p(Ve°(£7)) =1

holds for every differentiability point £* € RN \ {0} of ¢° and thus for a.e. & € RN.



Proof. We fix a differentiability point £* € RN \ {0} of ¢°. One one hand, if ¢ € RV \ {0} achieves equality
in (2.1), then &* maximizes 7% — 7%+ £ — ©°(7*) (&) on RY, and by the first-order criterion this implies
&= (&) V°(&*), in other words £/p(§) = V°(£*). On the other hand, if £/p(§) = V°(£*) holds, we bring
in Euler’s relation for the homogeneous function ¢° in order to get £*+ & = (&) £*- Vp°(£*) = (&) p°(£%)
and thus achieve equality in (2.1). Finally, since some & € RY \ {0} with the previous properties always
exists (as recorded directly after (2.1)), by homogeneity of ¢ we obtain p(Ve°(£*)) = ¢(§/¢(€)) = 1. O

2.3 Anisotropic total variations and anisotropic perimeters

Given a set U C RY and arbitrary function ¢: U x RY — [0,00), we denote by @: U x RY — [0,00) the
mirrored integrand which is defined by

o(x, ) = p(x, —£) for (z,&) e U x RN .

We will often consider integrands ¢ which are positively 1-homogeneous and/or convex in & (i.e. £ — p(z, &)
has the respective property for every x € U), have linear growth in & (i.e. o|¢] < ¢(z,£) < Bl¢| for all
(z,€) € U x RY with some 0 < a < 3 < 00), or are continuous in (z,£). For future usage we briefly record
that all these properties trivially carry on from ¢ to @.

Now we recall the definition of the anisotropic total variations and anisotropic perimeters.

Definition 2.3 (anisotropic total variation and anisotropic perimeter). We consider an open set U C RY
and a Borel function ¢: U x RY — [0, 00) which is positively 1-homogeneous in &. For w € BV),.(U), the
p-anisotropic total variation of w on a Borel set B C U is

TV, (w, B) = [Du|o(B) = /B (.. v) d|Du|
where v, = -dDw.

= d[Du] denotes the Radon-Nikodym derivative. In particular, for a set £ C RN of locally finite
perimeter in U, the p-anisotropic perimeter of E in a Borel set B C U is obtained as

P,(E,B) = [Dlp|,(B) = /B (., v5)d|D1g|

with the generalized inward normal vy = dd‘g%;. We abbreviate P,(E,R™) as P,(F). Moreover, by

convention we understand TV, (w, B) = oo if w & BV ,c(U’) for every open U’ such that B C U’ C R and
P,(E,B) = x if a E does not have locally finite perimeter in any open U’ such that B C U’ C RY. Finally,
with slight abuse of notation, we identify a positively 1-homogeneous ¢: RY — [0, 00) with its extension
©: RY xRN — [0, 00) such that p(x, &) = ¢(€) and tacitly adopt the previous notions to this understanding.

In the situation of the definition, we have the easy relations TVz(w, B) = TV ,(—w, B) and Pz(E, B) =
P, (E°, B). Moreover, we stress that the usage of the inward normal (rather than the outward normal) in
our definition of P, is not fully standard and causes an opposite sign or the occurrence of ¢ in some of our
statements. Still, we prefer this convention which ensures TV, (1g, B) = P, (E, B) without an additional
minus sign. Clearly, for even ¢, we have ¢ = , then these details do not matter anyway.

The next statements are originally due to Reshetnyak [43] and may be read off from [4, Theorems 2.38,
2.39], essentially by specializing the assertions to the case of derivative measures Dw € RM(U,RY). The
first one extends the central semicontinuity property of the total variation to the anisotropic case.

Theorem 2.4 (Reshetnyak semicontinuity; homogeneous version). For an open set U C RY, assume that
0: U x RN — [0,00) is positively 1-homogeneous in &, conver in &, lower semicontinuous in (v,&), and
satisfying ¢(x,&) > alé| for all (z,€) € U x RN and some a > 0. Then, whenever a sequence (uy)y in
BV (U) converges in L*(U) to uw € BV(U), there holds

lim inf |Dug|,(U) > |Dul,(U).

k—

The subsequent companion result concerns the more restricted class of sequences which converge strictly
in BV(U). Along such sequences it grants continuity without any convexity assumption on the integrand.



Theorem 2.5 (Reshetnyak continuity; homogeneous version). For an open set U C RN, assume that
0: U xRN — [0,00) is positively 1-homogeneous in & and continuous in (x,£) and satisfies p(x,€) < Bl€]
for all (x,€) € U x RN and some B € [0,00). Then, whenever a sequence (uy,)y, in BV(U) converges strictly
in BV(U) to u € BV(U), there holds

lim |D U)=|D U).
klj{.lol ug |, (U) = [Duly(U)

Finally, we put on record the anisotropic isoperimetric inequality, originally established in [9, Section 1]
and converted into our framework in [1, Proposition 2.3].

Theorem 2.6 (p-anisotropic isoperimetric inequality). Fiz a positively 1-homogeneous and convex function
©: RN — [0,00) such that p(&) > 0 holds for all £ € RN\ {0}. Then, for measurable A C RN andr € [0,00)
such that |A| = [{¢° < r}| < 0o, one has

Pz(A) > Ps({¢° <r}).

2.4 Linear-growth integrands, recession and perspective function

For this section, we fix an open set U C RV,
Definition 2.7. A function f: U x RY — R has linear growth (to be understood in the second variable)
if

al¢] < f(2,6) < Bl +1)  forall (2,6) € U x RY (2.2)

holds with constants «, 8 € [0,00). If f is moreover convex in its second variable ¢ € R, we introduce the
recession function f*: U x RY — [0,00) of f by setting

fo(x,8) = tl_i>r(1)1+tf (x,i) = lim f@ 58 forallz € U, £ € RN,

5—00 S

The perspective (or homogenized) function of f is f: U x [0,00) x RN — [0, 00) given by

tf(m, ) fort >0

I3
flz,t = t .

By definition, t +— f(x,t,¢) is continuous at ¢ = 0, and there hold f(z,1,¢) = f(z,¢) and f(z,0,¢) = f°(x,&)
for all (z,£) € U x RN.

We now state some relevant properties of the recession and perspective function.
Lemma 2.8. If f: U x RN = R has linear growth and is convez in £ € RY, then we have:

(i) The recession function f°° is well-defined, convex in &, positively 1-homogeneous in &, and it satisfies
alg] < [, &) < BlE| for all (x,6) €U x RY. (2.3)
Similarly, the perspective function f is convex in (t,€), positively 1-homogeneous in (t,€), and it satisfies

alé] < fx,t,€) < BE+E])  forall (z,t,€) € U x [0,00) x RV.

(ii) If f itself is positively 1-homogeneous in &, then it holds

fla,t,&) = f¥(z,) = f(x,6)  for all (x,t,€) € U x [0,00) x RY.

(i) If f is lower semicontinuous, then f* and f are lower semicontinuous as well.

(iv) If both f and f* are continuous, then f is continuous.



We stress that in the 2-independent case f(z,&) = f(£) the convexity of f, >, f already implies their
continuity. Therefore, parts (iii) and (iv) of Lemma 2.8 are relevant only in coping with z-dependent cases.

Proof of Lemma 2.8. We start with part (i). For any fixed z € U and & € R”, the convexity of f in & implies

that
f(xasf) — f(l‘,O)

S

Jue(s) ==

is non-decreasing in s € (0,00). As a consequence, lim,_,o gz ¢(s) exists, and in view of (2.2) takes a value
between «|¢| and B|¢]. This in turn implies existence of f*(z,&) = lims_, o0 gz ¢(s) and validity of (2.3). In
order to check convexity of f in (¢,¢), we now fix x € U, &,& € RN, 1,15 > 0, A € (0,1), and we abbreviate
T:= A1+ (1-M\)ty and & := \&; + (1—-N\)&. By convexity of f in & we find

TG 1,60+ NG tane) =7 (28 (080 ) 4 B0 (0 2) ) 2 77 (8) = Fet ).

t to
which confirms convexity of f in (¢,€) € (0,00) x RY. Cases with ¢t = 0 and the convexity claim for f> are
then reached by taking limits ¢ — 0%, and the remaining claims in part (i) follow straightforwardly.
The assertions in part (ii) are direct consequences of the definition.

In order to establish part (iii), we consider a converging sequence (xy, tx, &) — (z,t,€) in U x [0, 00) x RY.
In case t > 0, lower semicontinuity of f along the sequence is immediate by deﬁnltlon of f and lower

semicontinuity of f. In case t = 0 instead, taking into account f™(z,£) = limg_ (f (m, 5 f) — ;), for any

given & > 0, there exists a corresponding s € (0,00) such that f>(z,&) < e+ f(x, %,f) — g Bringing in
lower semicontinuity of f in the case already treated and bounding fg < ff(xk, %, O), we infer

f(2,0,8) = f(x,8) < s+1i’f§r_1>ior<1>f (f <$k,i,§k> —f<$k,i,0>> -

To proceed further, we deduce from f(zy,t,&) — f(zk,t,0) = gu,.¢, (1) for ¢ > 0, the monotonicity of gg, ¢,
observed earlier, and again limits ¢ — 0% that f(zy,t,&;) — f(2k,t,0) is non-increasing even in ¢ € [0, 00).
Then, since we have t; < % for k> 1, we conclude

f(x,0,¢) < 5+likniinf (f (@i ti, &) — f (2k, 1, 0)) = €+liklginff($k,tk,§k)~
Since ¢ > 0 is arbitrary, this proves lower semicontinuity of f also at points (z,0,¢). In view of f(z,¢) =

f(z,0,€), lower semicontinuity of f> follows as well.

Finally, we check part (iv). In the light of part (iii) it remains to prove limsup,,_, . f(zx,tr, &) < f(z,,€)
whenever (zy,ty, &) — (z,t,€) in U x [0,00) x RY. By continuity of f this is immediate for ¢ > 0. In case
t = 0 instead, the continuity assumption for f>° gives

f(,0,8) = f*(x,€) = kli_)ﬂgo I (wn, &) = klggo (f(xr,0,&) — f(2x,0,0)) . (2.4)

Then, via the equality (2.4), via the monotonicity property exploited already in the proof of part (iii), and
via the z-uniform bounds 0 < f(z,¢,0) < St we arrive at

J(2,0,€) > limsup (f(zk, th, &) — f(@k, tr,0)) = Limsup f(ag, tr, &) -

k—o0 k—o0

This completes the proof of part (iv) and of the lemma. O

We point out that any positively 1-homogeneous and convex function g : R¥ — [0, 0o) satisfies the triangle
inequalities

gé+7)<g(€) +g(r) and  g(&) —g(r)<g((—7) forall{,reR". (2.5)

Specifically, in view of Lemma 2.8(i), the estimates in (2.5) apply to the mappings { — f>°(z,§) and
(t, &) — f(z,t,€&) for any fixed z € U.



Lemma 2.9. Suppose that f : U x RY — R has linear growth and is convez in &€ € RN. If f > £ holds,
then f(z,t,€) is non-decreasing in t € [0,00) for any fized (z,€) € U x RN,

Proof. From the homogeneity of f> and the assumption f > f> we infer f(x,0,&) = f*(z,§) = tfoo( )

<
tf (sc, %) = f(x,t,&) for all t > 0. We combine the resulting inequality with the convexity property of f
ensured by Lemma 2.8(i) to find

2

flz,t1,8) < <1§1) f(x,0,6) + %f(%tzaf) < f(x,t2,6)  whenever to > 11 > 0.
2

This proves the claimed monotonicity. O

We record one more estimate which relates f and its recession function.

Lemma 2.10. Suppose that f : U x RY — R has linear growth and is convez in € € RY. Then we have
flz, &+ 2) < f(z, &) + f(z, 2) forallz €U and &,z € RV .
Proof. The convexity assumption yields
£
"1

Flz,6+2) < (1- t)f( _t)+tf(x,”;‘) for all ¢ € (0,1),

and the claim follows by sending ¢t — 0. O
Remark 2.11. If f: U x RY — R has linear growth and is convex in £ € R, then it holds
+Vef(z,8) v < fP(x,+v)  forallz € U and €,v € RV,

Proof. We combine the supporting hyperplane inequality f(x,z) > f(z,&) + Vef(z,§) « (2—=§) for z: =€+t v
with the estimate f(z,€ +v) < f(z,£) + f°°(z, £v) provided by Lemma 2.10. O

2.5 General convex functionals of measures

The functionals of measures we use in this paper go back to [30, 27] and, in the first instance, are introduced
in analogy with Definition 2.3, just now with (£, v) in place of Dw:

Definition 2.12 (functionals of measures). Given an open set U C RY and an arbitrary Borel function
f:U x[0,00) x RN — [0, 00) which is positively 1-homogeneous in its variables (¢,£) € [0, 00) x RN, we may
understand f(x,¢) = f(z,1,¢) for (z,£) € U x RN and then obtain a functional of measures v by setting

s AL dv N
/Uf(.,y) '_/Uf<"d,u’d,u> dp for v € RMjoc (U, RY), (2.6)

where 1 is any non-negative Radon measure on U such that £V < p and |v| < p (for instance, u = LN +|v|).

It follows from the Radon-Nikodym theorem and the homogeneity of f that the quantity defined in (2.6)
does not depend on the choice of u. However, the notation is truly well-chosen only if f is the perspective
function of an a priori given function f: U x RY — [0, 00), where for our purposes we assume that also f is
a Borel function and, for consistency with the underlying Definition 2.7, has linear growth and is convex in
&. In this situation, it is well known [30, 27] that the functional can be split in accordance with the Lebesgue
decomposition v = =% LN + 1 as

dchN
/f(.y):/f( di”N) ach + /Ufoo ($|> . (2.7)

Specifically, for v = g£N with g € LL (U, RY), this reduces to [, f(.,v) = [; f(.,g)dLY. In particular,
the preceding applies to the derivative measure v = Dw of w € BVlOC(U ). In this case, the Lebesgue
decomposition takes the form Dw = (Vw)LY + Dw, and the equality (2.7) turns into
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and specifically, for w € W1 (1), one gets Jo FC., = [, f(.,Vw)dLN.

Even without any homogeneity requirement for f, the Reshetnyak semicontinuity and continuity theorems
apply to functionals of measures in the preceding sense. As it was the case for the earlier Theorems 2.4 and
2.5, this may be read off from [4, Theorems 2.38, 2.39], now applied to f and measures of type (LY, Dw) €
RM(U RN*1) and decisively based on the 1-homogeneity of f in (t,&); compare [27, Section 2], [18, Section

4], [32, Appendix], [5, Remark 2.5], for instance. Also taking account the further properties of f from Lemma
2.8, this yields the following statements.

Theorem 2.13 (Reshetnyak semicontinuity; non-homogeneous version). For an open set U C RN such that
|U| < oo, assume that f: U x RN — [0,00) has linear growth, is convex in &, and is lower semicontinuous in
(x,€). Then, whenever a sequence (u)x in BV(U) converges in L*(U) to u € BV(U), there holds

likrgioréf Uf(.,Duk)Z/Uf(.,Du).

Theorem 2.14 (Reshetnyak continuity; non-homogeneous version). For an open set U C RN such that
|U| < oo, assume that f: U x RN — [0,00) has linear growth and that both f and f are continuous in
(2,€). Then, whenever a sequence (uy)x i BV(U) converges area-strictly to u € BV(U), there holds

hmmf/f ,Duy) /f ,Du).

As mentioned in the introduction, it is nowadays well known that a Dirichlet boundary condition can be
incorporated into the existence theory of linear-growth functionals via an additional boundary term. Since
this involves boundary traces, we now restrict ourselves to Lipschitz domains, for which the boundary trace
theorem [4, Theorem 3.87] applies. We give the following definition.

Definition 2.15 (functionals of measures with boundary penalization term). We consider an open bounded
set O C RN with Lipschitz boundary and a Borel function f: Q x RY — [0, 00) which has linear growth and
is convex in §. Given ug € WH'(RY), we introduce a functional F2, by setting

= / f(.,Dw) + (. (w—up)vg) dHN ! for w € BV(Q),
Q o0

where the occurrences of w and ug in the boundary integral are understood as traces.

The technical convenience of Definition 2.15 lies partially in the fact that the additional term can be
naturally incorporated into the functional of measures on an enlarged domain. In fact, for the extension
w:=wlg+uolgng € BV(RY) of w € BV() via the values of ug, from [4, Theorem 3.84] we get Dw = Dw
in Q and Dw = (Vug) LY in RV \ Q, but also Dw = (w—ug)vaH" ! at 9. Therefore, for an arbitrary open
set ' C RY such that Q € ' and || < oo, with the understanding that f suitably extends to €' x R,
the definition of FJ can be recast as

F lw] = N f(.,Dw) —/Q,\Qf(.,Vuo) ach . (2.8)

2.6 Product structure and slicing of H

Finally, we collect some useful observations on the product structure of Hausdorff measures.

In these regards, we follow the terminology of [4, Definition 2.57]: We say that a set R C R* is countably
K-rectifiable if there holds R C |J;=, F;(R¥) for countably many Lipschitz maps F;: R — R*. Moreover,
we say that a set R C R¥ is countably H¥-rectifiable if there holds R C R'U Ry for a countably K-rectifiable
set R' C RY and an H%-negligible set Ry C R-.

By [22, 3.2.23] one has HN (Rx S) = HX (R) HEX'(S) for a countably K-rectifiable set R C R, a countably
HE rectifiable set S C lRLl, and N = K+K'. For our purposes this will be relevant for K = L = 1,
K' = N-1, L' = N, where we recast the statement and briefly review the proof as follows.
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Lemma 2.16 (product structure on products of rectifiable sets). For a countably H™ ~1-rectifiable Borel set
S CRY, we have
HVL(RxS)=L'eHNILS) as measures on RN F1.

In particular, for a Borel set A C R, a countably HN~'-rectifiable Borel set S C RN, and a Borel function

h: Ax S —1[0,00), it is
/ h(t,z) dHN (t,2) = / / h(t,z) dHN =1 (x)dt.
AxS Als

Sketch of proof. By the product structure of Borel o-algebras and Fubini’s theorem it is enough to prove
HN(A x 8) = LY(A)HNL(S) for a Borel set A C R and a countably H~ ~!-rectifiable Borel set S ¢ RY.
For HN~!-negligible S, this is easy to check with the definition of Hausdorff measures. Then, relying on
[48, Lemma 3.1.1] and possibly decomposing S, we can further assume S = F(D) for a single one-to-one C!
mapping F': R¥~1 — R and a Borel set D C RY~!. With Fg: RY — RN*! given by Fe(t, ) := (¢, F(x)),
we clearly get A X S = F¢(A x D) and JFe(t,z) = JF(z) for the Jacobians JFs := det(DFq DFs) and
JF := det (DF TDF ) Therefore, a double application of the area formula confirms

HN(Ax S) = / JFy(t,z)d(t,z) = ,cl(A)/ JF(z)dz = LY (A)HN1(S),
AxXD D

as required. O

Specifically, for negligible sets Z, the preceding result is improved by the subsequent one, which applies
even if a negligible Z is not contained in R x S for some countably rectifiable S.

Lemma 2.17 (slicing negligible sets) Consider an arbitrary H™ -negligible set Z C RNTL. Then the section
+Z ={x € RN : (t,x) € Z} is HN ~'-negligible for a.e. t € R.

Lemma 2.17 follows straightforwardly from Eilenberg’s inequality in the form of [22, 2.10.25]. Nonetheless,
we here include an elementary deduction, which involves a basic version of Eilenberg’s inequality for Hausdorff
premeasures HY only and thus avoids using the limit procedures for upper integrals in [22, 2.10.24].

Proof of Lemma 2.17. We first observe that H~ (Z) = 0 implies HY (Z) = 0 for the Hausdorff premeasure
7—[5 with arbitrary § > 0. For fixed § > 0, we then consider an arbitrary sequence (C;); of sets C; C RV*1
such that diam C; < § and Z C ;= Ci. We write p(C;) :== {t € R: (t,z) € C; for some x € RV} and use

the basic estimates £!(p(C;)) < diam C; and Hy ' (4(Ci)) < wn—1 (%)N_l in deriving (with the upper
integral, since at this stage we do not yet have any measurability of ¢ — Hf;v 71(,5Z )

/H dt<Z/7—l Z L(Ch)) dt < 2wy — 1Z<dlamc)

i=1 P(C)

In view of HY (Z) = 0, the right-hand side of the preceding estimate can be made arbitrarily small, and we
infer ”Hév_l(tZ) =0 for a.e. t € R. This conclusion, applied for § = 1/k, k € IN, gives a common £'-negligible
set £ C R such that Hi\;l(tZ) =0 for all t € E€ and all k € N. Then we deduce H¥~1(;Z) = 0 for all
t € E° and have verified the claim. O

3 Statement of the main results

As set out in the introduction, we aim at an existence theory for BV-minimizers of the general functional
Fl! introduced in (1.6) and building on (1.5). With the notation of Section 2.5 this functional takes the form

Fh [w] = F) [w] + (pa ;wT) for w € BV(Q). (3.1)

In order to precisely state our results, from here on we generally understand that 2 denotes an open and
bounded subset of RN with Lipschitz boundary, and we now specify the precise hypotheses, first for the
integrand f of .7-'30 and then for the measures pi.
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Assumption 3.1 (admissible integrands). For an integrand f: Q x RN — [0,00) in the variables (z,&) €
Q x RY, we impose the following set of assumptions:

(H1) The function f has linear growth in £, that is, there exist 8 > a > 0 such that

alé] < f(,€) < B(El+1)  holds for all (z,€) € 2 x RY.

(H2) The function f is convex in & € RV.
(H3) The function f and the recession function f> are continuous in (z,&) € Q x RV,

(H4) There is a constant M € R such that

f(z,€) > f°(z,€) = M holds for all (z,&) € @ x RV .

Here, (H1)-(H3) are standard assumptions, while the mild extra requirement (H4) is less usual. In
principle, we believe that one may further generalize the framework by allowing discontinuity of f in z
(as long as some continuity for f°° is kept; compare [31, 6]), and by dispensing with (H4) (compare the
discussion in the introduction and in Remarks 4.9 and 4.12). However, for our taken approach, the above
form of Assumption 3.1 seems just right.

For the measures p, a preliminary mild requirement will be their admissibility in the following sense.

Definition 3.2 (admissible measures). We call a non-negative Radon measure  on  C RV admissible if
it satisfies
w(Z)=0 for every H¥ ~!-negligible Borel set Z C

and
/ vtdu < oo for every non-negative v € BV(Q2). (3.2)
Q

In particular, we record that (3.2) implies finiteness of & on the bounded domain 2. Moreover, we know
from [24, Proposition 4.1] that the conditions of Definition 3.2 are equivalent with requiring an (isotropic or
anisotropic) IC with arbitrarily large constant for p.

As foreshadowed in the introduction, our main assumptions on the measures u+ then take the form of
signed anisotropic ICs for a pair of measures, as introduced in [24, Definition 3.1]. We recast the definition here
for a pair (p1, p12), but directly stress that the subsequently relevant choices are in fact (p1, p2) = (p=, pt).

Definition 3.3 (anisotropic ICs). Consider an open set U C RY and a Borel function ¢: U x RY — [0, c0)
which is positively 1-homogeneous in €. A pair (u1, u2) of finite non-negative Radon measures on U satisfies
the @-anisotropic isoperimetric condition (in brief, the ¢-IC) in U with constant C' € [0, 00) if we have

p1(AT) — pz(AY) < CP,(A) for all measurable A € U.

We say that the single measure u; satisfies the ¢-1C if this condition holds for us = 0.

We observe that by [24, Theorem 4.2], if U = Q is bounded and Lipschitz, we can equivalently express
the ICs by testing with BV functions instead of the sets A above.

Now we are ready for stating our first result on lower semicontinuity of Ff from (1.6), or equivalently
from (3.1).

Theorem 3.4 (semicontinuity). We consider a bounded open set @ C RN with Lipschitz boundary and
ug € WHHRYN). Moreover, we impose Assumption 3.1 for f. If p+ are admissible measures on 2 such that

(t—, py) satisfies the f°-IC in Q with constant 1 and (4, pu—) satisfies the F’g—IC on 0 with constant 1,
then Fl. is lower semicontinuous on BV () with respect to the strong topology of LY(9).

The proof of Theorem 3.4 works by reduction to the TV cases of [24] and is explicated in Section 4.3.
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Remark 3.5. If one weakens the requirement in (H1) to merely 0 < f(x,£) < B(|¢| +1) and otherwise keeps
the assumptions of Theorem 3.4, then Ff  is still lower semicontinuous along L(Q)-convergent sequences
(ur)r in BV(Q) such that additionally sup,cy [Dug|(€2) < co. This is in fact a routine corollary, which is
deduced by applying the theorem for the integrands f.(x,&) := f(z,€) + €|§| with arbitrary € > 0.

As indicated in the introduction, existence of minimizers is a straightforward consequence of Theorem
3.4 on one hand and of a comparably straightforward coercivity property on the other hand. We emphasize,
however, that coercivity indeed requires the ICs in the slightly stronger version with constant strictly smaller
than 1 (compare the later Proposition 4.11). Therefore, our existence theorem reads as follows.

Theorem 3.6 (existence of minima). We consider a bounded open set Q C RN with Lipschitz boundary
and ug € WHHRN). Moreover, we impose Assumption 3.1 for f. If s are admissible measures on 0 such
that (p—, puy) satisfies the f-IC in Q with constant C € [0,1) and (u4, p—) satisfies the jf-;-IC on Q with
constant C € [0,1), then there exists a minimizer of Fl in BV(Q).

The deduction of Theorem 3.6 is spelled out in Section 4.4.

It seems worth pointing out that the analogous existence theorem of [24] for anisotropic TV cases with
measures could be pushed to the limit case C' = 1 of the ICs at least in case of a bounded boundary datum
ug. The following example in dimension N = 2 shows that there is no hope for an analogous extension of
Theorem 3.6 and thus that the present case of the general functional F} differs from the situations of [24].

Example 3.7 (non-existence of minima in the borderline case). In dimension N = 2, we consider an arbitrary
z-independent integrand ¢ : R? — [0, 00) which is positively 1-homogeneous and convex and satisfies p(£) > 0
for all £ € R? \ {0}. Moreover, on the @°-unit ball  := {¢° < 1} € R? (where ¢° is the polar of ¢ in the
sense of Section 2.2) we consider the anisotropic area functional

Agw] == / 1+ ¢?(Dw) —|—/ o (wvg) dH* —/ % dz for w € BV(Q)
Q o0 Q¥

with integrand f(&) = /1 + ¢(€)2, f°(£) = ¢(&), measures py =0 and pu_ = HL? where H(z) := 1/¢°(z)
for 0 # z € R?, and with zero boundary datum ug = 0. Then, we will prove in Section 5 that u_ satisfies
the ¢-IC in R? with precisely constant 1, but also that A, has no minimum in BV ().

We emphasize that Example 3.7 covers in particular the standard area integrand f(§) = /1 + |£]?, and
hence in case of the borderline IC it recovers non-existence phenomena in case of the 2d prescribed-mean-
curvature problem with datum H € LP(Q) for all p € [1,2), but H ¢ L*(Q).

Our final result establishes a natural connection between our BV-functional F}/ and its more straightfor-
ward W' l-version, given by

Flw] := /Szf(.,Vw)dx+/g)w*d(u+—u_).

Evidently, [ coincides with F/* on the Dirichlet class Wi’ol(Q) = ug + Wé’l(ﬂ). The result now asserts
more generally:

Theorem 3.8 (existence of recovery sequences). We consider a bounded open set Q@ C RN with Lipschitz
boundary, fix ug € WHL(RN), and recall the notation u = ]lgu—|—]1]RN\§u0. Moreover, we impose Assumption
3.1 for f with the lower bound in (H1) weakened to mere non-negativity and with (H4) entirely dropped. If
p+ are admissible measures on Q such that py and p_ are singular to each other, then, for every u € BV(Q),
there exists a recovery sequence (uy) in Wil (Q) such that (ug)y converges to u area-strictly in BV(Q'), on
any open Q' C RN such that Q € Q' and || < oo, with

lim Frug] = FL [u] -

k—oc0

More specifically, for the single terms, we achieve

lim/f(.,Vuk)dx:/f(.,Du)—i— (., (u—up)vg) dHN 1,
Q Q o0

k—o0

lim [ wjdp— = / utdp_ and lim [ wydps = / w” dpg .
Q Q Q Q

k—oc0 k—o0
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The proof of Theorem 3.8 is implemented in Section 6 and decisively exploits that gy and p_ are singular
to each other, i.e. are indeed the positive and negative part of the signed measure py —p_. If this assumption
were not at hand, puy and p_ could partially cancel out in computing pi—p—, and Ff might depend on
the separate measures py and p—, while F# generally and evidently depends on p—pu— only. Therefore, the
mutual singularity assumption for p4 cannot be dropped from Theorem 3.8 or the subsequent Corollaries
3.9 and 3.10, and actually [24, Example 3.13] shows that the conclusions may fail without this assumption.

As a straightforward consequence of Theorem 3.8 we now record a coincidence of infimum values.

Corollary 3.9 (consistency). Under the assumptions of Theorem 3.8, we have

inf .7750: inf F*.
BV(Q) Wiy (Q)

The combination of our results also identifies the relazation on all of BV(2) of F# restricted to W:1(€2),
that is, the functional (F*)i?! abstractly defined by

(FM)iw] == inf {likm inf F/*[wg] : Wil (Q) 3wy — win Ll(Q)} for w € BV(Q).
— 00

In fact, Theorem 3.4 guarantees (F#)re! > F on BV(Q), while Theorem 3.8 yields (F#)i¢! < F on BV((2).

Therefore, we may state:

Corollary 3.10 (relaxation). We impose the general hypotheses of Theorems 3.4 and 3.8 (in particular the
full Assumption 3.1 and admissibility of mutually singular measures py). If (u—, uy) satisfies the f-IC in
Q with constant 1 and (4, p—) satisfies the f°-IC on Q with constant 1, then we have

FH =FL  onBV(Q).

r
uo

We stress that it is quite usual to consider the lower semicontinuous envelope (F“)ff;)l as the natural
extension by semicontinuity from W}L’Ol(ﬂ) to all of BV(2). Therefore, Corollary 3.10 steadily underpins that
our functional Ff is a meaningful and natural choice.

4 Lower semicontinuity and existence theory for F!

In this section, we establish Theorems 3.4 and 3.6. To this end, we recall the general assumption that €2 is
a bounded open set with Lipschitz boundary in R”, and we record that we can preserve all properties of
Assumption 3.1 when extending the integrand f: Q x RN — [0,00) — first to f,, : (QUU,,) x RN — [0, ),
for a suitably small neighborhood U,, of any boundary point z. € 052, and then, by pasting together local
extensions f,, via a partition of unity, even to f: RY x RN — [0,00). Therefore, for simplicity, we can and
will assume in the sequel that Assumption 3.1 applies with Q = R to f defined on RY x RY. Furthermore,
since the conclusions of the theorems are not affected by adding any finite constant to the integrand f, we
replace assumptions (H1) and (H4) with the following slight variants which are technically convenient for our
approach:

(H1") There exist 3 > a > 0 such that ay/1 + [£]2 < f(z,£) < B/1 + [€[? for all (z,£) € RN x RY.
(H4") There holds f(x,&) > f°(z,€) for all x,& € RN.

Here, the passage from (H1) to (H1') may require enlarging the constant 8, for instance, replacing 8 with
a++/2 B, but this does not harm any subsequent argument.

4.1 The functional .7750 with extra variable

As explained earlier, our semicontinuity proof is based on rewriting the functional Ff; with the help of an
extra variable xg. In fact, the 1-homogeneous integrand of the rewritten functional is roughly the perspective
function f (see Section 2.4) and in technically precise language is the following function ¢, which is properly
defined on RV x RVt = (R x RY) x (R x R):

15



Definition 4.1. Given f as in Assumption 3.1 with Q = R, we introduce ¢ : (RxRM)x (R xRY) — [0, c0)

by setting
o((zo, ), (£0,8)) = p(x0,7,&0,€) = f(x,]&], &) {f .6 e o

for (330,.’1}), (go,f) €R x RV,

In particular, we have ¢(zg,,1,&) = f(z, &) and p(xg,2,0,&) = f°(z,§), and the integrand ¢ falls into
the framework of [24] in the sense recorded next.

Lemma 4.2. For f as in Assumption 3.1 with Q = RY™, (H1'), (H4') and ¢ given by Definition 4.1, we
have:

(i) ¢ is positively 1-homogeneous and even in (£, &), that is 0> = = .

(ii) ¢ is comparable to the Fuclidean norm, that is

Oé|(§07f)| S Qo(x07$7£07§) S B|<§Oa§)| fO’f' all (IO,J}), (507§) € R x RN .

(iil) ¢ is convex in (&o,§).
(iv) ¢ is continuous in (xg,x,&p, &).

(v) There holds
@(xoaxagoaf) 2 foo(x’g) fO’f’ all (JTQ,JE), (5075) eR x RN :

In summary, (i)—(iv) express that, with the variables grouped into (xg,x) and (&, &), the integrand ¢ = ¢ is
admissible in the sense of [24, Assumption 2.11].

Proof. Claims (i)—(iv) are straightforward consequences of the properties of f provided by Lemma 2.8, where
(ii) draws on the adjusted assumption (H1’), and otherwise only the convexity property (iii) needs further
explication. Indeed, fix (xg,z), (&,&), (£),¢") € R x RN and A € [0,1]. Then the convexity of f(x,.,.) on
[0,00) x RY guaranteed by Lemma 2.8(i) combined with the (H4')-based monotonicity property of Lemma
2.9 ensures

o((z0,7), Méo, §) + (1-X)(&,€")) =

—~~

This ends the proof of claim (iii). Finally, claim (v) follows from (H4') via Lemma 2.9. O

In order to achieve the rewriting of FJ; , we recall from the introduction that we use the cylinder
Qo == (0,1) x Q C RN T!

over 2 C RN as new domain and, for arbitrary w € BV(Q), define wy € BV(Q) with extra variable x¢ by
setting
we (zo,7) = x0 +w(z) for (zg,z) € Qo . (4.1)

In similar vein, for a non-negative Radon measure p on €2, we introduce a new non-negative Radon measure
o on Qo as
po = (L'L(0,1)) @ .

With this notation, the next proposition allows for rewriting all terms of £ : First, it identifies fQ f(.,Dw),
understood in the sense of Section 2.5, as the -anisotropic total variation |Dwe|,(€2). Second, it provides
a corresponding rewriting of boundary terms. Third, it recasts also the terms with p4 via pi.
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Proposition 4.3. Consider f as in Assumption 3.1 with Q = RN, (H1"), (H4'), ¢ given by Definition 4.1,
admissible measures py on Q, and ug € WHL(RY). Then, for every w € BV(2), we have

Dol () = [ 1(..Dw). (19)

/ @ (-, (wo—ugg)va,) dHN = fm(.,(w—uo)ug)d’HN’l+2/f(.,0)|w—uo|d/3N, (4.3)
0 o0 Q

/Q (wo)® dﬂio:/ﬂw:F dﬂﬁ:+ﬂi2(9)7 (4.4)

where clearly (4.3) involves the traces of wo—ugqy on 0y and of w—uy on 0. In particular, in the
short-hand notation of (1.5) and with p() := puyr (Q)—pu_(Q), the equality (4.4) gives

(neo;(wo)¥) = (uaeswF) + @ (4.5)

Proof. In order to establish (4.2), we first split into absolutely continuous and singular parts in the sense of

dDSwO
[Dwy | (Qo):/ @(-’Vwo)dﬁN+1+/ s0<~,> d[Dwo | .
’ Qo Qo dlew<>|

For the absolutely continuous part, using first constancy of ¢ in its first variable, then Fubini’s theorem
together with Vwg (zg, ) = (1, Vw(z)) for L ae. (zg,2) € Q, and finally p(1,2,1,¢) = f(x,£), we get

/ @(.7Vw0)d£N+1:/ ¢ ((1,2), Vwe (xo, x)) ALY (20, 2)
Qo Qo
— £ ((0,1) ./990(1,95,1,%(95)) N (z)
:/f(.,Vw)dEN.
Q

For the singular part, since D3wq = (0,£! ® D%w) implies W(xo,m) (0, d(i‘gstw”'( )) for |DSwg|-a.e.

(z0,2) € Q¢ and since we have p(1,2,0,&) = f(z,§), we may similarly rewrite

dDSw<>> / ( dDSwy >
., —— | d|Dw¢| = 1,2), —= (2, x) | d|D%we|(x0,
Lo (e ) ol = [ o (00,29, g, )) aibrael(an,

=2 () [ ¢ (100 5P @) dDulie)

dD3w
= [ (S22 ) dpuw .
/Qf (’d|DSw|> [Pl

Combining the previous equalities and recalling Definition 2.12, we arrive at (4.2).

Next we turn to the equality (4.3) at 9Q¢ = ([0,1] x 9Q) U ({0} x Q) U ({1} x ). We initially record
we (0, ) — Ugg (o, ) = w(z) — ug(x) for HY-ae. (zg,z) € I, and observe that the inward normal vg,
at Q¢ equals (1,0) € R x RY on the boundary portion {0} x €, whereas it equals (—1,0) € R x RY
on {1} x Q. Then, on these two boundary portions we may employ the 1-homogeneity of ¢ in (£y,§) and
p(xo,x,£1,0) = f(x,0) to compute

/ w(-,(wo—uOo)VQo)dHNz/@(O,w,w(x)—uO(x),O) AN (z) = f(-,O)Iw—uoldﬁN,
{0} xQ Q

/ (p(.,(’wQ—UQQ)VQO)dHN:/L,O(l,l‘,’U/o(J?) w(x),0)dLN (x /f 0)|w—uo| dL™ .
{1} xQ Q
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Moreover, for H"-a.e. (2o, z) in the remaining boundary portion [0, 1]x 92 we observe vo, (o, z) = (0, vo(z)).
Then, using p(zg,z,0,£) = f<(x,€) and exploiting Lemma 2.16 with S = 9 (in other words: the product
structure of HY on [0, 1] x 99) via Fubini’s theorem, we also deduce

/ o(., (wo—uoe)vay,) dHN = / o(zo, 2,0, (w(x)—up(x))va(x)) dHN(:zzo, x)
[0,1]x 92 [0,1]x 902

- / £ (@, (w(a)—uo(@))va () dHY (zo, )
[0,1] x O

= £'([0,1]) - - 0 (w—up)vg) dHN !

= foo(.,(w—uo)ug)d’HN_l.
o0

By combining the equalities on the three boundary portions we arrive at (4.3).

Finally, (4.4) follows quickly from the definitions of Q¢, 116, and from Fubini’s theorem. Indeed, we have

! 0
[ w0 anos = s [z +£10.1) [0 dps = ED s [0 s,
Qo 0 Q 2 Q

which gives (4.4). O
Before closing this subsection we add two technically convenient remarks.

Remark 4.4. The application of Proposition 4.3 for the mirrored integrand f(x,—¢), which is connected

with foo(x7 _6) = jfxoo/(x’§> and SD(an $,€07 _§> = QD(:I"Oa x, _é-Oa _E) = @(.1707.'15760,5), turns the equa’lity (42)
into
N dDsw \ .
Duslp(ito) = [ 1. ~Fwydot [ 7= (- - ) i (4.6

for w € BV(Q). The equality (4.3) is recast in an analogous fashion.
Remark 4.5. Combining (4.2) and (4.6) with the bound f > f* of (H4'), for w € BV(Q) we find

[Dwol(R20) = [Dwlf(€2) and [Dwolz(20) = PDwls= -

4.2 1ICs with extra variable

The rewriting (4.4), (4.5) of the measure terms naturally brings up the question for the properties of the
measures fi+ . Indeed, in this regard a preliminary observation is that admissibility in the sense of Definition
3.2 carries over from iy t0 iy

Lemma 4.6. If a non-negative Radon measure p on ) is admissible in the sense of Definition 3.2, then the
measure o on o is also admissible.

Proof. We need to show
wo(Z) =0 for every H™-negligible Borel set Z C €, (4.7)
and

/ vtdue < oo for every non-negative v € BV(Qq) . (4.8)
Qo

In order to check (4.7), we consider a Borel set Z C € such that HV(Z) = 0. By Lemma 2.17, the Borel
set ,,Z = {x € Q: (z9,7) € Z} satisfies HN1(,,Z) = 0 for a.e. zo € (0,1). Consequently, the admissibility
of p implies p(,Z) = 0 for a.e. 79 € (0,1), and then py(Z) = (L' @ p)(Z) = 0 follows from Fubini’s theorem.
This completes the proof of (4.7).
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Next we turn to the proof of (4.8). We start observing that the admissibility of p in the sense of Definition
3.2 implies by [24, Proposition 4.1] that the (isotropic) IC holds for p in © with some constant C' € [0, 00).
This in turn implies by the characterization result [47, Theorem 7.5]? that we have

/ (x) dp(z) < C / V()| da
Q Q

for all non-negative ¢ € C° (). This version of the IC with smooth test functions allows for easily incorpo-
rating the extra variable, in fact with Fubini’s theorem we infer

/Q<> U (g, z) dpg (zo, ) :Al/ﬂ‘l’(zo,iﬁ)du(az)dxo

1
< C/ / |V (20, z)|dxdag < C VU (20, z)|d(xo, z)
0o Ja Q0

for all non-negative ¥ € C2°(€). At this stage we deduce (4.8) either directly by specializing [24, Theorem

4.6] to the case of a single measure or by using [47, Theorem 7.5] to reach (4.8) first for v € WH1(Q) and
then observing that every v € BV (£)) satisfies v < ¥ for some 7 € Wh1(€y). O

The decisive point for our approach is now that also our anisotropic ICs suitably carry over from p4 to
p - This is recorded next.

Proposition 4.7 (anisotropic ICs with extra variable). Consider f as in Assumption 3.1 with Q = RV,
(H1"), (H4') and ¢ given by Definition 4.1. If py are admissible measures on Y, then the f>-IC for (u—, )
and the f>-IC for (g5 =), both in Q with a constant C € [0,00), imply the p-IC for (pu_ ., py) and the
@-1C for (py o, p—g), mow both in Q¢ and still with the same constant C'.

We recall at this point that, in the case we consider most relevant, the measures p; and p_ are the
positive and negative part of a signed measure or in other words are singular to each other. For now, we
limit ourselves to proving Proposition 4.7 in this case, in which we can draw on a characterization of the
relevant ICs with smooth test functions and can keep the reasoning comparably straightforward. A proof in
full generality can be based on more cumbersome slicing arguments on the level BV test functions, but may
be less relevant and is deferred to Appendix A.

Proof of Proposition 4.7 in case puy and p_ are singular to each other. We first observe that by Lemma 4.6
the admissibility of p+ carries over to pit,. Moreover, by [24, Theorem 4.2] the assumed ICs for (u—, pu+)
and (g4, pu—) imply

0 [ P Vo) de < | v@)dp-—p)(e) <0 [ 1@ Vi) s (19)
for all non-negative ¥ € C°(€2). We next apply a Fubini argument very similar to the one in the preceding

proof and additionally exploit the estimate f>°(x,&) < ¢(xq,x,&p,&) of Lemma 4.2(v). In this way we see
that the right-hand estimate in (4.9) induces

1
/ W0, ) (o) 0, ) = | o0 at-—p) @z,
< C/o A F (2, VU (20, 2)) dz dxg

1
S C/ /SD(ZUO,Q?,810\11(1'07.T>7vm\11(x071‘>) d.’I;deO
0 Q

=C o(xo, 2, VU (2q, 2)) d(zg, )
Qo

2 At this point we refer also to [37, Theorem 4.7], [52, Theorem 5.12.4], [41, Theorem 3.5], [42, Theorem 4.4] for closely related
predecessor versions of the result on all of RV and with potential enlargement of the constant C' and to (24, Theorems 4.2, 4.6]
for a version for pairs of measures.
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for all non-negative ¥ € C°(£2,). In addition, the left-hand estimate in (4.9) induces an analogous lower
estimate which involves ¢. Finally, we exploit that py and p_ are singular to each other and thus we have
the full spectrum of IC characterizations from [24, Theorem 4.6] at our disposal. This in fact allows to move
back from the previous estimates with smooth test functions W to the original set-based definition of our ICs
and thus yields the ¢-1C for (u—, p144) in Q¢ and the @-1C for (p4 4, 11— ), as claimed. O

Remark 4.8. The statement of Proposition 4.7 suffices for our purposes, but in fact can be slightly improved
inasmuch that just one of the two assumed ICs is enough to deduce the corresponding one in the conclusion,
e.g. the IC for (pu_, puy) implies the one for (pi—, ). However, as the equivalence results in [24, Section
4] are stated with combined ICs on (u—, 4 ) and (g4, p—), their verbatim application in the preceding proof
gives only the above “combined” version of Proposition 4.7. The proof of the improved version mentioned is
fully analogous in principle, but would require revisiting a certain amount of arguments in [24, Section 4].

4.3 Lower semicontinuity

With the previous results at hand we are now ready for implementing a comparably short proof of Theorem
3.4 by reduction to our previous result in [24, Theorem 3.5] for the case of anisotropic total variations.

Proof of Theorem 3.4. We consider a sequence (uy), in BV(Q) which converges to u € BV(Q) strongly in
L1(Q2). For the functions uge,ue € BV(§2y) given by (4.1), we observe that also (ug), converges to ug
strongly in L'(£), and we exploit Proposition 4.3 to recast our functional FI on arbitrary w € BV(Q) as

FE [w] = ®fwe) — 2/ £, 0) |l w—up|dLN — @ for w € BV(Q) (4.10)
Q
with the abbreviations p(€2) := p4(Q)—pu— () and

Blwo) = [Duwolp(0) + /8 o (e (wouao)vy) A + (psg s (wo) )

Here, d is an anisotropic total variation functional with measures of the type treated in [24]. In fact, Lemma
4.2 gives the relevant assumptions for the integrand ¢, Lemma 4.6 ensures admissibility of p4, and most
importantly by Proposition 4.7 the assumed f°°-IC for (u_,pu) and /f;—IC for (4, u—) imply the ¢-IC
for (,u,o,,quo) and the @-IC for (u+<>,,u,<>) with constant 1. Therefore, [24, Theorem 3.5] applies for the

functional ® and guarantees its lower semicontinuity along the sequence (ux¢)r. Since moreover we have
f(.,0) € L>(Q), the second term on the right-hand side of (4.10) is even continuous with respect to strong
convergence in L1(2). All in all, we thus conclude

~ Q
lim inf 7! [ug] = liminf ®[ug,] — 2 lim / £, 0) Jug—uo| AL — )
k— o0 k—oo Jq 2

k— o0
~ Q
> Bfuc] 2 [ 7 Ou-uolac™ - 1 7).

This establishes the lower semicontinuity claim of the theorem. O

Remark 4.9 (on the role of assumption (H4) for semicontinuity). The proof of Theorem 3.4 exploits (H4),
in fact its recasting (H4'), in two regards:

First, (H4') together with (H2) ensures convexity of ¢ in (&,&) € R x RN (cf. Lemma 4.2(iii)), and this
convexity in turn allows for dealing with ® in the preceding proof of Theorem 3.4 via [24, Theorem 3.5]. In
contrast, when dropping (H4) we would merely have convexity in (£y,&) € [0,00) x RY (i.e. restricted to
& > 0) at our disposal and would not reach the exact framework of [24, Theorem 3.5]. It seems likely that
this technical point can be overcome by taking Reshetnyak-type semicontinuity for measures with values in
the cone [0, 00) x RY as a starting point (cf. [5, Theorem 2.4]) and by correspondingly adapting a larger chunk
of arguments from [24]. However, not all necessary adaptations are entirely straightforward. For instance,
one may no longer rely on an underlying parametric theory in full space RN*! only, as provided by [24,
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Section 6]. In any case, when dropping (H4) we can no longer proceed by reduction to a standard anisotropic
TV framework and by using [24, Theorem 3.5] as stated.

Furthermore, (H4') in form of Lemma 4.2(v) also enters into the verification of the ICs for pi, in
Proposition 4.7 and seems more or less indispensable in deriving exactly these ICs. Still, since the proof
of Theorem 3.4 truly necessitates semicontinuity of ® only on the subset {we : w € BV(Q)} of BV (),
one may hope to get through with weaker ICs and without need for (H4). Once more, however, this cannot
be achieved by reduction to the exact framework of [24] and rather requires revisiting the theory developed
there to a more cumbersome extent.

4.4 Coercivity and existence

We now clarify the role of ICs for coercivity of the functional F/ and then briefly conclude the proof of the
existence result in Theorem 3.6.

Proposition 4.10 (necessity of ICs for coercivity). We consider ug € WHHRY) and impose Assumption
3.1 for f. If ps+ are admissible measures on Q0 and if Fl. is bounded from below on BV(S), then (pu_,py)

satisfies the fo°-IC in Q with constant 1, and (py,pu—) satisfies the F’Z—IC in Q with constant 1.

Proof. We argue by contradiction. Suppose (11—, 1) does not satisfy the f°°-IC in  with constant 1, that
is, there exists a measurable A € (2 such that

Ho(AY) = up(AY) > Py (A).

Then, for uy := k14 € BV(Q2), k € IN, we compute by definition of our functional

FE ] /f 0) dx + kP p (A) + " (., —uove) dHN Y — kp_ (AT) + kuy (AY)
=k (P (A) = p(A%) + py(A")) + const(Q, f,uo) -

and thus obtain limg_, e Ff, [ug] = —oo. This contradicts the boundedness of Fi from below and thus

establishes the claimed IC for (u—, py). The IC for (u4, u—) follows analogously (Wlth up = —kl4). O

Proposition 4.11 (sufficiency of ICs for coercivity). Consider ug € WHH(RN) and impose Assumption 3.1
for f with Q = RN, (H4'). If ux are admissible measures on ) such that (u_, juy) satisfies the f>-IC in Q

with constant C € [0,1) and (p4, p—) satisfies the Fo°-IC on Q with constant C € [0,1), then F. is coercive
on BV(Q) in the sense of Fi [w] > v||w|gyq) — L for all w € BV(Q) with constants v > 0 and L € R.
Moreover, in the borderline case of ICs with C =1, Fl s at least bounded from below on BV (§2).

Proof. Both assumed ICs together yield by [24, Remark 4.3] the inequality

—(ps;wT) <C (|D’U)|foo(Q) +/ o> wrg) dHN_l)
lo)
for all w € BV(€2). We now use in turn assumption (H4’), the preceding inequality and the triangle inequality

of (2.5), the lower bound in (2.3), and Poincaré’s inequality (cf. [24, eq. (2.6)]). In this way, in the case C' < 1
we derive

Fliolw] = [Dw g () + /aQ (., (w—up)vg) dHN 1 + (pe;w™)

> (1-0) <|Dw|foo(Q)+/BQf°°(.,wVQ)dHN1> - mfw(.,uom) dHN L

> (=Ca (IDul@) + [ julan ) -1

> v|w|pyv) — L

with v > 0, which depends on C, «, and the Poincaré constant, and with L := [, f> (., uorq) dHN "1
Clearly, in the case C' =1 we get F// [w] > —L in an analogous (and in fact even slightly simpler) way. [
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Remark 4.12 (on the role of assumption (H4) for coercivity). While the given proof of Proposition 4.11
exploits (H4), in fact its variant (H4’), a refined reasoning ensures coercivity in the case C' < 1 even without
assuming (H4) or (H4'). Indeed, one still has continuity of f (cf. Lemma 2.8(iii)) and as consequence
obtains |f(z,£) — f(x,&)| < (|¢] + Dw(|¢]) for all (z,£¢) € RN x RN with some w: [0,00) — [0,00) such
that lims_, oo w(s) = 0 holds. Taking into account (2.3) one deduces f(z,£) > C.f*>°(x,§) — M for all
(2,€) € RN x RN with any fixed C, € (C, 1) and some corresponding M € R, and this last observation then
suffices to check coercivity by a reasoning analogous to the one above.

In contrast, the claim on boundedness of F} from below in the limit case C' =1 does inevitably depend
on (H4). Indeed, all our assumptions except (H4) are fulfilled in N = 2 dimensions on 2 := B,(0) € R? for
flx,8) == €] + 1 — /|¢] + 1 with f°(z,€&) = [¢] and for py = 0, p_ = HL>L By(0) with H(z) := ﬁ;
compare [24, Section 5] for ways of verifying the limit IC for p_. Still, for vy := k? max{min{ws, 1},0} with
wy(7) == 1—k(|z|-1), it is a matter of computation checking that |Duvg|(B2(0)) = 7 (2k*+k) = fB2(O) v dp—

and FY [v] = [5,0) [1=V/[Vor[+1] dL? = 7[1-VE3+1] (F+45) hold. This yields limy—,e0 FY, [vi] = —o00
and confirms that in this exemplary case [ is unbounded from below.

With suitable lower semicontinuity and coercivity at hand, the proof of existence is now a routine matter:

Proof of Theorem 3.6. We consider a minimizing sequence (ug)x for Ff in BV(Q). Since we assume C' < 1,
the coercivity property of Proposition 4.11 implies boundedness of (ux)x in BV(Q), and a subsequence (ng)
converges in L'(Q) to some u € BV(£2). By the lower semicontinuity result of Theorem 3.4 we conclude

L
Ftylul < liminf F o] = inf ).

Thus, u is a minimizer of F¥ in BV(Q). O

5 An example of non-existence in case of the borderline IC

In this section we prove the claims made in Example 3.7 by a reasoning in parts analogous to [24, Section
5.3]. We start with an auxiliary lemma which verifies a suitable anisotropic IC.

Lemma 5.1. We assume that p: R? — [0,00) is positively 1-homogeneous and convex and that it satisfies
©(€) > 0 for all £ € R?\ {0}. Then we have

1
/A oy e < Pe). (5.1)

for every A C R? such that |A| < co. Moreover, equality occurs in (5.1) if and only if |[AN{p° <1} =0
holds for some r € [0,00).

Proof. We first verify the auxiliary equality

1 o
»/{Lp°<'r} (PO((E) dz = P@({Sﬁ < T}) for all e [0’ oo) . (52)

Indeed, taking into account the homogeneity of ¢, we can recast the standard coarea formula (see e.g. [21,
Section 3.4.3]) in form of the anisotropic coarea formula

[oevmas=[ [ gomanta
U —oo JUN{H=t}

for any Lipschitz function H: U — R such that VH # 0 a.e. in U and any Borel function g: U — [0, 00) on
open U C R2?. Here, vy := % is defined a.e. in U and is consistent with the notation of Definition 2.3

for the Radon-Nikodym derivative. We now combine the a.e. equality ¢(V¢°) = 1 from Lemma 2.2 and the
preceding formula with H = ¢° and g = 1/¢° on U = {¢° < r}. In this way we infer

1 1 "1
/ *Odw=/ fOtp(V@")dwz/ f/ (Vo) dH dt. (5.3)
{go<r} & {go<r} @ 0 t o=t}
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Next, taking into account convexity and homogeneity of ¢°, we deduce that {¢° < t} is a bounded convex
set with 0*{¢°® < t} = 0{¢°® < t} = {¢° =t} for all t > 0, and moreover we record that v o = —vizocy)
holds H'-a.e. on {¢° = t} for a.e. t > 0 at least; compare e.g. [24, eqn (2.19)] for the last property. These
observations together with the 1-homogeneity of ¢° allow to recognize

/{ e A =Pl <) = Po(tigt <rt) = LPaligt <)) foract>0.  (5.4)

The combination of the previous chains of equalities then straightforwardly yields the auxiliary claim (5.2).

Now we consider A C R? such that 0 < |A| < oo, and we fix r € (0,00) such that [{¢° < r}| = |A|. In
view of A\ {¢° <r}| = [{¢° <r}\ A| we infer
1 1 1
Lo lAn{e 2+ [ LI
AP r An{pe<r} P

1 1 1
:;|{4p°<r}\A\+/ —dxﬁ/ —dz,
{

An{go<r} ¥° po<r} ©°

where the condition for turning both inequalities into equalities is precisely |A A {¢° < r}| = 0. Moreover,
the equality (5.2) and the anisotropic isoperimetric inequality of Theorem 2.6 yield

1
| ede=Paliet <)) < Pe(4)
{eo<r} ¥

with equality in particular in case |A A {¢° < r}| = 0. The combination of these observations then implies
both the claimed inequality (5.1) and the characterization of its equality cases. O

Remark 5.2. Replacing ¢ with the mirrored integrand ¢, from Lemma 5.1 we obtain also

1
/A&O(a:)dx <P,(4),

under the same assumptions and with equality precisely in case |AA {¢° < r}| = 0.

Proof of the claims from Example 3.7. By Lemma 5.1 in the modified version of Remark 5.2, the measure
p— = (1/9°)L? satisfies the p-IC in R? with the borderline constant 1. In view of [24, Theorem 4.2] we
equivalently recast this IC as

/ %dx < |Dw|,(R2)  for all w € BV(R2). (5.5)
RZ

Furthermore, we record that f given by f(£) := /1 4+ ¢(£)? falls under Assumption 3.1 with f>°(£) = (&)
and f(t,€) = \/t2 + p(€)2. For the corresponding functional of measures, we observe the strict inequality

/ V14 ¢2(Dw) > |[Dwl|,(Q) for all w € BV(),
Q

and consequently via the IC in (5.5) we find

.Ag,[w]:/]Rz«/1+<p(Dw)2—/]Rz%dx>|Dw|¢(IR2)—/ U dr>0

R2 ¥

for all w € BV(Q), where w denotes the extension of w to all of R? with value 0 outside Q. Recalling
0 = {@° < 1}, we now define a sequence of functions uy, € Wé’l(Q) by setting®

ug(x) = k(1 = ¢°(z)).

3 Alternatively, the example can be built with uy(x) := kg($°(z)) for any fixed decreasing C! function g: [0, 1] — [0, c0) such
that g(1) = 0. The extremality property of &y can then be checked by a coarea argument.
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Moreover, since (2 is the @°-unit ball in R?, in analogy with the isotropic case (e.g. by a computation analogous
to the one in (5.3) and (5.4)) we get P, (2) = 2|Q2|. We then combine the definition of u;, the equality case
of Remark 5.2, the preceding observation, and Lemma 2.2 in computing

[ ae= [ Sar-iol=pu@ 10l =10l = [ pV5)dr= [ o(Vur)dr,
Q Q¥ Q Q

@o
Thus, we conclude that @7 and in fact all u, are extremals for the IC (5.5). In turn, this extremality property
and the homogeneity of ¢ yield

Aw[uk]:/Q\/l—f—go(kVul)de—k/Q%dx
= /Q (V14 k20(Vuy)? — ko(Vuy)) dz

dz

1
a /sz V1+E2o(Vuq)? + kp(Vu)
1

0,

< d
- /Q 1+ ko(Vug) . k—oc0

where the final convergence results from the dominated convergence theorem and crucially exploits the
observation that Vu; = —V@° # 0 and hence ¢(Vu) # 0 hold a.e. in Q. Collecting the previous findings,
we have shown

B{?(t;)) Ay =0 < A, [w] for all w € BV(Q).

Therefore, the minimum of A, is not attained. O

6 Construction of recovery sequences

In this section, we work out the proof of Theorem 3.8. The implementation follows [24, Section 8] and merely
requires comparably minor adaptations. So, we here give an account on the general strategy of proof, restate
relevant auxiliary results in the present framework, and indicate the necessary adaptations. For full details
of some technical procedures, however, we still refer the reader to [24, Section 8].

Before going into the details, we recall once more the general assumption that €2 is a bounded open set
with Lipschitz boundary in RY. In addition, as in Section 4, we assume also here that f is defined on
RY x RY and satisfies Assumption 3.1 to the extent relevant for Theorem 3.8 (i.e. lower bound in (H1)
weakened to non-negativity and (H4) dropped) with Q = RY.

This said, in analogy with [24, Proposition 8.1] we initially record that a first type of recovery sequence —
indeed a sequence in Wh1(€2), but not yet in W1 (Q) — is straightforwardly available from [24, Proposition
4.4] or in slightly different framework from [34, Lemma 4.1].

Proposition 6.1 (recovery sequences with free boundary values). We impose on f the above assumptions
and consider admissible measures p on §2 such that py and p— are singular to each other. Then, for every
u € BV(Q), there exists a sequence (wy)y in WH(Q) such that (wy)g converges to u area-strictly in BV (Q)
with

lim FI [wy] = Fi [u]

k—o0

for every ug € WHL(RN). More specifically, for the single terms, we achieve

lim /f(.7Vwk)dx=/f(.,Du), (6.1)
k—o0 O Q
lim 20, (wr—up)va) dHN 1 = [ (., (u—ug)vq) dHN 1, (6.2)
k—oo Jaq a0
lim [ wpdp_ = / utdp_ and lim [ widpy = / u” dpy . (6.3)
k—oo Jo Q k—oo Jo Q
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Proof. We rely on the approximation result of [24, Proposition 4.4] and the observation of [24, Remark 4.5]
that this result remains valid even with area-strict convergence. This gives existence of a sequence (wg)g in
WH(Q) such that (wy), converges to u area-strictly in BV(Q) with (6.3). Then Theorem 2.14 yields (6.1),
and via [4, Theorem 3.88] we deduce first convergence of the traces in L!(92; V1) and then (6.2). Finally,
the combination of (6.1), (6.2), (6.3) entails limy o0 Fl [w] = Ff [u]. O

The subsequent auxiliary lemma resembles [24, Lemma 8.2] and allows for adjusting the boundary values
of a recovery sequence at least in case the prescribed boundary datum ug is in L (R?). The precise statement
employs once more the notation u := Lou + Iyxguo € BV(RY) for the extension of u € BV(Q) via the

values of the given datum uy € WHL(RY).

Lemma 6.2 (from free boundary values to L* boundary values). We again impose on f the above as-
sumptions and consider admissible measures us on . Then, for every w € WLL(Q) and every uy €
WELRN) NL®(RY), there exists a sequence (vi)p in WiH(Q), thus FQ [vi] = FOlog] = [, f(., V) dz,
such that (Ug)y converges to W area-strictly in BV ('), on any open ' C RN such that Q € ', || < oo,
with

lim F¥[vg] = Fl [w].

k—o0

More specifically, for the single terms, we achieve

lim f(.,Vv;dez/f(.,Vw)dx—t—/ (., (w—ug)vg) dHN 1,
Q Q a0

k—o0

lim [ vidu_ = / w* dp— and / v dpg = / w* dpg
Q Q Q

k— o0 O

Proof. We follow the reasoning previously developed for [24, Lemma 8.2]. In rough summary, this reasoning
involves: a result on strict approximation of the arbitrary w € W'!(2) by functions u, € W' (Q) with
prescribed boundary datum ug, the usage of truncations (u¢)* of uy at levels M > luo (|1« (mn), the passage
to the limit with the u-independent terms via the Reshetnyak continuity theorem and with fQ ((ug)M )*dyi
via the dominated convergence theorem, and finally the choice vy := (uzk)M’“ for suitable My, ¢, — oo. In
fact, the main deviation from [24] is that here we involve general functionals of measures in the sense of Section
2.5 instead of just anisotropic total variations. However, we can take uy even as area-strict approximations
of W in BV () (see [7, Lemma B.2] or [46, Theorem 1.2]), and then we can rely on the rewriting of (2.8)
and can still apply the Reshetnyak continuity theorem on the enlarged domain ' if we only use this theorem
in the inhomogeneous version of Theorem 2.14 rather than the homogeneous version of Theorem 2.5. With
these minor adaptations, the above-mentioned strategy carries over to the present situation, and we refer the
reader to the proof of [24, Lemma 8.2] for further details of the implementation. O

From the preceding auxiliary results we obtain the desired recovery sequences in case ug € L™ (RY):

Proof of Theorem 3.8 in case ug € WHH(RN) N L>®°(RY). We use the sequence (wy,)s, of Proposition 6.1 and
record in particular that also (wy), converges to @ area-strictly in BV(€)), on any open €’ C RY such
that Q € ', || < oo. In view of ug € L¥(R") we can apply Lemma 6.2 to determine, for each k, a
sequence (vg,¢)e in Wi H(Q) such that (Ukg)e converges to Wy area-strictly in BV(Q), Q' as before, with
limg o0 F#[vp¢] = FI [wi] and also the other conclusions of Lemma 6.2 valid in corresponding versions.
Then we obtain all claims of Theorem 3.8 for uy, := vy s, € Wi H(€2) by choosing, for each k, a suitably large
ly, and by putting together the convergence properties of Proposition 6.1 and Lemma 6.2. O

It remains to establish Theorem 3.8 in the general case without the extra assumption ug € L=°(RY). To
this end, we will approximate an arbitrary ug € WL (RY) by ug r € WHHRN) NL®(RY) and will then rely
on the next lemma to slightly perturb competitors z; with 2, = u,x at 9Q into uy with up = ug at 9. To
avoid ambiguity, from here on we upgrade the notation for the extension of u via ug from w to w™°.

Lemma 6.3. We impose on f the general assumptions of this section and consider admissible measures
pg on Q. If a sequence (uq i) converges in WHL(RYN) to ug and a sequence (zi)y in WH(Q) is such that
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2 € Wiolk (Q) for each k, then there exists a sequence (uy)i in Wi H(Q) such that (up—zi)k converges to 0

in WH1(Q) and consequently also (LTk“O —Tk“"‘k)k converges to 0 in WHH(RN) with

kli_}rr;o</Qf(.,Vuk)dx—/Qf(.,Vzk)da:> =0,

lim (/uZdu—/deu)zO and lim (/u’gdu+—/z;du+>:0.

Proof. All claims except the convergence with general integrand f are provided by [24, Lemma 8.3]* (which
is based on the straightforward choice uy := 2z — ugx + o). However, since a.e. on 2 we have the upper
bound f(.,Vug)—f(.,Vzr) < f(.,Vur — Vzi) < B|Vuy — Vz| together with an analogous lower bound,
the Wh1(Q)-convergence ug—z, — 0 implies this remaining convergence as well. O

Finally, we are ready to verify the existence of recovery sequences in W};ol (Q) in full generality.

Proof of Theorem 3.8 for general ug € WHH(RYN). Given ug € WHH(RY), we choose a sequence (ug )k in
WLHRN)NL®(RYN) such that (ug)r converges to ug in WH(RY). We then follow closely the proof of [24,
Theorem 8.4]. First, we apply Theorem 3.8 for the arbitrary given u € BV () and any of the chosen wug
as the boundary datum (for which the theorem is already established) to determine, for each k, a sequence
(yr.e)e in Wit (Q) such that (Ure"o*), converges to w"o* area-strictly in BV(Q'), on any open Q' C RV
such that Q € ', || < oo, with

tim [ £ mode = [ FCD0+ [P i) a7

£—00
lim / yrodp_ = / utdp_ and lim / yr o duy = / uw” dps .
{—00 Q ’ Q L—00 Q ’ Q
We then choose, for each k, a suitably large fj, set 21, := yr ¢, € W};Ol_k (Q), and take into account both the

convergence ug  — ug WH1(RY) and the convergence of traces ug ;. — ug in L}(0Q; %N ~1). In this way, we
can achieve that (E““) , converges to u"° area-strictly in BV(Y), ' as before, with

lim /f(.,Vzk)d:c:/f(.7Du)+ 0 (u—ug)vg) dHN 1, (6.4)
k—co /o Q o0
lm [ z;dp— :/u+ dp— and lim [ zj du+:/u_ dpy . (6.5)
k—o0 Q Q k—o0 Q Q

By applying Lemma 6.3 we find a new sequence (ug); in Wbol (©), which may be seen as a perturbation
of (zx)g, such that the same convergence properties remain valid. Spelled out, this means that (%uo) &
converges to u* area-strictly in BV()') and that formulas (6.4), (6.5) hold verbatim in the same way with
2p, replaced by ug. In particular, the combination of these convergences gives limy_oo F*[ug] = F! [u], and

thus all claims of Theorem 3.8 are established. O

A Codimension-one sections and general ICs

In this section we return to the proof of Proposition 4.7 in the full generality of measures p4 and p— not
necessarily singular to each other. However, before carrying out the main argument in this regard, we collect
preliminary estimates which involve codimension-one sections of BV functions. Also in these considerations
we generally assume that 2 is a bounded open set with Lipschitz boundary in RY.

4The statement of [24, Lemma 8.3] is partially made for measures which satisfy an isotropic IC in 2, possibly with large
constant. By [24, Proposition 4.1] the admissibility of p4, as assumed in the present Lemma 6.3, does ensure this type of IC
for p+, and thus all conclusions of [24, Lemma 8.3] indeed apply here.
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A.1 Some estimates for codimension-one sections of BV functions

We start with a small lemma of general measure theory, here arranged in a form suitable for our purposes.

Lemma A.l. For an arbitrary measure space (X, <, ), consider a sequence (hy)y in LY (X ;pu) such that
hi, >0 on X for all k € N and h € LY (X ;u). If liminfy .o hy > h is walid p-a.e. on X and moreover
limg_ o0 fX hidy = fX hdp holds, then there exists a subsequence (hkz)g such that also limy_,oc hy, = h is
valid p-a.e. on X.

Proof. Since limy,_,oo(hy—h)_ = 0 holds p-a.e. on X and since we have 0 < (hp—h)_ < hy € LY(X; u), we
may apply the dominated convergence theorem to deduce limy_oo [ w(hi—h)_dp = 0. As a consequence,
we infer limy_, oo fX(hkfh)_‘_ dp = limg o [f)( hidp — thdu + fX(hkfh)_du] = 0, that is, (hx—h)+
converge to 0 in L*(X; p). A standard result in measure theory then gives a subsequence (hy,) , such that
first limg—, oo (A, —h)+ = 0 holds p-a.e. on X and all in all also limg_, o hg, = h holds u-a.e. on X. O

Our main observations and estimates for sections of BV functions follow.
Lemma A.2. Consider an arbitrary V. € BV(Qy). Then, for a.e. xg € (0,1), there hold:
V(zo,.) € BV(Q), (A.1)
V(xo,. ) (x) = VE(xg, x) for HY t-a.e. 2 € Q. (A.2)

Moreover, with f and ¢ as in Section 4, and with the notation D,V (xg,.) for the derivative measure of
V(zo,.) € BV(Q), the f>-anisotropic total variations |DgV (zo,. )| () are measurable in x¢ € (0,1), and
we have

1
| Do)l (@) de < DY), (A3)
1
/ (., Vi, vo)dHN dag < / o(., Vg, )dHN. (A4)
0 Joo Q%

Actually, (A.1) and the isotropic version of (A.3) (including the relevant measurability claim) are covered
by [38, Appendice, Teorema 3.3], and in our subsequent proof we will revisit some of the arguments provided
there in order to establish our further claims.

Proof of Lemma A.2. In order to check (A.1), we first deduce from V € L!(Q) and Fubini’s theorem that
V(xg,.) € LY(Q) holds for a.e. zg € (0,1). Then we argue by approximation. Indeed, the BV-version of the
Meyers-Serrin theorem (see e.g. [3, Teorema 1] or [4, Theorem 3.9]) gives a sequence (Vi) in WH1(€2) such
that Vi converges to V strictly in BV (). In view of

1
lim HV;C(.Z‘(),.) —V(Io,.)HLl(Q) dCL'() = lim HVk—V||L1(Q<>) ZO7 (A5)
k—oo Jq k—o0

we may choose a subsequence (Vj, ), such that Vi, (zo,.) tends to V(xo,.) in L*(Q) for a.e. xg € (0,1). Then

Fatou’s lemma, Fubini’s theorem, and the strict convergence give

1
/ liminf/ |V Vi, (20, z)| de dag < liminf/ |VVi, (o, z)| d(x0,z) = DV () ,
0 £— 00 (9] £—00 QQ '

and by semicontinuity of the total variation we deduce the claim (A.1). In fact, we get V(zo,.) € BV(Q)
with [D,V (zo,.)|(Q) <liminf, . [, VeV, (20, )| dz < oo for a.e. 2o € (0,1).

Next we establish the claimed measurability of D,V (zo, . )| (2) in 2o € (0, 1) (plus another useful auxil-
iary assertion). We first recall that the corresponding measurability of the isotropic quantity |D,V (xo,.)|(©2)
is guaranteed already by [38, Proposizione 3.2]°. Then we exploit that strict convergence of (VV;)LN*! to

5The proof of [38, Proposizione 3.2] draws crucially on the usage of specific strict approximations which can be obtained, in
our notation, away from 9Q by mollification of V with respect to the variable 2 € RN only.
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DV in RM(Qq, RV *1) induces strict convergence of (V,Vi)LN*! to D,V in RM(Q¢, RY), and by slight
modification of the previous reasoning we deduce

1 1
/ DLV (20, )|(©) dao gnminf/ /\vwvm(ago,x)|dmdxo
0 0 Q

{—00

L (A.6)
< limsup/ / |V Vi, (20, z)| dedag = D V|(20)
o Ja

{—00

for a suitable subsequence of every sequence (V) in W11(£2,) which converges strictly to V in BV(£).
Additionally we now bring in that [D,V|(Qe) < fol D,V (0, .)](£2) dzo holds by [38, Teorema 3.3]%. This
improves the preceding chain of inequalities to a chain of equalities. In terms of the auxiliary functions
hi (o) = [ [VaVi(zo, )| dz and h(zg) := |DyV (0, .)|(Q2), for which we already know hy, h € L'((0,1)) and

hmlnngOO hi,(xo) > h(zg) for a.e. zo € (0,1), this means limy_, fol hi, (zo) dzg = fol h(xg) dzg. Possibly
passing to yet another subsequence, we then achieve by Lemma A.1 the convergence limy_, o bk, (zo) = h(xo)
for a.e. zy € (0,1), in other words

lim / IV Vi, (20, z)| dz = |D,V (z0,.)|() for a.e. zg € (0,1). (A7)

t—oo Jq
As this confirms strict convergence in BV(£2), at the present stage the continuity property of Theorem 2.5

applies and gives

1im/fm(x,Vkae(xo,x))dxz|DIV(m0,.)|foc(Q) for ave. @ € (0,1).

£— 00 Q

In particular, we may now read off the claimed measurability of |D,V (z,.)|f~ () in z¢ € (0, 1).

With measurability of DoV (o, . )| ¢ (£2) in 29 € (0, 1) at hand, the proof of (A.3) is mostly an anisotropic
version of the initial reasoning for (A.1). Indeed, we take right the same (Vj,)¢ and then use in turn the lower
semicontinuity of Theorem 2.4, Fatou’s lemma and Fubini’s theorem, the estimate f*°(z, &) < ¢(xq, x,&o,§)
of Lemma 4.2(v), and finally the continuity property of Theorem 2.5. In this way we infer

1
/ |DmV(mo,.)|foo(Q)dwo§/ 11m1nf/f°° z, Vy Vi, (20, 2)) dz dzg
0 0
<hm1nf/ (&, ViV, (z0, x)) d(z0, x)
< lizrginf ©(x0, 2, 02y Vi, (20, x), Vo Vi, (z0, ) d(z0, ) = DV ],(Qo) ,

which proves (A.3).

To prove (A.4), we exploit once more the product structure of H on [0, 1] x 9Q provided by Lemma 2.16.
Furthermore, we make use first of p(zo,2,0,£) = f*°(x, &) and then of the inclusion ([0, 1] x 99Q) C 90 with
v, (2o, ) = (0,v0(x)) for HN-a.e. (z,z) € ([0,1] x 09) and of ¢ > 0. This yields

1
/ £V (0, - va) dHN ! dag = / £ (a, V(0. @) (@) dHY (0, 2)
o Joa [0,1]x 89
- / (0,2, V (20, 2)(0, vo (1)) dHY (20, 7)
[0,1] x 00

< / o(., Vg, ) dHY
19NN

and leaves us precisely with (A.4).

6In fact, [38, Teorema 3.3] gives even equality |DoV|(Q2) = fol DV (2o, .)|(2) dzg. From the proof of this equality,
the argument for ‘>’ has already been revisited in form of (A.6), while the presently relevant inequality ‘<’ follows quite
straightforwardly from the distributional characterization of the total variation and Fubini’s theorem.
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Finally, we turn to (A.2) and in a first step verify this claim for V€ W%!(Qy). By the Meyers-Serrin
theorem and the 1l-capacitary results in [23, Sections 4 and 10] (compare also [36, Theorem 4] and [17,
Proposition 1.2, Section 6]) there exists a sequence (Vi) in Wh1(Qe) N C*°(£) such that Vj converge
to V in WH1(Qe) and moreover Vi, = V}* converge to V* pointwise HV-a.e. in ¢. By Lemma 2.17 this
implies, for a.e. 79 € (0,1), the HN¥~!-a.e. convergence of Vj(zq,.) to V*(xg,.) in Q. Next, by a reasoning
analogous to (A.5), for a subsequence (V}, )¢, we may moreover assume, again for a.e. o € (0,1), convergence
of Vi,(z0,.) to V(xg,.) in WH(Q) and then also HV~!-a.e. convergence of Vi, (zo,.) = Vi, (z0,.)* to
V(zg,.)* in Q. Comparing the HY~l-a.e. convergences, we infer, still for a.e. 7o € (0,1), the HN~1
equality V*(zp,.) = V(xo,.)* in Q, which confirms (A.2) in this case. In a second step we generalize to
arbitrary V € BV (Q) by a similar, but slightly more involved approximation argument. Indeed, we apply
[10, Theorem 3.3] to find strict approximations of V' from above and exploit the fact that by [33, Theorem
3.2] these approximations necessarily are H"-a.e. approximations of V+ as well (compare e.g. [24, Proof of
Lemma 2.23] for similar reasoning). In more technical terms, both the results together in fact guarantee
existence of a sequence (V)i in WH1(£2) such that Vj converge to V strictly in BV(Qg) with Vi, > V a.e. in
Q2 and moreover V;* converge to V' pointwise HN-a.e. in Q. By Lemma 2.17, the last convergence carries
over to the sections as before. Moreover, recalling that we derived (A.7) for a subsequence of an arbitrary
strictly convergent sequence, for a.e. g € (0,1), we furthermore achieve strict convergence of Vj, (zo,.) to
V(zo,.) in BV(Q), and in view of Vi(zo,.) > V(xo,.) by another application of [33, Theorem 3.2] we can
get HN~1-a.e. convergence of Vie,. (20,.)* to V(zo,.)T in Q as well. Comparing the convergences, we deduce
(A.2) for the case of the approximate upper limit. Finally, (A.2) for the approximate lower limit follows by
applying the result obtained to —V. 0

A.2 1ICs with extra variable for general pairs of measures

With Lemma A.2 at hand, we are ready to carry on the ICs from (u—, p4) and (4, p—) to (p— g, pi4 ) and
(M4 o> H—¢) even for py and p_ not necessarily singular to each other.

Proof of Proposition 4.7 in the general case. We first recall that by Lemma 4.6 the admissibility of u+ carries
over to i+ .. Now, instead of working with ICs for sets as in Definition 3.3, we rather employ [24, Theorem
4.2] and work with the equivalent reformulation of the ICs for BV functions. Then it will be enough to show
that

—(ps;vT) <C <|Dv|foo / o> ovq) ’H,N1> for all non-negative v € BV(2) (A.8)
implies

—(uzoiVF)<C (IDVIW(QO) +/

a0

o(.,Vvay) d?—[N) for all non-negative Ve BV(Qy) (A.9)

(whereby the analogous implication with (py, p—, f°°, ¢) replaced by (p—, iy, F’g, ©) is also valid).
Therefore, we now suppose that (A.8) holds, and we consider an arbitrary non-negative V'€ BV({y).

From (A.1) we have V(zo,.) € BV(Q) for a.e. zyp € (0,1). We can thus proceed by using first Fubini’s

theorem along with (A.2), then (A.8) with v = V(xo,.), and finally (A.3) and (A.4). In this way we deduce

—(pao:VF) = /01 (—(rs 3 V(wo, ) T)) dag
<c/ (DV 2o, )| = (2 / (., V(xo, .)VQ)dHN—1> dag
<C (DVLP(QQ) + /m<> ol ., VVQO)dHN)

and arrive at (A.9), as required. O
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