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Abstract. Motivated by a classical correspondence between magnetic flows and sub-Rie-

mannian geometry, first established by Montgomery in [Mon90,Mon95], we undertake a sys-
tematic study of magnetic flows on sub-Riemannian manifolds.

We focus on three-dimensional contact manifolds, and we show that magnetic fields are
naturally defined through Rumin differential forms. We provide a geometric interpretation

of the sub-Riemannian magnetic geodesic flow, demonstrating that it can be understood as

a geodesic flow on a suitably defined lifted sub-Riemannian structure, which is of Engel type
when the magnetic field is non-vanishing.

In the general case, when the magnetic field might be vanishing, we investigate the ge-

ometry of this lifted structure, characterizing properties such as its step and the abnormal
trajectories in terms of the analytical features of the magnetic field.
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1. Introduction

The correspondence between magnetic flows on Riemannian manifolds and sub-Riemannian
geometry is nowadays well established. It was clearly demonstrated by Montgomery in his semi-
nal work “Hearing the zero locus of a magnetic field” [Mon95], where he studies the asymptotics
of a two-dimensional quantum particle in a magnetic field and reinterprets its quantum dynamics
in terms of a suitable sub-Riemannian Laplacian on a lifted space (see also [Mon02, Chapter 12]
and the earlier works [Mon90,Mon94]). Inspired by these developments, in this paper we fo-
cus on the classical dynamics perspective, initiating a systematic study of magnetic flows on
sub-Riemannian manifolds.

The simplest instance of the correspondence just mentioned permits to reinterpret the geo-
desic flow on the sub-Riemannian Heisenberg group as the lift of the magnetic flow of a charged
particle moving in the Euclidean plane under the influence of a constant magnetic field – a
construction we now recall (cf. [ABB20, Section 4.4.2]).

The Heisenberg group is nowadays recognized as the prototype model of sub-Riemannian
geometry; i.e., spaces where the distance is computed minimizing the length of curves that are
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tangent to a suitable non-integrable vector distribution. In the specific case of the Heisenberg
group, which is topologically R3 with coordinates (x, y, z), the vector distribution D is given by

(1) D = kerω, ω = dz − 1

2
(xdy − ydx).

The length of a curve tangent to D (also said horizontal) is set to be equal to the Euclidean
length of its projection onto the (x, y) plane. Length-minimizers among horizontal curves joining
two fixed points always exist: these are curves in R3 whose projection onto the (x, y) plane are
circles or lines and whose vertical coordinate is recovered by imposing the relation (1), namely

(2) z(t)− z(0) =
1

2

∫ t

0

(
x(τ)ẏ(τ)− y(τ)ẋ(τ)

)
dτ.

It is possible to reinterpret such geodesic flow on the sub-Riemannian Heisenberg group as the
lift of the motion of a charged particle confined to the (x, y) plane, subject to a constant vector

magnetic field B⃗ oriented positively along the z-axis. Indeed, according to the classical Lorentz

force law, F = q(v × B⃗), such a particle moves with an acceleration in the (x, y) plane which
is perpendicular to the magnetic field direction. The particle then follows a circular trajectory
in the plane with curvature proportional to the charge q; if the particle is not charged then the
trajectory is a straight line in the direction of v.

The relation (2) can be interpreted in magnetic terms: its right-hand side represents the
integral of the differential 1-form A = 1

2 (xdy − ydx), treated as a magnetic potential, over the
planar curve. The exterior derivative of the magnetic potential, β = dA = dx∧ dy, corresponds
to the magnetic field, viewed as a differential 2-form. In fact, the magnetic 2-form β is closed

and is dual to the vector field B⃗ under the standard isomorphism between 2-forms and vector
fields in R3.

More generally amagnetic field on a two-dimensional Riemannian surface (N, g) is represented
by a differential 2-form β ∈ Ω2(N) which is closed, i.e., satisfies dβ = 0. Assuming that β = dA
for some magnetic potential A ∈ Ω1(N), then the motion of a particle with charge q ∈ R on
M under the action of the corresponding magnetic field is obtained by minimizing the action
associated with the following Lagrangian

(3) L(p, v) =
1

2
∥v∥2g − q⟨A(p), v⟩, p ∈ N, v ∈ TpN.

where the brackets represent the duality between covectors and vectors. The corresponding
Hamiltonian, denoting g∗ the cometric on T ∗N , is given by

(4) H(p, ξ) =
1

2
∥ξ + qA(p)∥2g∗ , p ∈ N, ξ ∈ T ∗

pN.

Magnetic geodesics with charge q satisfy the following equation with respect to the Levi-Civita
connection ∇

(5) ∇γ̇ γ̇ = q b(γ̇),

where b is the skew-symmetric operator defined by the identity β(v, w) = g(v, b(w)). Since b is
skew-symmetric and N is 2-dimensional, then b(γ̇) is a scalar multiple of γ̇⊥, the unit vector
orthogonal to γ̇ in N . Then the relation (5) can also be rewritten in scalar terms: taking the
inner product in both sides of (5) with γ̇⊥ and using that kg(γ) = g(∇γ̇ γ̇, γ̇

⊥) is the (signed)
geodesic curvature of γ we have

(6) kg(γ) = q b(γ̇),

where now the right-hand side is treated as a scalar. Recall that the (unsigned) geodesic curva-
ture appears as a metric invariant satisfying (here dg is the Riemannian distance on N)

(7) d2g(γ(t+ ε), γ(t)) = ε2 −
k2g(γ)

12
ε4 + o(ε4).
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Similarly to the construction described above, the magnetic motion on N can be lifted to a
motion in the extended space N = N×R, imposing that the curve is tangent to the distribution

(8) D = kerω, ω = dz − π∗A.

Here π : N → N denotes the canonical projection, and the length of a curve tangent to D
is set to be equal to the Riemannian length of its projection onto N . The distribution D has
rank two, and, by definition, it is a contact distribution at points where the differential dω|D
is non-degenerate. Due to dω = −π∗β, this is in fact equivalent for the magnetic field β to be
non-vanishing on N . One can prove (cf. for instance [AG99], see also [ABB20, Sec. 4.4]) that,
under this assumption, magnetic trajectories on N with charge q coincide with the projection of
normal extremals for the sub-Riemannian problem which has q as vertical part of the covector.

Let Z ⊂ N be the set of points where the magnetic field β vanishes. The lifted sub-Rieman-
nian structure has step higher than 2 at Z ×R ⊂ N , the lift of the zero locus that is also called
Martinet set. Moreover, any horizontal curve contained in the Martinet set is an abnormal
extremal for the sub-Riemannian structure, see [ABB20, Lemma 4.43].

For a more explicit construction of the lifted sub-Riemannian structure, let us consider a
local orthonormal frame X1, X2 for the Riemannian metric g on N . Then the lifted distribution
(8) in N is spanned by the vector fields

(9) Y1 = X1 +A(X1)∂z, Y2 = X2 +A(X2)∂z,

where now we identify TN with TN ×R and we denote by z the new variable. By construction,
the vector field [X1, X2] is tangent to N so let us write [X1, X2] = c1X1 + c2X2 for suitable
smooth functions c1, c2 ∈ C∞(N). It is easy to see using dA = β that

[Y1, Y2] = c1Y1 + c2Y2 + β(X1, X2)∂z.

hence [Y1, Y2] is linearly independent from D at points where the magnetic field β does not
vanish, and D has step 2. More in general, one can prove that the distribution is bracket
generating of step k + 2 if k ∈ N is the smallest integer such that there exists a derivative ∂αβ
which is non-vanishing, with α a multi-index satisfying |α| = k (cf. [ABB20, Exercise 4.44]). We
refer to [Mon02, Chapter 12] for a general discussion of magnetic fields on higher dimensional
Riemannian manifolds (see also [LZ11] for the relation with the corresponding sub-Riemannian
structure).

1.1. Magnetic fields on sub-Riemannian manifolds. The goal of this paper is to investigate
magnetic fields on sub-Riemannian manifolds M . More specifically we are interested into

(i) formalizing what is a magnetic field on a sub-Riemannian manifold M ,
(ii) understanding magnetic geodesics on M ,
(iii) building a suitable lifted sub-Riemannian structure M ,
(iv) interpreting geometric properties of the lifted structures in terms of the magnetic field.

In this paper we focus on the lowest dimensional case, namely when M is a three-dimensional
contact sub-Riemannian manifold.

To generalize the approach described above, one might start by considering a closed differen-
tial 2-form β ∈ Ω2(M) on the sub-Riemannian manifold representing the magnetic field, which
again, we assume exact, i.e., β = dA for some magnetic potential A ∈ Ω1(M).

However, interpreting heuristically (3) in the sub-Riemannian sense, namely when the vectors
v belong to the distribution D = kerω, being ω a contact form, one immediately observes that
adding to A a term which is proportional to ω one does not affect the Lagrangian L, i.e., we
can replace A by any other A′ = A+ gω, where g ∈ C∞(M).

Similarly, since we are interested in minimizing the action defined by L, which we recall is
defined by the integral of the Lagrangian (3) over horizontal paths, we are free to add to A an
exact term, i.e., replace A by any A′ = A + df , where f is a smooth function on M . Actually,
due to the invariance of A with respect to the contact form, we can reduce to add the horizontal
part of the differential df . See Section 2.3 below.
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These two properties can be formalized by saying that a magnetic field in the sub-Riemannian
framework is represented by a Rumin differential 2-form β ∈ Ω2

H(M) which is closed.

1.2. The Rumin complex and magnetic geodesic equations. The Rumin complex is a
refinement of the de Rham complex designed to better capture the geometry of contact (or,
more in general, sub-Riemannian) manifolds. Originally, it was introduced by Rumin in the
framework of contact manifolds [Rum94], and later extended to Carnot groups [Rum00].

For a three-dimensional contact manifold, with D = span{X1, X2} and Reeb vector field X0,
the Rumin complex is defined by the space of horizontal k-forms Ωk

H(M) as follows:

Ω0
H(M) := C∞(M), Ω1

H(M) := span{ν1, ν2},(10)

Ω2
H(M) := span{ν1 ∧ ω, ν2 ∧ ω}, Ω3

H(M) := span{ν1 ∧ ν2 ∧ ω},(11)

where ν1, ν2, ω is the dual basis to X1, X2, X0. The standard exterior derivative is replaced with
the horizontal differential dH , which is adapted to the filtration naturally induced by the contact
structure. This new differential operator, when acting on 1-forms, has degree two. In our case,
for f ∈ C∞(M) and A = A1ν1 +A2ν2 ∈ Ω1

H , it is explicitly given by

(12) d0Hf = (X1f)ν1 + (X2f)ν2; d1HA = d (A+ dA(X1, X2)ω) ;

while d2H = d coincides with the exterior differential. A magnetic field on M hence is written as
a 2-form as follows

(13) β = β1ν1 ∧ ω + β2ν2 ∧ ω

which is closed in the ordinary sense, or equivalently, with respect to dH . The closure condition,
of course, implies that the two coefficients in (13) are not independent. We stress again that,
given β a horizontal magnetic field, the choice of A is not unique.

Our first result is the characterization of magnetic geodesics in sub-Riemannian geometry
similar to the one given in formula (5), in terms of sub-Riemannian magnetic fields.

Proposition 1. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H be a horizontal magnetic field on M . Let

γ : [0, T ] → M be a sub-Riemannian magnetic geodesic on M with charge q. Then there exists
a smooth function α defined on γ such that with respect to the Tanno connection ∇

∇γ̇ γ̇ = αJγ̇,(14)

∇γ̇α = g(τ(γ̇), γ̇) + q b(γ̇),(15)

where we denoted b(γ̇) = β(γ̇, X0) and τ(γ̇) = Tor(X0, γ̇).

Here Tor is the torsion of the Tanno connection ∇. We refer to Section 2.4 for more details.
Notice that for β = 0 we recover the geodesic equation (cf. Proposition 8).

It is interesting to observe that in the sub-Riemannian case the magnetic field does not appear
in equation (14) as in the Riemannian case, cf. (5), but rather in equation (15). This is coherent
with the fact that β is a Rumin differential, which on 1-forms acts as a differential operator of
order two. See also Remark 3.3.

Another interesting observation is that we can combine equations (14) and (15) as a single
equation as follows

(16)
d

dt
g(∇γ̇ γ̇, Jγ̇)− g(τ(γ̇), γ̇) = q b(γ̇),

and we can notice that the left-hand side of (16) coincides with the sub-Riemannian geodesic
curvature kSR(γ) introduced in [BK22] as a metric invariant of horizontal curves. Thus, also in
the three-dimensional sub-Riemannian case we have an analog interpretation of the magnetic
geodesic equation as a scalar equation to be compared with (6):

(17) kSR(γ) = q b(γ̇).
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The sub-Riemannian geodesic curvature can be defined as a metric invariant as follows: if γ is a
horizontal curve on M and dSR denotes the sub-Riemannian distance then [BK22, Theorem 3]

(18) d2SR(γ(t+ ε), γ(t)) = ε2 − k2SR(γ(t))

6!
ε6 + o(ε6).

It is interesting to notice that this invariant in dimension three appears at order 6, and not at
order 4 as in the Riemannian case, cf. (7). Being the Rumin differential a derivation of second
order in dimension three, one could interpret (17) as equality between second order invariants.

1.3. The lifted sub-Riemannian structure and its geometry. We now move to the geo-
metric interpretation of the sub-Riemannian magnetic geodesic. As in the classical case, a
sub-Riemannian magnetic geodesic can be interpreted as the projection of a suitable geodesic
flow on a lifted sub-Riemannian structure. Let us start from the simplest example.

Example 1.1 (from Heisenberg to Engel). In the specific case of the Heisenberg group H = R3

with coordinates (x, y, z), we have that the dual basis of 1-forms to X1, X2, ∂z is given by
dx, dy, ω = dz − 1

2 (xdy − ydx). The Rumin complex in this case is given by

(19) Ω1
H(H) = span{dx, dy}, Ω2

H(H) = span{dx ∧ ω, dy ∧ ω}.
Let us consider the following magnetic potential and the corresponding magnetic field

(20) A =
x2

2
dy, β = dHA = dx ∧ ω.

We stress that A has a polynomial coefficient of degree 2 but β is a 2-form with constant
coefficients, since dH is a derivation of degree 2 on 1-forms.

One can then follow the Riemannian lift procedure described above by considering a sub-Rie-
mannian structure on R4 generated by the vector fields

(21) Y1 = X1 +A(X1)∂w = ∂x − y

2
∂z, Y2 = X2 +A(X2)∂w = ∂y +

x

2
∂z +

x2

2
∂w.

One can immediately notice that [Y1, Y2] = ∂z + x∂w, and moreover

(22) [Y1, [Y1, Y2]] = ∂w, [Y2, [Y1, Y2]] = 0.

The distribution D = span{Y1, Y2} is bracket generating on R4. Requiring that {Y1, Y2} form
an orthonormal frame on D, the lifted sub-Riemannian structure is the Engel group.

For a general contact manifold, given a magnetic potential A ∈ Ω1
H(M) for a magnetic field

β ∈ Ω2
H(M) and a basis X1, X2 for the contact distribution which is orthonormal for the metric

on D, we define the lifted distribution

(23) D = span{Y1, Y2}, Yi = Xi +A(Xi)∂w.

We notice that this is a rank 2 distribution in the 4-dimensional space M = M ×R, hence it has
necessarily step ≥ 3. One can show that the step is finite, i.e., the sub-Riemannian structure on
M is well-defined, if at every point there exists a horizontal derivation of β which is non-vanishing
(cf. Proposition 16). In the rest of the introduction we always make this assumption.

The following result completely characterizes the situation when the magnetic field is non-
vanishing. This is proved combining Proposition 10, Lemma 13, Propositions 15 and 17.

Theorem 2. Let β ∈ Ω2
H(M) be a horizontal magnetic field on a three-dimensional contact

sub-Riemannian manifold M which defines the lifted sub-Riemannian structure on M . Then

(a) normal extremal trajectories of M projects on magnetic geodesics on M ,
(b) abnormal extremal trajectories of M projects on horizontal curves γ on M satisfying

ιγ̇β = β(γ̇, ·) = 0.

Moreover, in the region where β is non-vanishing, the lifted distribution D has step 3 on M ,
and for every p ∈ M there exists a unique abnormal extremal trajectory γ passing through p.
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The last property can be rephrased by saying that, where β is non-vanishing, the lifted
distribution D on M is a Engel-type distribution.

Observe that with respect to the magnetic lift of a Riemannian manifold, in this case abnormal
extremal trajectories always exist, also when the magnetic field is never vanishing.

Remark 1.2. In the region where the magnetic field β is non-vanishing, choosing a frame X1, X2

for D and the corresponding dual elements, we can write β = β1ν1∧ω+β2ν2∧ω with (β1, β2) ̸=
(0, 0). The characteristic curves of β (namely ιγ̇β = 0) in this frame satisfy γ̇ = −β2X1+β1X2.

Notice that, clearly, condition ιγ̇β = 0 holds also for horizontal curves contained in the zero
locus of β. We stress that in both cases one has b(γ̇) = 0, where b appears in (15). One
can interpret this fact by saying that, along the projection onto M of an abnormal extremal
trajectory living on M , the magnetic field does not affect the dynamics.

1.4. On the zero locus. Now we move to the study of the step of D in the lift of the zero
locus Z of a magnetic field β ∈ Ω2

H(M). Let us write β = β1ν1 ∧ ω + β2ν2 ∧ ω with respect
to a basis and let us consider the pair (β1, β2) as a map from M to R2. The step of the lifted
distribution D at points in M is related with the rank of this map.

Theorem 3. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H(M) be a horizontal magnetic field on M , a

three-dimensional contact sub-Riemannian manifold and let p ∈ Z.

(i) If rank (dβ1, dβ2) |p = 2, then the step of D at {p} × R ⊂ M is 4;

(ii) If rank (dβ1, dβ2) |p = 1, then the step of D at {p} × R ⊂ M is 4 or 5;

(iii) If rank (dβ1, dβ2) |p = 0, then the step of D at {p} × R ⊂ M is ≥ 5.

We notice that the result is independent of the choice of the frame. When the rank of the
map is 2, namely case (i), then the zero locus of the magnetic field is a curve. It is interesting
to stress here that the step is not affected by the curve being horizontal or transversal to the
distribution D on M .

This is in contrast with case (ii) when the rank is 1. Up to switching indices, we can assume
that dβ1 ̸= 0. Hence Σ = β−1

1 (0) defines a regular surface that contains the zero locus Z of
β. We can characterize the step of the lifted sub-Riemannian structure via a geometric analysis
involving characteristic points of Σ, i.e., points p ∈ Σ where Dp = TpΣ.

Theorem 4. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H be a horizontal magnetic field on M , a three-

dimensional contact sub-Riemannian manifold satisfying rank (dβ1, dβ2) = 1 at p ∈ Z. Assume
dβ1|p ̸= 0 and let Σ = β−1

1 (0). Then D has step 5 at {p} ×R if and only if p is a characteristic
point in Σ.

Finally, we stress that at points where the rank is equal to zero we can have arbitrarily large
step. This can be shown by considering explicit magnetic fields of the following form for any
given integer n ≥ 1

(24) β =
fn

n!
(b1ν1 + b2ν2) ∧ ω ∈ Ω2

H ,

where b1, b2, f ∈ C∞(M) with b21 + b22 ̸= 0 and df ̸= 0. In this case the zero locus of β given by
Z = f−1(0) and one can prove that the step of the lifted distribution D is equal to 3 at points
which projects on M \ Z, it is n + 3 at points which projects on Z \ Char(Z), it is equal to
2n + 3 at points which projects on Char(Z), where Char(Z) denotes the set of characteristic
points in Z. Cf. Lemmas 20 and 21.

1.5. Structure of the paper. Section 2 is devoted to some preliminaries and in particular the
description of the Rumin complex for three-dimensional manifolds. In Section 3 we introduce
magnetic fields for three-dimensional sub-Riemannian manifolds and we obtain the magnetic
geodesic equations. Then we define the associated lifted sub-Riemannian structure in Section 4
and describe its properties in the case when the magnetic field is never vanishing. Section 5
covers the case when the magnetic field can vanish somewhere and the characterization of the



MAGNETIC FIELDS ON SUB-RIEMANNIAN MANIFOLDS 7

step of the lifted structure and its abnormal curves in this case. Finally in Section 6 we present
a class of magnetic fields with a given surface as zero locus and we analyze the behavior of
abnormal extremal trajectories with respect to the zero locus of the magnetic field.

Acknowledgements. Davide Barilari, Tania Bossio and Valentina Franceschi acknowledge
the support granted by the Italian PRIN Project “Optimal Transport: new challenges across
analysis and geometry” within the Program PRIN 2022. The authors wish to thank Francesca
Tripaldi for useful conversations on the Rumin complex and Alessandro Minuzzo for preliminary
discussions on sub-Riemannian magnetic fields.

2. Preliminaries

We first recall here some basic notions of sub-Riemannian geometry, for a more detailed
introduction we refer to [ABB20]. Then we focus on the specific case of three-dimensional
contact sub-Riemannian manifolds. Finally, we present the Rumin complex defined for three-
dimensional contact sub-Riemannian manifolds, cf. [Rum94].

2.1. Sub-Riemannian structures. Let M be a smooth, connected n-dimensional manifold
equipped with D a bracket generating vector distribution of rank r in TM .

Definition 2.1. For k ≥ 1, we set D1 = D and recursively define

(25) Dk+1 = span
{
Dk,

[
D,Dk

]}
.

We say that the distribution D at a point p ∈ M is bracket generating of step k if it holds that

(26) Dk
p = TpM and Dj

p ⊊ TpM ∀ j ∈ {1, . . . , k − 1}.
Finally, the distribution is bracket generating if it is bracket generating at every p ∈ M .

The manifold M , equipped with D a bracket generating vector distribution of rank r and
with g a metric defined on D, is said to be a smooth sub-Riemannian manifold of rank r.

Let X1, . . . , Xr a locally defined frame for D. A curve γ : [0, T ] → M is horizontal if it is
absolutely continuous and there exists a control u ∈ L∞([0, T ],Rr) satisfying

(27) γ̇(t) =

r∑
i=1

ui(t)Xi(γ(t)) ∈ Dγ(t), for a.e. t ∈ [0, T ].

The length of a horizontal curve is defined as:

(28) ℓ(γ) :=

∫ T

0

√
g (γ̇(t), γ̇(t)) dt.

Finally, the sub-Riemannian distance dSR between any two points p, q ∈ M is defined as

(29) dSR(p, q) := inf{ℓ(γ) | γ horizontal curve joining p and q}.
By the Chow-Rashevskii theorem, the bracket generating assumption ensures that the distance
dSR is finite, continuous and it induces the manifold topology [ABB20, Chapter 3].

The sub-Riemannian Hamiltonian is the smooth function H : T ∗M → R defined as

(30) H(λ) =
1

2

r∑
i=1

⟨λ,Xi(x)⟩2,

where λ ∈ T ∗
xM and ⟨·, ·⟩ is the usual duality pairing.

Let H⃗ be the Hamiltonian vector field on T ∗M associated to H. Namely, H⃗ is the unique
vector field such that

(31) σ(·, H⃗) = dH,

where σ is the canonical symplectic form on the cotangent bundle. A curve λ : [0, T ] → T ∗M
that solves

(32) λ̇(t) = H⃗(λ(t)),
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is called normal extremal. The projection of a normal extremal is called normal extremal trajec-
tory, it is a smooth curve parametrized with constant speed, and whose sufficiently small arcs
are length-minimizers [ABB20, Chapter 4].

Not all length-minimizers arise projecting the Hamiltonian flow (32). In sub-Riemannian
geometry one should also consider the so-called abnormal extremal trajectories. These are hori-
zontal curves that are critical points of the end-point map and depend only on the distribution
D (while do not depend on the choice of the metric g on it).

Length-minimizers of abnormal type admit a non zero lift λ : [0, T ] → T ∗M satisfying a
time-dependent Hamiltonian equation and are contained in D⊥ := H−1(0). For distributions
of constant rank (all distributions appearing in this paper satisfy this assumption) we have the
following characterization which can be found in [ABB20, Section 4.3].

Proposition 5. Let M be a sub-Riemannian structure associated with a distribution D of
constant rank. Then a never vanishing Lipschitz curve in H−1(0) is a characteristic curve for
σ|H−1(0) if and only if it is the reparametrization of an abnormal extremal.

2.2. Three-dimensional contact sub-Riemannian spaces. A three-dimensional smooth
manifold M is a sub-Riemannian contact manifold if it is equipped with a smooth one-form ω
satisfying the non degeneracy condition ω ∧ dω ̸= 0, where d denotes the exterior derivative.

The sub-Riemannian structure on M is defined by (i) D = kerω a two-dimensional bracket
generating distribution, (ii) g a smooth metric defined on D.

We require that the two-dimensional volume form volg defined by g on D coincides with the
two-dimensional form −dω|D. The Reeb vector field X0 is the unique vector field such that

(33) ιX0
ω = 1, ιX0

dω = 0,

where ιX denotes the interior product with respect to the vector field X.
Given any local orthonormal frame {X1, X2} for D, the family {X1, X2, X0} is a local frame

for TM . We set {ν1, ν2, ν0} to be the corresponding dual frame, where ν0 = ω is the contact
form. By our convention, a horizontal frame is positively oriented if −dω(X1, X2) = 1. For such
frames, the commutation relations read:

[X1, X2] = c112X1 + c212X2 +X0,

[X1, X0] = c110X1 + c210X2,

[X2, X0] = c120X1 + c220X2,

(34)

where the ckij are suitable smooth functions on M , called structure functions. Notice that the
structure functions are constant if the sub-Riemannian structure is left-invariant on a Lie group
(cf. [ABB20, Section 7.4]).

Example 2.2. The prototype model of sub-Riemannian contact manifold is the three-dimensio-
nal Heisenberg group H. This consists in M = R3 with coordinates (x, y, z) ∈ R3, equipped
with the globally defined contact form

(35) ω = dz − 1

2
(xdy − ydx).

The distribution D = kerω is generated by the vector fields:

(36) X1 = ∂x − y

2
∂z, X2 = ∂y +

x

2
∂z.

The Reeb vector field is X0 = ∂z. Setting g the sub-Riemannian metric on D such that {X1, X2}
is an orthonormal frame for D we have volg = −dω|D = dx ∧ dy, and the following bracket
relations hold true:

(37) [X1, X2] = X0, [X1, X0] = [X2, X0] = 0.

In conclusion, {X1, X2, X0} constitutes a frame for TM with corresponding dual frame for T ∗M
given by ν1 = dx, ν2 = dy, ν0 = ω.
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It is convenient for later purposes to introduce hi : T
∗M → R for i = 0, 1, 2 a set of linear on

fiber functions defined by hi(λ) = ⟨λ,Xi⟩ associated with the frame Xi for i = 0, 1, 2. We have

the following identities, where H⃗ denotes the Hamiltonian vector field in (31)

H =
1

2

2∑
i=1

h2
i , H⃗ =

2∑
i=1

hih⃗i =

2∑
i=1

hiXi + hi(c
k
ijhk + c0ijh0)∂hj

In particular, treating the functions (h1, h2, h0) as coordinates on the fibers, and given an integral

curve of H⃗ in T ∗M satisfying (32), we have that for its projection γ on the base manifold M

γ̇ =

2∑
i=1

hiXi,

while the functions hi satisfy for j = 0, 1, 2

ḣj = {H,hj} =
∑

i,k=1,2

ckijhihk + ck0jh0hk

Remark 2.3. It is useful to recall the following properties relating the Hamiltonian vector field

h⃗ ∈ Vec(T ∗M) associated to a Hamiltonian h ∈ C∞(T ∗M) and the Poisson bracket. For a proof
of these basic facts in symplectic geometry we refer to [ABB20, Chapter 4].

(a) If h, k, k′ ∈ C∞(T ∗M) then h⃗(k) = {h, k} and {h, kk′} = {h, k}k′ + {h, k′}k.
(b) If hX = ⟨λ,X⟩ and hY = ⟨λ, Y ⟩ are linear on fibers functions then {hX , hY } = h[X,Y ].
(c) If hX = ⟨λ,X⟩ and α, α′ ∈ C∞(M) then {hX , α} = Xα and {α, α′} = 0.

Thanks to properties (a)-(c) one can prove in particular that for every function α ∈ C∞(M)
(regarded as a function in T ∗M) the vector field α⃗ is vertical, namely that π∗α⃗ = 0.

We recall the Cartan formula for differential one-forms: for any smooth one-form τ on M
and any smooth vector fields V,W , it holds that:

(38) dτ(V,W ) + τ([V,W ]) = V (τ(W ))−W (τ(V )).

We deduce that for k = 0, 1, 2 we have

(39) dνk = −ck10ν1 ∧ ω − ck20ν2 ∧ ω − ck12ν1 ∧ ν2.

The volume form ν1 ∧ ν2 ∧ ω coincides with the so-called Popp’s volume. Moreover, since
dω = −ν1∧ν2 by (39), notice that the Popp’s volume coincides with −ω∧dω. We refer to [BR13]
for more details on the construction in more general sub-Riemannian manifolds. Denoting with
µ the smooth measure associated with the Popp’s volume, the divergence of a vector field X
with respect to µ is the smooth function divµ(X) that satisfies

(40) LXµ = divµ(X)µ,

where LX denotes the Lie derivative with respect to X. Recalling that LX = d ◦ ιX + ιX ◦ d
(where ιX denotes the interior product with X) and that volume forms are closed, we have

(41) LXµ = −d (ιX ω ∧ dω) .

Moreover, using also (39), one computes the divergence in terms of the coefficients in (34):

(42) divµ(X1) = −c212, divµ(X2) = c112.

The divergence operator is linear and satisfies the following Leibniz rule:

(43) divµ(fX) = Xf + fdivµ(X),

where f : M → R is smooth and X is a vector field on M .
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Remark 2.4. We end this section by recalling that the canonical symplectic form σ on the
cotangent bundle T ∗M can be written in the basis of 1-forms νi dual to the chosen basis of
TM and the differentials dhi for i = 0, 1, 2 of the linear on fibers functions defined above. The
symplectic form σ is the differential of the tautological form s =

∑
i=1,2,0 hiνi hence

σ = ds =
∑

i=1,2,0

dhi ∧ νi + hidνi

We recall that contact structures on three-dimensional manifolds do not admit non-constant
abnormal extremals trajectories (see [ABB20, Proposition 4.38]).

2.3. The Rumin complex. The construction of the Rumin complex we present here is spe-
cific for three-dimensional sub-Riemannian contact manifolds. For simplicity, we define objects
globally on M but everything can be defined on open sets U ⊂ M .

Definition 2.5 (Horizontal differential forms). For k = 0, . . . , 3, we define the space of the
horizontal k-forms Ωk

H(M) as

Ω0
H(M) := C∞(M),

Ω1
H(M) := span{ν1, ν2},

Ω2
H(M) := span{ν1 ∧ ω, ν2 ∧ ω},

Ω3
H(M) := span{ω ∧ dω},

(44)

where ν1, ν2, ω is the dual basis to X1, X2, X0.

Definition 2.6 (Horizontal differential). For k = 0, 1, 2, we define the horizontal differential or
Rumin differential

(45) dkH : Ωk
H(M) → Ωk+1

H (M)

in the following way:

(i) For f ∈ Ω0
H(M), we set

(46) d0Hf = (X1f)ν1 + (X2f)ν2;

(ii) For A = A1ν1 +A2ν2 ∈ Ω1
H(M), we set

(47) d1HA = d (A+ dA(X1, X2)ω) ;

(iii) For β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H(M), we set

(48) d2Hβ = d (β1ν1 ∧ ω + β2ν2 ∧ ω) .

Since for k = 1, 2 it holds dkH ◦ dk−1
H = 0, the co-chain

(49) 0 −→ R −→ Ω0
H(M)

d0
H−→ Ω1

H(M)
d1
H−→ Ω2

H(M)
d2
H−→ Ω3

H(M) −→ 0.

defines a complex (Ω∗
H , d∗H), referred to as the Rumin complex.

Furthermore, d0H and d2H are differential operators of the first order, whereas d1H is a second-
order differential operator, as we show in the following with more explicit computations. In what
follows, the index k in the notation dkH can be omitted whenever it is clear from the context.

Lemma 6. Let A = A1ν1+A2ν2 ∈ Ω1
H(M) such that β = dHA = β1ν1∧ω+β2ν2∧ω ∈ Ω2

H(M).
Then,

β1 = X1X2(A1)−X1X1(A2)− c112X1(A1)− c212X1(A2)−X0(A1)

− (X1(c
1
12) + c110)A1 − (X1(c

2
12) + c210)A2,

(50)

β2 = X2X2(A1)−X2X1(A2)− c112X2(A1)− c212X2(A2)−X0(A2)

− (X2(c
1
12) + c102)A1 − (X2(c

2
12) + c202)A2.

(51)
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Proof. Since βi = dHA(Xi, X0) for i = 1, 2, by (47) and using (39) it holds that

β1 = X1(dA(X1, X2))−X0(A1)− c110A1 − c210A2,(52)

β2 = X2(dA(X1, X2))−X0(A2)− c120A1 − c220A2.(53)

Exploiting (38), we obtain that

dA(X1, X2) = X1(A(X2))−X2(A(X1))−A([X1, X2])

= X1(A2)−X2(A1)− c112A1 − c212A2.
(54)

Substituting in (52) and (53) we conclude. □

The following result, due to Rumin, guarantees that every dH -closed horizontal form is lo-
cally dH -exact and that the cohomology induced by (ΩH , dH) is isomorphic to the de Rham
cohomology of M . Consequently, all constructions involving the Rumin complex can also be
interpreted locally, namely on an open neighborhood U that is topologically equivalent to R3.

Proposition 7 ([Rum94]). The Rumin complex (ΩH , dH) is locally exact and it computes the
de Rham cohomology of M .

Originally, the Rumin complex was introduced by Rumin in the framework of contact mani-
folds [Rum94], and later for Carnot groups [Rum00]. More recently, an alternative construction
of this complex has been proposed in [FT23,FT24] including homogeneous groups and filtered
manifolds, of which equiregular sub-Riemannian structures represent particular cases.

2.4. Tanno connection. We introduce the Tanno connection, which is a canonical connection
on sub-Riemannian contact manifold M , see [Tan89,ABR17]. For proofs of some facts listed in
this subsection, in the same three-dimensional setting, we also refer to [BB24].

Given the normalized contact structure ω on M , we define the linear map J : TM → TM by
g(X,JY ) = dω(X,Y ) for horizontal vector fields X,Y , while JX0 = 0.

Definition 2.7. The Tanno connection ∇ is the unique linear connection on TM satisfying

(i) ∇g = 0, ∇X0 = 0;
(ii) Tor(X,Y ) = g(X, JY )X0 = dω(X,Y )X0 for all X,Y ∈ D;
(iii) Tor(X0, JX) = −JTor(X0, X) for any vector field X on M .

where Tor denotes the torsion of the connection ∇.

In what follows ∇ will always denote the Tanno connection. Being ∇ a metric connection, it
follows that ∇XY is parallel to JY for any unitary horizontal vector fields X,Y . It is also easy
to check that the Tanno connection ∇ commutes with the operator J , i.e., ∇XJY = J∇XY.

Let us introduce the “horizontal” Christoffel symbols

(55) Γk
ij :=

1

2

(
ckij + cjki + cikj

)
, i, j, k = 1, 2.

Notice that Γk
ij + Γj

ik = 0 and that one can recover some of the structural functions with the
relation

(56) ckij = Γk
ij − Γk

ji, i, j, k = 1, 2.

In terms of the structural functions, we have, for i, j = 1, 2

(57) ∇XiXj =

2∑
k=1

Γk
ijXk, ∇X0Xi =

1

2

2∑
k=1

(cik0 − cki0)Xk, JXi =

2∑
j=1

c0ijXj .

Let Tor be the torsion associated to the Tanno connection and τ : D → D be the linear
operator τ(X) := Tor(X0, X) for X horizontal. Then τ is symmetric with respect to g and

(58) τ(Xi) =
1

2

2∑
k=1

(cik0 + cki0)Xk, Tor(Xj , Xk) = −c0jkX0,
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The equations for sub-Riemannian normal geodesics on M can be also characterized as follows.

Proposition 8. Let γ : [0, T ] → M be a sub-Riemannian geodesic on M . Then there exists a
smooth function α defined on γ such that

∇γ̇ γ̇ = αJγ̇(59)

∇γ̇α = g(τ(γ̇), γ̇)(60)

This result is well-known (see [Rum94, Proposition 15]). A proof for general contact struc-
tures, with language similar to the one presented here, can be found for instance in [ABR17].
We refer to [BK22] for the relation with the geodesic curvature in the three-dimensional case.

Remark 2.8. Notice that in the case of the Heisenberg group τ = 0, hence α is constant along
geodesics γ and actually coincides with the vertical part of the covector defining it.

In the general case the quantity appearing in the second equation η(γ̇) := g(τ(γ̇), γ̇) is a
directional invariant which is related to the metric invariant χ of the contact structure [AB12].
We refer to [BK22] for more details.

3. Magnetic fields on 3D contact sub-Riemannian manifolds

Let us consider a three-dimensional contact sub-Riemannian manifold, which we will denote
by M throughout the paper. We start by introducing horizontal magnetic fields.

Definition 3.1. A horizontal magnetic field is a differential two-form β ∈ Ω2
H(M) which is

closed with respect to the exterior derivative d. With respect to a choice of the frame, there
exist β1, β2 ∈ C∞(M) such that

(61) β = β1ν1 ∧ ω + β2ν2 ∧ ω, dβ = 0.

If β is exact, a smooth one-form A = A1ν1 +A2ν2 ∈ Ω1
H such that β = dHA is called horizontal

magnetic potential.

Remark 3.2. By formula (48), one has dβ = dHβ for every β ∈ Ω2
H , so that one can use

equivalently both differentials in the above definition. In particular, since dHβ = 0, we can
always find a horizontal magnetic potential A ∈ Ω1

H(M) locally defined on M (cf. Proposition 7).
Moreover, notice that A ∈ Ω1

H(M) is unique up to adding a term dHf with f ∈ C∞(M).

3.1. Magnetic geodesics equation. In this section we want to prove a characterization of
magnetic geodesics in sub-Riemannian geometry similar to the one given in Proposition 8 for
classical geodesics.

Let β ∈ Ω2
H(M) be a horizontal magnetic field on M and let A ∈ Ω1

H(M) be a horizontal
magnetic potential on M for β such that β = dHA. Sub-Riemannian magnetic geodesics are
obtained as projections of integral curves of the Hamiltonian vector field associated with the
magnetic Hamiltonian (here q is a scalar denoting the charge of the particle)

(62) HA =
1

2

2∑
i=1

(hi + q Ai)
2,

that is obtained by modifying the sub-Riemannian Hamiltonian with the functions Ai = ⟨A,Xi⟩,
(cf. formula (4) for the classical case). The corresponding Hamiltonian vector field is written as

H⃗A =

2∑
i=1

(hi + q Ai)(⃗hi + q A⃗i).

We give a geometric characterization of magnetic geodesics, showing that the notion we intro-
duced of magnetic field is well-defined since geodesics do not depend on the choice of A.



MAGNETIC FIELDS ON SUB-RIEMANNIAN MANIFOLDS 13

Proposition 9. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H(M) be a horizontal magnetic field on M .

Let γ : [0, T ] → M be a sub-Riemannian magnetic geodesic on M with charge q. Then there
exists a smooth function α defined on γ such that

∇γ̇ γ̇ = αJγ̇,(63)

∇γ̇α = g(τ(γ̇), γ̇) + q b(γ̇),(64)

where we denoted b(γ̇) = β(γ̇, X0) and τ(γ̇) = Tor(X0, γ̇).

Proof. By linearity with respect to q, it is enough to consider the case q = 1. Consider an integral

curve λ̇ = H⃗A(λ) and set λ = (γ, h) where γ is the projection onto M and h = (h1, h2, h0) are
the vertical coordinates associated with the frame X1, X2, X0 as discussed in Section 2.2.

Thanks to Remark 2.3, being Ai smooth functions on M , the vector fields A⃗i are vertical,

i.e., π∗A⃗i = 0. Projecting the equation λ̇ = H⃗A(λ) on M one thus obtains

γ̇ =

2∑
i=1

(hi +Ai)Xi,

where the quantities hi and Ai satisfy the following differential equations along the flow (recall

that ḟ = H⃗A(f) = {HA, f})

ḣj =

2∑
i=1

(hi +Ai){hi +Ai, hj} =

2∑
i=1

(hi +Ai)[{hi, hj}+ {Ai, hj}](65)

=

2∑
i,k=1

(hi +Ai)[c
k
ijhk + c0ijh0 −Xj(Ai)].

Similarly

Ȧj =

2∑
i=1

(hi +Ai){hi +Ai, Aj} =

2∑
i=1

(hi +Ai)[{hi, Aj}+ {Ai, Aj}](66)

=

2∑
i=1

(hi +Ai)[Xi(Aj)].

Now we are ready to compute the quantity ∇γ̇ γ̇ to characterize the magnetic geodesic equation.

We have (recall that ∇γ̇f = ḟ)

∇γ̇ γ̇ =

2∑
j=1

∇γ̇ [(hj +Aj)Xj ] =

2∑
j=1

(ḣj + Ȧj)Xj + (hj +Aj)∇γ̇Xj(67)

=

2∑
i,j=1

(ḣj + Ȧj)Xj + (hj +Aj)(hi +Ai)

2∑
k=1

Γk
ijXk,

where we used the relations ∇XiXj =
∑2

k=1 Γ
k
ijXk given in Section 2.4. Adding (65) and (66)

we get

ḣj + Ȧj =

2∑
i,k=1

(hi +Ai)[c
k
ijhk + c0ijh0 +Xi(Aj)−Xj(Ai)],



14 MAGNETIC FIELDS ON SUB-RIEMANNIAN MANIFOLDS

and replacing in (67) (also switching j and k in the second summand)

∇γ̇ γ̇ =

2∑
i,j,k=1

(hi +Ai)[c
k
ijhk + c0ijh0 +Xi(Aj)−Xj(Ai)]Xj + (hk +Ak)(hi +Ai)Γ

j
ikXj

=

2∑
i,j,k=1

(hi +Ai)[−ckijAk + c0ijh0 +Xi(Aj)−Xj(Ai)]Xj ,

where we added and subtracted ckijAk in the first sum and used that for horizontal coefficients

ckij + Γj
ik is skew symmetric in i, k due to (55) and (56). Denoting

ζij = dA(Xi, Xj) = Xi(Aj)−Xj(Ai)−
2∑

k=1

ckijAk,

we have

∇γ̇ γ̇ =

2∑
i,j=1

(hi +Ai)[ζij + c0ijh0]Xj ,(68)

which can be rewritten in a more compact form using (57) (notice that ζij = ζc0ij where ζ = ζ12)

∇γ̇ γ̇ = (ζ + h0)Jγ̇.(69)

Let us now compute first

ζ̇ = ∇γ̇ζ =

2∑
i=1

(hi +Ai){hi +Ai, ζ} =

2∑
i=1

(hi +Ai)Xi(ζ)

=

2∑
i=1

(hi +Ai)(βi +X0(Ai) + cji0Aj),

where in the second line we crucially used relations (52) and (53). Moreover

ḣ0 = ∇γ̇h0 =

2∑
i=1

(hi +Ai)[{hi, h0}+ {Ai, h0}]

=

2∑
i,j=1

(hi +Ai)(c
j
i0hj −X0(Ai)),

and summing together we get

ζ̇ + ḣ0 =

2∑
i,j=1

βi(hi +Ai) + cji0(hj +Aj)(hi +Ai).

The conclusion follows recognising that given v =
∑2

i=1 viXi, one has

□(70) b(v) = β(v,X0) =

2∑
i=1

βivi, g(τ(v), v) =
1

2

2∑
i,k=1

(cik0 + cki0)vivk.

Remark 3.3. It is interesting to observe that in the Riemannian case since β = dA involves the
exterior differential, the magnetic field appears in the equation of the geodesics at the level of
equation (69) (or, equivalently, (63)).

In the sub-Riemannian case, we have β = dHA and the Rumin differential acts as a differential
operator on degree 2 on one-forms. Hence the coefficients of the magnetic field contain second
order derivatives of the coefficients of A and coherently appear in the second equation (64).
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3.2. The lifted sub-Riemannian structure. Inspired by the construction described in Sec-
tion 1, we associate with a horizontal magnetic field β a lifted sub-Riemannian structure on the
line-bundle M = M × R. The construction we describe assumes the existence of a horizontal
magnetic potential A ∈ Ω1

H(M) globally defined. We stress again that, if such a potential does
not exist, the construction is still-well defined locally on M .

Let β be a horizontal magnetic field, and A a horizontal magnetic potential for β. Given
γ : [0, T ] → M a horizontal curve in M , and w0 ∈ R, we define the lift γ = (γ,w) : [0, T ] → M
satisfying w(0) = w0 with

(71) w(t) = w0 +

∫ t

0

A(γ̇(s))ds.

Notice that in particular γ̇ is in the kernel of the 1-form dw −A. In particular if

(72) γ̇(t) = u1(t)X1|γ(t) + u2(t)X2|γ(t),
then

(73) γ̇(t) = u1(t)(X1 +A(X1)∂w)|γ(t) + u2(t)(X2 +A(X2)∂w)|γ(t),

where we write elements of TM ≃ TM ⊕ TR as X + α∂w with X ∈ TM and α ∈ R. We want
to set the length of γ to be equal to the length of γ. This is done in the following.

Definition 3.4. The lifted distribution on M is the horizontal rank-two distribution given by
D = span{Y1, Y2}, where Y1, Y2 is an orthonormal frame defined by

(74) Y1 = X1 +A(X1)∂w, Y2 = X2 +A(X2)∂w.

and X1, X2 is an orthonormal frame for D.

It is easy to see that the distribution D is independent of the choice of the frame for D.
Indeed, by linearity of A, it holds that

D = span{X +A(X)∂w | X ∈ D}.
Moreover if g denotes the inner product on D and π : M → M denotes the canonical projection
the metric just defined on D is given by g := π∗g.

Remark 3.5. Since D is a contact distribution on M , the vector field [Y1, Y2] is linearly inde-
pendent from D. This follows from the fact that

[Y1, Y2] = [X1, X2] + (X1A2 −X2A1) ∂w,

and that [X1, X2] is linearly independent from X1, X2. More precisely, denoting

(75) Y0 = X0 + dA(X1, X2)∂w,

using (34) and (38), we obtain

(76) [Y1, Y2] = c112Y1 + c212Y2 + Y0.

We observe that Y0 is not in the distribution D and it is independent of the choice of the
orthonormal frame for D.

Remark 3.6. Example 1.1 shows how the above construction applied to M = H with the hor-
izontal magnetic field β = dHA = dx ∧ ω associated with the horizontal magnetic potential

A = x2

2 dy gives rise to the Engel structure on R4.
It is interesting to compare the choice of A of Example 1.1 with the horizontal 1-form

(77) A′ = −
(z
2
+

xy

12

)
dx+

x2

12
dy.

One can check that

A−A′ =
(z
2
+

xy

12

)
dx+

5x2

12
dy = dH

(
xz

2
+

x2y

6

)
.
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The lifted distribution D′
associated to A′ differs from the lifted distribution D associated to A,

nevertheless, the commutator relations recover the Lie algebra structure of the Engel group.

In particular, we have that D′
is generated by

(78) Y ′
1 = ∂x − y

2
∂z −

(z
2
+

xy

12

)
∂w, Y ′

2 = ∂y +
x

2
∂z +

x2

12
∂w.

And it holds that [Y ′
1 , Y

′
2 ] = ∂z +

x
2∂w, while [Y ′

1 , [Y
′
1 , Y

′
2 ]] = ∂w and [Y ′

2 , [Y
′
1 , Y

′
2 ]] = 0.

One can prove, more in general, that given A ∈ Ω1
H(M) and A′ = A+dHf , with f ∈ C∞(M).

Then, the Lie algebras LieD(A) and LieD(A′) defined by the distribution associated with the
two different potentials are isomorphic.

3.3. Normal extremals. In this section we prove the following fact, relating the sub-Rieman-
nian Hamiltonian flow on M and the magnetic flow on M .

Proposition 10. The sub-Riemannian normal extremal trajectories for the lifted sub-Rieman-
nian structure (M,D, g) project onto magnetic geodesics on M .

Proof. This is a direct consequence of the construction. We report here a sketch of the proof
for completeness. In what follows we identify M = M × R where points are denoted by pairs
(p, w), and TM ≃ TM ⊕ TR. Similarly we can consider the identification T ∗M ≃ T ∗M ⊕ T ∗R,
denoting points ζ = (λ, ζw) ∈ T ∗M ⊕ T ∗R.

The sub-Riemannian Hamiltonian associated with the lifted structure (M,D, g) is

(79) H =
1

2

∑
i=1,2

⟨ζ, Yi⟩2.

Using the fact that ζ = (λ, ζw) and Yi = Xi +Ai∂w we can decompose

⟨ζ, Yi⟩ = ⟨λ,Xi⟩+Ai⟨ζ, ∂w⟩ = hi +Aiζw,

where hi = ⟨λ,Xi⟩ is the Hamitonian linear on fibers on T ∗M (cf. Section 2.2). Hence we can
rewrite (79) as

(80) H =
1

2

∑
i=1,2

(hi +Aiζw)
2.

Since the functions Ai = Ai(p) do not depend on the variable w, the Hamiltonian H is indepen-

dent of w as well. This implies that along the corresponding Hamiltonian flow one has ζ̇w = 0.
Setting ζw = q (this is the charge of the particle!) one can rewrite the Hamiltonian (80) as

(81) H =
1

2

∑
i=1,2

(hi + qAi)
2.

Writing Hamiltonian equations and comparing with the magnetic Hamiltonian HA given in
(62) it readily follows that projections on M of integral curves of the Hamiltonian vector field
associated with H on M are magnetic geodesics given in Proposition 9. □

3.4. On the Maxwell equations. The space of the Rumin two-forms Ω2
H(M) has dimension

two. The closure condition on the magnetic field provides a constraint, hence the coefficients of
a magnetic field are not independent. In this section, we describe how these coefficients interact,
starting from reinterpreting the closure condition in terms of a Maxwell-type equation.

Lemma 11. Let β = β1ν1∧ω+β2ν2∧ω ∈ Ω2
H(M) be a horizontal magnetic field. The condition

dβ = 0 is equivalent to the following

(82) divµ(−β2X1 + β1X2) = 0.

where µ is the smooth measure associated with the Popp’s volume.
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Proof. On the one hand, recalling (39), we have that

(83) dβ = d (β1ν1 ∧ ω + β2ν2 ∧ ω) =
(
X1β2 −X2β1 − c112β1 − c212β2

)
ν1 ∧ ν2 ∧ ω.

On the other hand, by the linearity of the divergence operator and exploiting (43) and (42), it
holds that

(84) divµ(−β2X1 + β1X2) = −X1β2 + c212β2 +X2β1 + c112β1.

Therefore, comparing the coefficient of the volume form in (83) with the expression in (84),
we deduce that dβ = 0 if and only if divµ(−β2X1 + β1X2) = 0. □

Remark 3.7. Formula (82) can be seen as the analog of Maxwell’s equation in classical magnetic
theory in the three-dimensional Euclidean space, with µ the Euclidean volume measure and in
the absence of an electric field. Maxwell’s equations were studied in the setting of Carnot groups
in terms of the Rumin complex in [FT12].

Remark 3.8. In [CFKP23, Proposition 4.2], the authors deduce an explicit formula expressing
the dependence between the coefficients of a horizontal magnetic field in the Heisenberg group
written with respect to the horizontal polar frame (we follow the notation of Example 2.2).

(85) R =
x

r
X1 +

y

r
X2, Φ = −y

r
X1 +

x

r
X2,

where r =
√

x2 + y2. Their formula is equivalent to (82).

In the following result we use (82) to characterize the coefficient β1 of a magnetic field of the
form β = β1dx ∧ ω in the case of the Heisenberg group.

Lemma 12. Let β = β1dx∧ω ∈ Ω2
H(H) be a horizontal magnetic field in the Heisenberg group.

Then, there exists g ∈ C∞ (
R2

)
such that

(86) β1(x, y, z) = g
(
x, z − xy

2

)
.

Proof. We start by observing that in the Heisenberg group the only non trivial commutator is
given by [X1, X2] = X0. Then c112 = c212 = 0, thus by (42) and (34) it holds that divµ(X2) = 0,
where µ is the smooth measure associated with the Popp’s volume. From (82), we then obtain
the following PDE:

(87) 0 = X2(β1) =
(
∂y +

x

2
∂z

)
β1,

which can be solved by the method of characteristics. More precisely, the function β1 is constant
along the flow of X2. Computing explicitly the flow of X2 we have

(88)


ẋ = 0

ẏ = 1

ż = x
2

=⇒


x(t) = x(0)

y(t) = y(0) + s

z(t) = z(0) + x(0)
2 t

.

In particular, given an initial condition γ(0) = (x0, 0, z0) (defined on a surface transversal to
X1) we have that γ(t) = etX1γ(0) = (x0, s, z0 +

x0

2 s) and

β1(γ(t)) = β1(γ(0)) = β(x(t), 0, z(t)− 1

2
x(t)y(t)).

From (88) it is easy to see that both quantities x and z − 1
2xy are constant along the flow. □

Remark 3.9. The previous consideration can be extended to β ∈ Ω2
H(H) horizontal magnetic

field in the Heisenberg group of the form β = f(b1dx+b2dy)∧ω, with f ∈ C∞(H) and b1, b2 ∈ R
such that b21 + b22 = 1. Then, taking into account the following change of variables

(89) u = b1x+ b2y, v = −b2x+ b1y,

with the same arguments, it is possible to show that there exists a suitable g ∈ C∞(R2) such
that f(u, v, z) = g

(
u, z − 1

2uv
)
.



18 MAGNETIC FIELDS ON SUB-RIEMANNIAN MANIFOLDS

4. Non-vanishing magnetic fields

In this section we study the bracket generating properties of the lifted distribution D and its
abnormal curves in the case when β is a non-vanishing horizontal magnetic field.

Recall that D is generated by Y1, Y2 in (74), which is also an orthonormal frame for the
metric. Here Y0 denotes the lift of the Reeb vector field as in (75).

Lemma 13. Let β ∈ Ω2
H(M) be a horizontal magnetic field and let A = A1ν1 + A2ν2 be a

magnetic potential for β. For i = 1, 2, it holds that

(90) [Yi, Y0] = βi∂w mod D
In particular, if β is never vanishing, the lifted distribution D is bracket generating of step 3.

Proof. We first establish the following identity for i = 1, 2:

(91) [Yi, Y0] = [Xi, X0] +A([Xi, X0])∂w + βi∂w.

This yields (90) since the distribution D is spanned by vector fields of the form X + A(X)∂w.
For i = 1, 2, using (74) and (75), we compute:

(92) [Yi, Y0] = [Xi, X0] + (Xi(dA(X1, X2))−X0(Ai))∂w.

Define the 1-form A′ = A1ν1 +A2ν2 + dA(X1, X2)ω. Then, for i = 1, 2, we can rewrite

(93) Xi(dA(X1, X2))−X0(Ai) = Xi(A
′(X0))−X0(A

′(Xi)).

Recalling (47), we know that dHA = dA′. Applying Cartan’s formula (38), we obtain:

(94) Xi(dA(X1, X2))−X0(Ai) = A′([Xi, X0]) + βi.

Since ω([Xi, X0]) = 0, then A′([Xi, X0]) = A([Xi, X0]), which verifies the desired identity (90).

Finally, since span{Y1, Y2, Y0} = D2
and the coordinate vector field ∂w is independent of D2

,

we conclude that [Yi, Y0] is independent of D
2
if and only if (β1, β2) ̸= (0, 0). □

Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H be a never vanishing horizontal magnetic field. We define

the following frame for the distribution D associated with β

(95) F1 = β1Y1 + β2Y2, F2 = −β2Y1 + β1Y2.

Lemma 14. For F1, F2 as in (95) we have that [F1,D
2
] ̸⊆ D2

and [F2,D
2
] ⊆ D2

. More precisely
we have

(96) [F1, Y0] =
(
β2
1 + β2

2

)
∂w mod D, [F2, Y0] ⊆ D.

Proof. Since F1, F2 belong to D, we are reduced to prove that [F1, Y0] ̸⊆ D2
and that [F2, Y0] ⊆

D2
. Recalling (34) and (90), we first compute

[F1, Y0] = β1[Y1, Y0] + β2[Y2, Y0]−X0 (β1)Y1 −X0 (β2)Y2(97)

=
(
β2
1 + β2

2

)
∂w mod D.(98)

Since by assumption
(
β2
1 + β2

2

)
̸= 0 and D2

= span {F1, F2, Y0}, we deduce [F1, Y0] ̸⊆ D2
.

Similarily, again using (90), we obtain that

[F2, Y0] = −β2[Y1, Y0] + β1[Y2, Y0] mod D(99)

= −β2β1∂w + β1β2∂w = 0 mod D.(100)

which implies that [F2, Y0] ∈ D ⊆ D2
. □

Remark 4.1. Let {η1, η2, ω} be the dual frame corresponding to {π∗F1, π∗F2, X0}, where π :
M → M is the canonical projection. We have that β is “rectified” as follows

(101) β = ∥β∥2η1 ∧ ω,

where ∥β∥ : M → R is defined as ∥β∥ =
√
β2
1 + β2

2 and it is called the magnitude of β.
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Now we can prove the main result of this section.

Proposition 15. Let β ∈ Ω2
H be a never vanishing horizontal magnetic field on M . A horizontal

curve γ in M is an abnormal extremal trajectory if and only if its projection γ is a horizontal
curve on M which is a characteristic curve of the magnetic field β on M , i.e., satisfies ιγ̇β = 0.

Remark 4.2. Notice that, choosing a frame X1, X2 for D as before, characteristic curves γ of the
magnetic field β on M are parallel to −β2X1+β1X2. In particular, we observe that this implies
b(γ̇) = 0 in equation (15), suggesting that along abnormal extremal trajectories the magnetic
field does not affect the dynamics (see Remark 1.2).

Proof. We consider on M the basis of the tangent space given by {Y1, Y2, Y0, ∂w} where as usual

Yi = Xi +Ai∂w, i = 1, 2,(102)

Y0 = X0 + dA(X1, X2)∂w.(103)

and in the above formulas we identify TM ≃ TM ⊕ TR. Similarly we can consider the iden-
tification T ∗M ≃ T ∗M ⊕ T ∗R, hence we can treat the basis of 1-forms {ν1, ν2, ν0} dual to
{X1, X2, X0} as 1-forms on M , where we recall that ν0 = ω is the contact form on M . Follow-
ing this notation, the basis {ν1, ν2, ν0, τ} is dual to {Y1, Y2, Y0, ∂w}, where we set

(104) τ = dw −A1ν1 −A2ν2 − dA(X1, X2)ν0.

Notice that τ satisfies the identities

(105) τ = dw −A′, dτ = −β,

where A′ is the modified potential in such a way that dA′ = dHA = β (cf. (47)).
We now use Proposition 5. We first compute the symplectic form σ as a two form on T ∗M .

To describe σ we need a basis of its tangent space T (T ∗M). Let p : T ∗M → M the canonical
projection onto the base. Consider the isomorphism for ζ ∈ T ∗M

(106) Tζ(T
∗M) ≃ Tp(ζ)M ⊕ ker p∗,ζ ≃ span{Y1, Y2, Y0, ∂w, ∂ζ1 , ∂ζ2 , ∂ζ0 , ∂ζw},

where p∗,ζ denotes the differential of p at ζ, and we denote by ζi, for i = 1, 2, 0, w, the linear
on fiber functions associated to the basis given by {Y1, Y2, Y0, ∂w}. Namely ζi = ⟨ζ, Yi⟩ for
i = 0, 1, 2, and ζw = ⟨ζ, ∂w⟩.

We have that σ is the differential of the tautological 1-form s = ζ1ν1+ ζ2ν2+ ζ0ν0+ ζwτ (one
can see [ABB20, Section 4.2] for more details on the symplectic form in this framework). We
have to compute

σ|D⊥ = ds|D⊥ = d (s|D⊥) ,

since the differential commutes with the restriction. Now recall that D⊥ = H−1(0) and in this
case the Hamiltonian H writes as

H =
1

2
(ζ21 + ζ22 ),

so that on D⊥ one has ζ1 = ζ2 = 0. Hence

σ|D⊥ = d (ζ0ν0 + ζwτ) .

Since Goh conditions for rank 2 distributions are always satisfied (cf. [ABB20, Section 12.4]),
using (76) one can see that

(107) ζ1 = ζ2 = 0 implies ζ0 = 0.

Hence characteristic curves for σ lives in D⊥
0 := D⊥ ∩ ζ−1

0 (0). We are reduced to compute

σ|D⊥
0
= d (ζwτ) = dζw ∧ τ + ζwdτ

= dζw ∧ τ − ζwβ,
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where in the last equality we used (105). Notice that D⊥
0 is a 5-dimensional manifold in T ∗M .

By considering the isomorphism (106), we can write

TD⊥
0 = span{Y1, Y2, Y0, ∂w, ∂ζw}.

We write more explicitly

σ|D⊥
0
= dζw ∧ τ − ζw(β1ν1 ∧ ν0 + β2ν2 ∧ ν0),

and we recall that (a) the distribution D = span{Y1, Y2} is contained in ker τ by (102) and (104),
(b) ζw ̸= 0 due to identities (107) and the fact that the lift of the abnormal trajectory is never
vanishing by Proposition 5. It is then simple to observe that the kernel of σ|D⊥

0
coincides with

the vector −β2Y1 + β1Y2, which projects on the kernel of the magnetic field β as a 2-form. □

Example 4.3. Recall that in Example 1.1 we built the classical Engel group equipping the Heisen-
berg group H with the magnetic field β = dx ∧ ω. Since β is non-vanishing, by Proposition 15
it follows that the abnormal curves in the lifted space are tangent to Y2 and a parametrization
of an abnormal curve γ : [0, T ] → M with γ(0) = (x0, y0, z0, w0) ∈ E is

(108) γ(t) = etY2(x0, y0, z0, w0) =

(
x0, y0 + t, z0 −

x0

2
t, w0 −

x2
0

2
t

)
.

This is in accordance with the classical characterization of abnormal curves in the Engel group.

5. Vanishing magnetic fields

In Lemma 13 we proved that if β is a non-vanishing magnetic field, then the lifted distribution
D is bracket generating of step 3 and Proposition 15 characterizes the corresponding abnormal
curves. In this section, we investigate the case when β vanishes in some region.

We denote with Z ⊂ M the zero locus of β, i.e., the set where β1 = β2 = 0, and we study
the lifted sub-Riemannian structure on M at Z ×R. The first result we present can be seen as
an extension of Lemma 13.

Proposition 16. Let p ∈ Z, k ∈ N, k ≥ 1. The step of the distribution D at {p} × R ⊂ M is
equal to k + 3 if and only if the following conditions are satisfied

(a) There exists a choice of indexes (i0, . . . , ik) ∈ {1, 2}k+1 such that

(109) Xik . . . Xi1βi0(p) ̸= 0;

(b) For every choice of indexes (i0, . . . , ij) ∈ {1, 2}j+1 with j = 0, . . . , k − 1 it holds that

(110) Xij . . . Xi1βi0(p) = 0.

Proof. Let A be a horizontal potential for β, i.e., such that β = dHA. Let Y1, Y2 be the
generating family for D as in (74), and let Y0 be as in (75). It holds that

(111) D2
= span {Y1, Y2, Y0} .

Moreover, for i ∈ {1, 2}, identity (90) gives

(112) [Yi, Y0] = βi∂w mod D.

Since ∂w is independent from D2
, we have that

(113) D3
= span {Y1, Y2, Y0, β1∂w, β2∂w} .

We deduce that D3
= D2

at Z × R since β1 = β2 = 0 on Z. Recursively, one finds that, for
k ∈ N, k ≥ 1

(114) Dk+3
= span

{
Y1, Y2, Y0,

(
Xij . . . Xi1βi0

)
∂w | j = 0, . . . , k, (i0, . . . , ij) ∈ {1, 2}j+1

}
.

It follows that Dk+3
= D2

on Z × R if and only if Xij . . . Xi1βi0(p) = 0 for all j = 0, . . . , k and

(i0, . . . , ij) ∈ {1, 2}j+1. This concludes the proof since Dk+3 ̸= D2
implies Dk+3

= TM . □
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Remark 5.1. We stress that if there exists a point p ∈ Z such that any horizontal derivation of
any order of β1 and β2 vanishes at such a point, then the lifted distribution D is not bracket
generating at {p} × R. Moreover, since any derivation can be written as a combination of
horizontal ones, this is equivalent to require that any derivation of any order vanishes at p.

Finally, let us stress that the statement of Proposition 16 is actually independent of the
chosen (orthonormal) frame for D in M .

Under the assumption that the magnetic field generates a sub-Riemannian structure, then
every horizontal curve in the lift of the zero locus is an abnormal extremal trajectory.

Proposition 17. Let γ be a horizontal curve in M contained in Z×R. Then γ is an abnormal
extremal trajectory for the lifted sub-Riemannian structure on M .

Proof. The same argument given in the proof of Proposition 15 yields for the restriction of the
symplectic form D⊥

0 := D⊥ ∩ ζ−1
0 (0)

σ|D⊥
0
= d (ζwτ) = dζw ∧ τ + ζwdτ

= dζw ∧ τ − ζwβ.

Restricting to curves on T ∗M which projects on Z×R, then σ|D⊥
0
= dζw∧τ . Denoting points on

T ∗M as tuples (p, ζ1, ζ2, ζ0, ζw) then the lift (γ(t), 0, 0, 0, c) of the curve γ(t) on Z ×R ⊂ M , for
some c ̸= 0, is a characteristic curve of σ|D⊥

0
. Hence γ is an abnormal extremal trajectory. □

Remark 5.2. Abnormal extremal trajectory can also be a concatenation of a curve in the zero
locus of the magnetic field and a characteristic curve of β where β is non-vanishing. An explicit
example of such an abnormal extremal trajectory is provided in Example 6.4.

In the following we analyze the step of the lifted distribution at Z × R ⊂ M in relation to
the rank of the map (dβ1, dβ2) : TM → R2. Namely, we consider p ∈ Z and the rank of the
linear map (dβ1, dβ2)|p : TpM → R2.

Proposition 18. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω be a horizontal magnetic field. Fix p ∈ Z.

(i) If rank(dβ1, dβ2)|p = 2, then the step of D at {p} × R ⊂ M is 4;

(ii) If rank(dβ1, dβ2)|p = 1, then the step of D at {p} × R ⊂ M is 4 or 5;

(iii) If rank(dβ1, dβ2)|p = 0, then the step of D at {p} × R ⊂ M is ≥ 5.

Proof. First observe that the matrix representing (dβ1, dβ2) written with respect to the frame
X1, X2, X0, is given by

(115)

(
X1β1 X2β1 X0β1

X1β2 X2β2 X0β2

)
.

(i). First, assume that rank (dβ1, dβ2) = 2 at p. In this case at least two columns of (115)
evaluated at p are independent and not vanishing. Hence, there exist i, j ∈ {1, 2} such that
Xiβj(p) ̸= 0 and the conclusion holds by Proposition 16.

(ii). Let us now assume rank (dβ1, dβ2) = 1 at p, then at least one column in (115) evaluated
at p is not identically zero. If this happens for one of the first two columns, we can argue as in the
proof of (i), and the step of D at {p} × R is 4. If the first two columns are both identically zero,
any first order horizontal derivation of β1 and β2 is vanishing at p, and there exists i ∈ {1, 2}
such that X0βi(p) ̸= 0. Recalling (34), we have that

(116) [X1, X2]βi(p) = c112X1βi(p) + c212X2βi(p) +X0βi(p) = X0βi(p).

Since in addition [X1, X2]βi = X1X2βi − X2X1βi, we conclude that at least a second order
derivative does not vanish at p. The step at D at {p} × R is then 5.

(iii). Assume rank (dβ1, dβ2) = 0 at p, then the matrix (115) is identically zero when evaluated
at p. Hence, for all i, j ∈ {1, 2} we have Xiβj(p) = 0. Proposition 16 implies that the step of D
at {p} × R is at least 5. □
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We illustrate the content of Proposition 18 on some examples of horizontal magnetic fields β
on the Heisenberg group H (we refer to Example 1.1 for the notation in H).

Example 5.3 (The rank-2 case). If rank (dβ1, dβ2) = 2 at a point p ∈ Z, then Z is (locally)
a curve regularly defined by the map (β1, β2) : M → R2. We highlight that the curve being
horizontal or not does not affect the step of D at Z × R, which is always equal to 4.

Two representative examples on H are given by the following choices:

(117) β = x dx ∧ ω + y dy ∧ ω, β′ =
(
z − xy

2

)
dx ∧ ω + y dy ∧ ω.

The zero locus Z of β is the non-horizontal curve {x = y = 0}, the integral curve of X0. The
zero locus Z ′ of β′ is the horizontal curve {z = y = 0}, the integral curve of X1.

Example 5.4 (Step variation in the rank-1 case). We show that if rank (dβ1, dβ2) = 1 on Z, the
step of D is not necessarily constant on Z × R. Let us consider on H

(118) β = 4z dx ∧ ω + x2 dy ∧ ω.

The zero locus is the curve Z = {(0, y, 0) | y ∈ R}, so that, writing (dβ1, dβ2) with respect to
the frame X1, X2, X0 given in Example 2.2, we have

(119) (dβ1, dβ2) =

(
−2y 2x 4
2x 0 0

)
, (dβ1, dβ2)|Z =

(
−2y 0 4
0 0 0

)
.

Hence, rank (dβ1, dβ2) = 1 at p ∈ Z. We have that the step of D is 5 at (0, 0, 0) × R and 4
at points (0, y, 0) × R with y ̸= 0. Indeed, if y ̸= 0, X1β1(0, y, 0) = 2y ̸= 0 implying that the
step is 4 by Proposition 16. For y = 0, we have that X1βj(0, 0, 0) = X2βj(0, 0, 0) = 0 and
X2X1β1(0, 0, 0) = −2, yielding step 5.

Example 5.5 (The rank-0 case). We exhibit an example where rank(dβ1, dβ2) = 0 in Z, for
which the sub-Riemannian structure have arbitrary step ≥ 5 at Z × R.

Fix n ≥ 2 and consider β = xn

n! dx ∧ ω on the Heisenberg group H. The zero locus of β is
given by the surface Z = {x = 0}. Since n ≥ 2, it is easy to check that the rank is zero at Z.

Let p ∈ Z, we have that Xik . . . Xi1β1(p) = Xik . . . Xi1β2(p) = 0 for any 0 ≤ k ≤ n − 1

and choice of indices (ik, . . . , i1) ∈ {1, 2}k. Being Xn
1 β1 = ∂n

x
xn

n! (p) = 1, we conclude by

Proposition 16 that the step of D at Z × R is n+ 3.

5.1. Characteristic points in the rank-1 case. If (dβ1, dβ2)|p : TpM → R2 has rank 1 at

p ∈ Z, there exists i ∈ {1, 2} such that dβi|p ̸= 0. Therefore, up to restricting the domain to an

open neighborhood of p, it is well defined a regular surface Σ = β−1
i (0) that contains the zero

locus Z of the magnetic field β around p.
Recall that, given Σ a surface in M , we say that a point p ∈ Σ is characteristic if Dp = TpΣ.

Denote with Char(Σ) the set of characteristic points in Σ. The following result characterizes
the step of D in geometric terms.

Proposition 19. Let β = β1ν1 ∧ ω + β2ν2 ∧ ω ∈ Ω2
H(M) be a horizontal magnetic field such

that rank(dβ1, dβ2)|p = 1 with p ∈ Z. Let i ∈ {1, 2} such that dβi|p ̸= 0 and let Σ be the smooth
surface locally defined by βi. The following are equivalent

(i) p is a characteristic point in Σ;
(ii) D has step 5 at {p} × R.

Remark 5.6. Using the notation of Proposition 19 above, we observe that a point p ∈ Σ is
characteristic if and only if D ⊂ TΣ × R at {p} × R. The inclusion here is crucial since in M
the lifted distribution D is two-dimensional while Σ× R is three-dimensional.

Proof. Without loss of generality, we can assume i = 1. The rank assumption implies that
dβ2|p = cdβ1|p for some c ∈ R. Consequently, ker dβ1|p ⊆ ker dβ2|p.
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A point p ∈ Σ = β−1
1 (0) is characteristic if and only if X1β1(p) = X2β1(p) = 0. Due to the

inclusion of the kernels, p is characteristic in Σ if and only if Xiβj(p) = 0 for all i, j ∈ {1, 2}.
By Proposition 16, the step of D at {p} ×R is larger or equal than 5. By Proposition 18 the

assumption rank (dβ1, dβ2) = 1 at a point p ∈ Z implies that the step of D must be either 4 or
5. We conclude that the step is precisely 5. □

Remark 5.7. Let us consider again the horizontal magnetic field β = 4z dx∧ω+x2 dy∧ω on the
Heisenberg group H, as studied in Example 5.4. The magnetic field β satisfies the hypotheses
of Proposition 19, with the surface Σ being regularly defined by the zero level set of β1 = z.

Since (0, 0, 0) ∈ Z is the unique characteristic point of Σ = {z = 0}, the conclusions obtained
in Example 5.4 regarding the step of D could also be obtained by applying Proposition 19.

Remark 5.8. The two implications (ii) ⇔ (i) in Proposition 19 do not hold if rank (dβ1, dβ2) ̸= 1
at p ∈ Z. We illustrate this fact by showing two examples of horizontal magnetic fields β on
the Heisenberg group H (for the notations we refer to Example 1.1).

The fact that (ii) ̸⇒ (i) can be realised by considering β = x2

2 dx ∧ ω. The zero locus

Z = {x = 0} is a surface that does not contain characteristic points, but the step of D is 5 at
Z × R, as showed in Example 5.5. Here rank(dβ1, dβ2)|Z = 0.

To observe that (i) ̸⇒ (ii) we consider β =
(
z − xy

2

)
dx ∧ ω + y dy ∧ ω in the Heisenberg

group. The zero locus is the horizontal curve Z = {z = y = 0}, which is contained in the set
of characteristic points of the surface S1 = {β1 = 0}. However, since rank(dβ1, dβ2)|Z = 2 the

step of D at Z × R is 4 (cf. Proposition 18).

6. Examples and final remarks

We conclude by considering two particular classes of examples.

6.1. A class of magnetic fields having a given surface as zero locus. In the following,
given a regular surface Σ ⊂ M , we consider a class of horizontal magnetic fields whose zero
locus coincides with Σ. This class contains in particular Example 5.5.

Lemma 20. Let n ∈ N, n ≥ 1 and f ∈ C∞(M) be a submersion. Consider a horizontal
magnetic field of the form

(120) β =
fn

n!
(b1ν1 + b2ν2) ∧ ω ∈ Ω2

H ,

where b1, b2 ∈ C∞(M) with b21 + b22 ̸= 0. Then, the vector field −b2X1 + b1X2 is tangent to the
zero locus of β given by Σ = f−1(0). Moreover, Char(Σ) is a 1-dimensional smooth manifold.

Proof. We start by observing that, up to reabsorbing a non zero factor in the function f (thus
without changing the zero level set), we can assume that b21 + b22 = 1. Let us consider the
orthonormal frame for D:

(121) V1 = b1X1 + b2X2, V2 = −b2X1 + b1X2,

with its corresponding dual basis:

(122) η1 = b1ν1 + b2ν2, η2 = −b2ν1 + b1ν2.

In this basis, we have

(123) β =
fn

n!
η1 ∧ ω.

Claim (i). For every p ∈ Σ we have V2f(p) = 0, i.e., the vector field V2 is tangent to Σ = f−1(0).

Let µ be the measure associated with the Popp’s volume. Recalling the closure condition
(82), and applying the Leibniz’s rule for the divergence operator in (43), we obtain that

(124) 0 = divµ

(
fn

n!
V2

)
=

fn−1

(n− 1)!

(
V2f + divµ(V2)

f

n

)
.
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Therefore, on M \ Σ (i.e., the set where f ̸= 0) we have

(125) V2f + divµ(V2)
f

n
= 0.

Since Σ = f−1(0) is a closed set with empty interior, identity (125) holds by continuity also on
Σ and since on Σ we have f = 0, the Claim (i) is true.

To prove that Char(Σ) is a 1-dimensional smooth manifold, first notice that Char(Σ) ⊂ Σ is
the zero level-set of the map Φ : M → R2 defined as Φ = (f, V1f). Indeed, we have that p ∈ Σ
is characteristic if and only if V1f(p) = V2f(p) = 0 but p ∈ Σ implies that V2f(p) = 0 by (125).

In order to conclude, we show that for every p ∈ Φ−1(0) it holds rank dpΦ = 2. Let us
consider the matrix representing dΦ with respect to the frame V1, V2, X0 for TM :

(126) dΦ =

(
V1f V2f X0f

V1V1f V2V1f X0V1f

)
.

Claim (ii): Let p ∈ Φ−1(0). We have that V2V1f(p) = −X0f(p).

To prove this claim, we first observe that, differentiating (125), one has

(127) V1V2f = V1

(
−f

n
divµ(V2)

)
= −V2f

n
divµ(V2)−

f

n
V2 (divµ(V2)) .

For p ∈ Φ−1(0), where f = V2f = 0, we deduce that V1V2f(p) = 0.
On the other hand, being V1, V2 an orthonormal frame for D with dω(V1, V2) = −1, by (34)

there exist a112, a
2
12 ∈ C∞(M) such that

(128) [V1, V2] = a112V1 + a212V2 +X0.

Hence, we obtain that [V1, V2]f(p) = X0f(p) for all p ∈ Φ−1(0). Being V1V2f(p) = 0, we deduce

(129) V2V1f(p) = −X0f(p),

which proves Claim (ii). Replacing (129) and V1V2f(p) = 0 in (126), we have that

(130) dpΦ =

(
0 0 X0f(p)

V1V1f(p) −X0f(p) X0V1f(p)

)
.

Since, by assumption, f is a submersion and V1f(p) = V2f(p) = 0, then necessarily X0f(p) ̸= 0.
Hence we conclude that rank dpΦ = 2, and this concludes the proof. □

We now compute the step of the lifted distribution D associated with the class of examples
given in Lemma 20.

Lemma 21. Under the assumptions of Lemma 20, it holds that

(i) The step of D at (M \ Σ)× R is 3;
(ii) The step of D at (Σ \ Char(Σ))× R is n+ 3;
(iii) The step of D at Char(Σ)× R is 2n+ 3.

Proof. We apply Proposition 16 with respect to the orthonormal frame V1, V2 for D defined in
the proof of Lemma 20. Notice that with this choice, we have β1 = 1

n!f
n and β2 = 0. Item (i)

follows immediately since on M \ Σ the magnetic field is non-vanishing.
Let k ∈ N, k ≥ 1 and (i1, . . . , ik) ∈ {1, 2}k. Then

(131) Vik . . . Vi1β1 =
1

n!

∑
σ∈Dk,n

fe
∏

j : rj=1

Viσ−1(j)
f

∏
j : rj>1

Vihrj
. . . Vih1

f,

where with Dk,n we denote the set of maps σ : {1 . . . , k} → {1 . . . , n} and for any σ ∈ Dk,n and
j ∈ {1, . . . , n} we set σ−1(j) = {h1 < . . . < hrj}, rj = #σ−1(j) and e = #{j : rj = 0}.

Item (ii). We now focus on Σ× R. For 1 ≤ k ≤ n− 1 we have necessarily e ̸= 0 for every σ.
Hence fe is vanishing on Σ and we obtain that Vik . . . Vi1β1|Σ = 0.
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Let k = n. We observe that e = 0 if and only if σ is a permutation of {1 . . . , n}. Therefore,
the sum in (131) evaluated on Σ reduces to the set of the permutations Pn ⊊ Dn,n of {1, . . . , n}.
And, recalling that σ ∈ Pn is bijective, (131) on Σ rewrites as

(132) Vin . . . Vi1β1|Σ =
1

n!

∑
σ∈Pn

n∏
j=1

Viσ−1(j)
f |Σ =

n∏
j=1

Vijf |Σ,

Since by Lemma 20 one has V2f |Σ = 0, then it holds that

(133)

{
V1f(p) = 0, p ∈ Char(Σ),

V1f(p) ̸= 0, p ∈ Σ \ Char(Σ).

being V1, V2 a frame for D. Choosing (i1, . . . , in) = (1, . . . , 1) in (132) we get V n
1 β1(p) ̸= 0,

hence by Proposition 16 we have that D has step n+ 3 at (Σ \ Char(Σ))× R.
Item (iii). We are left to compute the step of D at Char(Σ)×R. Let now n+1 ≤ k ≤ 2n− 1

and (i1, . . . , ik) ∈ {1, 2}k. Evaluating (131) at p ∈ Char(Σ), again any term associated with a σ
having e ̸= 0 is vanishing because f(p) = 0. Similarly, any term associated with a σ having at
least one rj = 1 vanishes since for p ∈ Char(Σ) one has V1f(p) = V2f(p) = 0. Finally, it is not
possible to find σ ∈ Dk,n with rj ≥ 2 for all j ∈ {1, . . . , n} in (131), due to k < 2n. Thus, we
have proved that given (i1, . . . , ik) ∈ {1, 2}k we have

(134) Vik . . . Vi1β1|Char(Σ) = 0, for n+ 1 ≤ k ≤ 2n− 1.

This proves that the step of D is at least 2n + 3 at points of Char(Σ) × R. To conclude, we
exhibit the following 2n-th order horizontal derivative which is non-vanishing:

(135) (V2V1)
nβ1|Char(Σ) = (V2V1f)

n
= (−X0f)

n ̸= 0,

where in the second equality we used identity (129). □

Remark 6.1. Adapting the above argument, one can actually extend the conclusions (locally in
a neighborhood of the zero level set) to horizontal magnetic fields of the form

(136) β = g(f)(b1ν1 + b2ν2) ∧ ω ∈ Ω2
H ,

where b1, b2, f ∈ C∞(M) with b21 + b22 = 1, and g ∈ C∞(R) satisfies g(0) = 0 and for t → 0

(137) g(t) =
tn

n!
(C + o(1))

with n ≥ 1 and C ̸= 0. This permits to analyze, for instance, magnetic fields in the Heisenberg
group of the form P (x)dx ∧ ω where P is a polynomial in x.

6.2. Abnormals extremal trajectories and zero locus of the magnetic field. We con-
sider different situations in which abnormal extremal trajectories do enter or do not enter the
lifted set Z ×R. Since, by Theorem 2, abnormal extremal trajectories on M project onto M on
characteristic curves of β, we can restrict our analysis to checking on the manifold M whether
or not characteristic curves of β enter into its zero set Z.

All examples we consider here are built on M = H the Heisenberg group.

Example 6.2. The first example (cf. Example 5.3) is a horizontal magnetic field for which char-
acteristic curves of the magnetic field do not enter the zero set Z × R. Let us consider

(138) β = x dx ∧ ω + y dy ∧ ω.

We have that Z = {x = y = 0} is the the z-axis. In the complement of Z, characteristic curves
for β are tangent to the vector field

(139) −yX1 + xX2 = −y∂x + x∂y +
1

2
(x2 + y2)∂z.
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It is easy to see that characteristic curves for β are spirals contained in cylinders around the
z-axis, never crossing Z. Since Z is transversal to D at every point, we stress that abnormal
curves in the lift of Z are constant curves.

Example 6.3. The second example we present is a horizontal magnetic field for which there exist
characteristic curves of the magnetic field crossing the zero locus Z. This produces a non-smooth
abnormal extremal trajectory on M . Let us consider in H

(140) β = y dx ∧ ω + x dy ∧ ω.

We have that Z = {x = y = 0} is again the the z-axis. In the complement of Z, characteristic
curves for β are tangent to the vector field

(141) −xX1 + yX2 = −x∂x + y∂y + xy∂z.

It is easy to see that the curve γ : [0, T ] → H defined as

(142) γ(t) =

{
γ−(t) = (T2 − t, 0, 0), t ∈

[
0, T

2

]
γ+(t) = (0, t− T

2 , 0), t ∈
(
T
2 , T

]
is a characteristic curve for the magnetic field for t ̸= T

2 crossing Z when t = T
2 . Moreover,

since Z is transversal to D at every point, then abnormal curves in the lift of Z are constant
curves.

We observe that on M , along the lift γ the step of the lifted sub-Riemannian structure is
equal to 3 for t ̸= T

2 and is equal to 4 for t = T
2 (due to rank(dβ1, dβ2) = 2 at Z, cf. Theorem 3).

Example 6.4. The last example (cf. Example 5.4) is a horizontal magnetic field for which the
zero set Z is a horizontal curve and there exists a characteristic curve of the magnetic field
which enters into Z transversally. Let us consider in H

(143) β = 4z dx ∧ ω + x2 dy ∧ ω.

We have that Z = {x = z = 0} is the y-axis, which is a horizontal curve. In the complement of
Z, characteristic curves for β are tangent to the vector field

(144) −x2X1 + 4zX2 = −x2∂x + 4z∂y +
x

2
(xy + 4z)∂z.

Consider the same curve γ : [0, T ] → H as in the previous example

(145) γ(t) =

{
γ−(t) = (T2 − t, 0, 0), t ∈

[
0, T

2

]
γ+(t) = (0, t− T

2 , 0), t ∈
(
T
2 , T

]
We have that γ−(t) is a reparametrization of an integral curve of (144), while γ+(t) is a

horizontal curve contained in Z = {x = z = 0}.
Finally one can compute the step of the lifted distribution D at points of γ thanks to

Theorem 3. On the set Z one easily check that dβ2 = 0 while dβ1 ̸= 0. The surface
Σ = β−1

1 (0) = {z = 0} has a unique characteristic point at the origin.
Hence one can conclude that:

(i) the step is equal to 3 at γ(t) for t ∈ [0, T
2 ) since we are not in Z,

(ii) the step is equal to 5 at γ(t) for t = T
2 since γ(T2 ) is a characteristic point for Σ,

(iii) the step is equal to 4 at γ(t) for t ∈ (T2 , T ] since γ(t) is not a characteristic point for Σ.
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