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Abstract. We study the asymptotic behaviour of sequences of integral functionals depending
on moving anisotropies. We introduce and describe the relevant functional setting, establishing
uniform Meyers-Serrin type approximations, Poincaré inequalities and compactness properties.
We prove several Γ-convergence results, and apply the latter to the study of H-convergence of
anisotropic linear differential operators.

1. Introduction

In this paper we study the asymptotic behaviour of sequences of functionals of the form∫
Ω

fh(x,X
hu(x)) dx, u ∈ W 1,p

Xh(Ω),

for a sequence of anisotropies (Xh)h = (Xh
1 , . . . , X

h
m)h, where Ω is a bounded domain of Rn

and m ⩽ n. As h tends to ∞, we describe the convergence of these functionals, their min-
ima, minimizers and momenta, to the corresponding limit quantities, associated with a limit
functional

(1.1)

∫
Ω

f(x,Xu(x)) dx, u ∈ W 1,p
X (Ω),

driven by a limit anisotropy X = (X1, . . . , Xm). The natural variational convergence to take
into account is Γ-convergence (see e.g. [3, 13]). This technique, which is extremely useful both
for theoretical purposes and practical applications, remains a crucial tool in the study of various
problems in mechanics, such as homogenization, phase transitions and the asymptotic analysis
of PDEs. In addition to an interest in Γ-convergence itself, we explore its applications to the
study of anisotropic, linear, symmetric PDEs, referring back to the so-called G-convergence or
H-convergence (see e.g. [34, 39]).
The investigation of anisotropic variational functionals as in (1.1), as well as their related

functional frameworks, is originally motivated by L. Hörmander’s seminal work on hypoelliptic
operators [27]. The latter constitutes a milestone in the study of differential operators with
underlying sub-Riemannian type structures. Important evidences are the works of G.B. Folland
[18] and of L. Rothschild and E.M. Stein [38] in the context of stratified and nilpotent Lie groups.
We refer to [2] for further accounts on analysis on Lie groups, and to [1, 26, 28] for thorough
introductions to sub-Riemannian geometry.

As a prototypical example, consider the smooth anisotropy X = (X1, X2) on R3, where

(1.2) X1 =
∂

∂x1
+ x2

∂

∂x3
and X2 =

∂

∂x2
− x1

∂

∂x3
.

The latter generate, via Lie-brackets, the Lie algebra of the so-called first Heisenberg group,
and induce on it a sub-Riemannian structure. The relevant hypoelliptic operator associated
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with X is the so-called sub-Laplacian

(1.3) (X1)
2 u+ (X2)

2 u,

and its associated Dirichlet energy reads as

(1.4)

∫
Ω

(
|X1u|2 + |X2u|2

)
dx.

As (1.3) is not elliptic, (1.4) is not coercive. Moreover, the Euclidean Sobolev spaces W 1,2(Ω)
are not the correct finiteness domains for functionals as in (1.3). These issues clearly obstruct
the use of classical techniques to study minimization properties of (1.4), preventing for instance
the L2-lower semicontinuity of its Euclidean extension to L2(Ω), namely{∫

Ω
(|X1u|2 + |X2u|2) dx if u ∈ W 1,2(Ω),

∞ if u ∈ L2(Ω) \W 1,2(Ω).

To overcome these obstacles, building on the foundational work of G.B. Folland and E.M.
Stein [19], the correct functional framework has been developed by B. Franchi, R. Serapioni
and F. Serra Cassano [20, 21] and by N. Garofalo and D.M. Nhieu [22, 23]. Precisely, when 1 ⩽
p <∞, the study of anisotropic functionals in the greater generality of (1.1) can be carried out
via the introduction of suitable anisotropic Sobolev and BV spaces, say W 1,p

X (Ω) and BVX(Ω),
emerging as the natural domains of functionals as in (1.1). Although this construction is possible
for arbitrary anisotropies, the specific structure of X may lead to good approximation results
à la Meyers-Serrin, as well as to Poincaré inequalities and Rellich-Kondrachov compactness
properties. We refer to Section 2 for more specific insights. When instead p = ∞, the reader is
referred to [36, 41, 42] for some anisotropic L∞-variational problems.

Asymptotic results for functionals in the static case as in (1.1), i.e. when the anisotropy X
is fixed, started in [31, 32, 33] to generalize classical integral representation and Γ-convergence
results due to G. Buttazzo and G. Dal Maso [6]. These results were later extended in [15, 16]
to complete integral functionals of the form∫

Ω

f(x, u(x), Xu(x)) dx, u ∈ W 1,p
X (Ω),

generalizing the corresponding Euclidean counterparts [5, 7]. In all the above-mentioned con-
tributions, the authors assume a full-rank condition on the family X, the so-called Linear
Independence Condition (LIC). This technical assumption has been definitely removed by the
third-named author in [40]. Thanks to this set of results, variational properties for static
anisotropic functionals are now well-understood, and available in great generality.

In this paper we extend the results obtained in the aforementioned literature by considering
moving anisotropies. Namely, a static anisotropy is replaced by a sequence (Xh)h converging
to a limit anisotropy X. Although our setting will be fairly more general, it models, as a par-
ticular case, the regularization of a sub-Riemannian structure via Riemannian approximants.
As an instance, consider the anisotropy X = (X1, X2) introduced in (1.2) to model the first
sub-Riemannian Heisenberg group. Its natural sub-Riemannian structure, say g, can be ap-
proximated by a sequence of Riemannian metrics, say gh, each induced by the family of vector
fields Xh = (X1, X2, X

h
3 ), where

Xh
3 =

1

h

∂

∂x3
.

The benefits of such an approximation are manifold. For instance, we stress that the natural
approximating operators related to (1.3), namely

(X1)
2 u+ (X2)

2 u+
(
Xh

3

)2
u,

are precisely the Laplace-Beltrami operators associated with the Riemannian structures gh.
In turn, they are uniformly elliptic operators, their Dirichlet energies are coercive, and their
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associated functional frameworks boil down to the Euclidean ones. We refer e.g. to [9, 14]
for further insights, and to [8, 12, 24, 35, 37] for a non-exhaustive list of applications of this
approximation technique.

The study of asymptotic properties of functionals of the form

Fh(u) =

{∫
Ω
fh(x,X

hu(x))dx if u ∈ W 1,p
Xh(Ω),

∞ if u ∈ Lp(Ω) \W 1,p
Xh(Ω),

(1.5)

when, say, 1 < p < ∞, requires some preliminary precautions. Indeed, contrarily to the static
case, there are no a priori relations between the finiteness domains of each functional in (1.5).
Indeed, the latter may naturally vary according to the associated anisotropy. To this aim, it
is important to understand how the approximating Sobolev spaces relate to the limit one, as
discussed thoroughly in Section 3.

Prescribing Dirichlet boundary conditions is also a delicate matter. Indeed, just as any
finiteness domain in (1.5) depends on the associated anisotropy, it is natural in this setting to
prescribe, for each fixed anisotropy Xh, a different boundary condition, say φh ∈ W 1,p

Xh
(Ω), and

to consider sequences of functionals of the form

Fφh

h (u) =

{∫
Ω
fh(x,X

hu(x))dx if u ∈ W 1,p
Xh,φh

(Ω),

∞ if u ∈ Lp(Ω) \W 1,p
Xh,φh

(Ω),
(1.6)

where W 1,p
Xh,φh

(Ω) is the correct affine Sobolev space associated with the couple (Xh, φh). We

stress that, although moving boundary conditions may also be considered in the static case, in
the moving one this choice is forced by the very structure of the problem. In this regard, we
will discuss the right convergence assumptions on (φh)h to the limit boundary condition, say φ,
in order to suitably relate the approximating and the limit affine Sobolev spaces (cf. Section 3).

A third important novelty in considering sequences of functionals as in (1.5) and (1.6) con-
sists in the fact that, unlike in the static case, possible coercivity and boundedness conditions
typically depend on the anisotropy, and are thus not uniform along the sequence. Indeed, we
will deal with growth conditions of the form

(1.7) d1

∫
Ω

|Xhu(x)|pdx ⩽
∫
Ω

fh(x,X
hu(x))dx ⩽

∫
Ω

a(x) dx+ d2

∫
Ω

|Xhu(x))|pdx,

where a ∈ L1(Ω) and 0 < d1 ⩽ d2 are fixed. This lack of uniformity, as discussed thoroughly
in Section 6, prevents the use of some classical tools to establish Γ-compactness properties (cf.
Remark 6.6), and requires a careful analysis of the asymptotic behaviour of the partial norms
∥Xhu∥Lp(Ω,Rm).

A first fundamental step in handling these issues, as discussed in Section 4, consists in
establishing Meyers-Serrin type approximation results that keep track of the approximating
sequence of anisotropies (cf. Theorem 4.2). Roughly speaking, under uniform convergence
of the anisotropies, functions in W 1,p

X (Ω) can be well-approximated by a sequence of smooth

functions (uh)h, where each uh ∈ W 1,p
Xh(Ω), in the sense that

uh → u strongly in Lp(Ω) and Xhuh → Xu strongly in Lp(Ω;Rm).

This approximation property, as explained in Section 6, is crucial to deal with moving growth
conditions as in (1.7). In the same spirit, it is possible to provide a uniform approximation
result for affine Sobolev spaces (cf. Theorem 4.3) under suitable convergence assumptions
on the approximating sequence of boundary data. We stress that, in the static case, this
result would follow by definition, as functions in W 1,p

X,φ(Ω) are, up to a translation by φ, in
the closure of C∞

c (Ω). In order to show the validity of the aforementioned approximations, we
introduce a non-standard mollification technique (cf. (4.1) and (4.2)), whose convergence rate
is appropriately related to the convergence rate of the anisotropies.
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The same mollification procedure also plays a key role in Section 5, where we establish
Rellich-Kondrachov compactness properties and Poincaré inequalities that, again, keep into
account the entire sequence (Xh)h (cf. Theorem 5.2 and Theorem 5.3, respectively). Precisely,
we show that, as soon as X is strong enough to guarantee the validity of these properties
in the limit, then such properties extend uniformly along (Xh)h. We emphasise that such
uniformity is fundamental in bypassing the non-uniformity of the coercivity assumptions as in
(1.7). Indeed, a careful combination of the previous results will still provide, as in the static
setting, boundedness of minimizing sequences and convergence of minima and minimizers (cf.
Theorem 6.10).

The core of this work is Section 6, where we provide several results related to Γ-convergence.
Owing to Section 4, we first prove Γ- convergence of the partial norms ∥Xhu∥Lp(Ω,Rm) to the limit
one ∥Xu∥Lp(Ω,Rm) (cf. Theorem 6.3). As already mentioned, this first feature is crucial in the
establishment of a general Γ-compactness theorem for functionals as in (1.5) (cf. Theorem 6.5).
Next, we keep into account Dirichlet boundary data, obtaining Γ-compactness for sequences
of functionals as in (1.6) (cf. Theorem 6.8). As pointed out in Remark 6.9, the fact that
the boundary data necessarily evolves with the anisotropies causes some challenges in the
identification of the appropriate recovery sequences, as the latter need to keep into account
the above-mentioned evolution. In this regard, a key tool is provided by the aforementioned
uniform approximation result for affine Sobolev spaces, Theorem 4.3. As already highlighted,
the results of Section 5 allow us to prove the convergence of minima and minimizers for Γ-
converging sequences of functionals, as in (1.6), as stated in Theorem 6.10.

We conclude Section 6 by specializing our main Γ-compactness result, Theorem 6.5, to the
class of anisotropic quadratic forms

Fh(u) =

{∫
Ω
⟨Ah(x)Xhu(x), Xhu(x)⟩Rmdx if u ∈ W 1,2

Xh(Ω),

∞ if u ∈ L2(Ω) \W 1,2
Xh(Ω),

whence establishing Γ-compactness in this particular subclass (cf. Theorem 6.13). The study of
the latter is particularly relevant in connection with anisotropic sequences of symmetric, linear
differential problems of the form

(1.8)

{
µu+ divXh(Ah(x)Xhu) = f in Ω,

uh ∈ W 1,2
Xh,φh

(Ω),

as well as with their asymptotic behaviour. We stress that the latter are clear generalisations
of the prototypical differential problems associated with (1.3). In Section 7, we adapt the
classical notion of H-convergence for keeping into account the moving anisotropic framework
(cf. Definition 7.1), and we establish a related H-compactness property (cf. Theorem 7.2).
This will follow as a corollary of the previous results, as well as of some additional convergence
properties established in Theorem 6.15 to deal with the so-called momenta associated with
(1.8).

The paper is structured as follows. In Section 2, we recall definitions and properties of the
static anisotropic functional setting. In Section 3, we introduce the relevant classes of moving
anisotropies we are interested in, and we discuss some preliminary functional results. Later,
in Section 4, we establish uniform Meyers-Serrin type approximations for anisotropic Sobolev
spaces (Theorem 4.2) and for affine anisotropic Sobolev spaces (Theorem 4.3). In Section 5, we
state and prove a uniform Rellich-Kondrachov compactness result (Theorem 5.2), as well as a
uniform Poincaré inequality (Theorem 5.3). In Section 6, we first show the main Γ-compactness
result, Theorem 6.5, as well as its extension to functionals including Dirichlet boundary condi-
tions (Theorem 6.8) and quadratic forms (Theorem 6.13). Moreover, we provide convergence of
minima, minimizers (Theorem 6.10) and momenta (Theorem 6.15). As a corollary, in Section 7
we obtain the H-compactness result, Theorem 7.2.
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2. Anisotropic functional frameworks

Main notations. If no ambiguity arises, we let ∞ = +∞ and N = N \ {0}. If 1 ⩽ p ⩽ ∞,
we denote by p′ the Hölder-conjugate exponent of p. We write (ah)h ⊆ (Ah)h meaning that
ah ∈ Ah for any h ∈ N. We fix m,n ∈ N such that 0 < m ⩽ n. If A,B ⊆ Rn, we let
A+B = {a+ b : a ∈ A, b ∈ B}. For α, β ∈ N, we denote by M(α, β) the set of matrices with
α rows and β columns. Vectors in Rα are seen as matrices in M(α, 1). We denote by ⟨·, ·⟩Rα

the scalar product between vectors in Rα. Fixed an open and bounded set Ω ⊆ Rn, we denote
by A the class of all the open subsets of Ω, and for a function u defined in Ω, we may tacitly
assume that it is defined on Rn by extending it to be zero outside Ω. Finally, we denote by Du
the (distributional) Euclidean gradient of u.

2.1. Anisotropies. Throughout the paper, Ω is an open and bounded subset of Rn. Given a
family X := (X1, . . . , Xm) of Lipschitz continuous vector fields on Ω, such that

Xj =
n∑

i=1

cj,i
∂

∂xi
, with cj,i ∈ Lip(Ω)

for any j = 1, . . . ,m and any i = 1, . . . , n, we denote by C(x) := [cj,i(x)] i=1,...,n
j=1,...,m

the m × n

coefficient matrix associated with X. We may refer to X as (static) anisotropy, or X-gradient.
This notation is motivated by the following definition.

Definition 2.1. Let u and V be a 1-dimensional and an m-dimensional distribution.

(1) The X-gradient of u is the m-dimensional distribution defined by

Xu(φ) = −u
(
div(CTφ)

)
for any φ ∈ C∞

c (Ω;Rm).

(2) The X-divergence of V is the 1-dimensional distribution defined by

divX(V )(φ) = −V (CDφ) for any φ ∈ C∞
c (Ω).

Clearly, in the isotropic case, the above definition returns the usual notions of gradient and
divergence. In what follows, we will sometimes consider the following classes of X-gradients.

Definition 2.2. We let M = M(Ω0, Cd, c, C) be the class of X-gradients that are defined and
Lipschitz continuous on an open set Ω0 ⊇ Ω, and that satisfy the following three conditions.

(H.1) Let d be the Carnot-Carathéodory distance induced by X on Ω0 (cf. e.g. [26]). Then d
is finite and continuous with respect to the usual topology of Rn.

(H.2) There exist positive constants R,Cd such that

|Bd(x, 2r)| ⩽ Cd |Bd(x, r)|
for any x ∈ Ω and r ⩽ R. Here, Bd(x, r) denotes the open metric ball with respect to d.

(H.3) There exist positive constants c, C such that for every open ball B := Bd(x̄, r), with
x̄ ∈ Ω such that cB := Bd(x̄, cr) ⊆ Ω0, and for every u ∈ Lip(cB) and x ∈ B,∣∣∣∣u(x)− 1

|B|

∫
B

u(y) dy

∣∣∣∣ ⩽ C

∫
cB

|Xu(y)| d(x, y)

|Bd(x, d(x, y))|
dy.

Several important families of X-gradients belong to the class M(Ω0, Cd, c, C). In particular,
we recall that all Hörmander vector fields, i.e. smooth vector fields for which the rank of
the Lie algebra generated by X1, . . . , Xm equals n at any point of Ω0, belong to the class
M(Ω0, Cd, c, C). Among Hörmander vector fields, we recall the following instances.

(i) Euclidean vector fields: X =
(

∂
∂x1
, . . . , ∂

∂xn

)
, defined on Rn.

(ii) Grushin vector fields: X =
(

∂
∂x1
, x1

∂
∂x2

)
, defined on R2.

(iii) Heisenberg vector fields: X =
(

∂
∂x1

+ x2
∂

∂x3
, ∂
∂x2

− x1
∂

∂x3

)
, defined on R3.
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In particular, Heisenberg vector fields serve as a prototype of Carnot groups vector fields (cf.
e.g. [2]). It is worth noting that all Carnot groups vector fields are, by definition, Hörmander
vector fields, and hence belong to the class M(Ω0, Cd, c, C). For further insights on this topic
and for examples of families of vector fields in the class M(Ω0, Cd, c, C) that do not satisfy the
Hörmander condition, the reader is referred to [32].

2.2. Sobolev spaces. Owing to Definition 2.1, we introduce the main functional framework.

Definition 2.3. The anisotropic Sobolev spaces associated to an X-gradient are defined by

W 1,p
X (Ω) := {u ∈ Lp(Ω) : Xu ∈ Lp(Ω;Rm)},

H1,p
X (Ω) := C∞(Ω) ∩W 1,p

X (Ω)
∥·∥

W
1,p
X

(Ω) ,

W 1,p
X,0(Ω) := C∞

c (Ω) ∩W 1,p
X (Ω)

∥·∥
W

1,p
X

(Ω) ,

W 1,p
X,φ(Ω) := {u ∈ W 1,p

X (Ω) : u− φ ∈ W 1,p
X,0(Ω)} for any φ ∈ W 1,p

X (Ω).

It is well-known (cf. [19]) that the vector space W 1,p
X (Ω), endowed with the norm

∥u∥W 1,p
X (Ω)

:= ∥u∥Lp(Ω) + ∥Xu∥Lp(Ω;Rm),

is a Banach space for any 1 ⩽ p < +∞, reflexive when 1 < p < +∞. The Lipschitz continuity
assumption on the family X ensures that W 1,p(Ω) embeds continuously into W 1,p

X (Ω) (cf. [15,
31]), where W 1,p(Ω) denotes the Euclidean Sobolev space. Precisely, for any u ∈ W 1,p(Ω), the
X-gradient admits the Euclidean representation

(2.1) Xu(x) = C(x)Du(x)

for a.e. x ∈ Ω. We also recall that, as for classical Sobolev spaces, H1,p
X (Ω) ⊆ W 1,p

X (Ω).
The classical result of Meyers and Serrin is still valid in this anisotropic setting and it was
proved, independently, in [20] and [23]. We state the result in what follows, and refer again the
interested reader to [32] for further discussions on this topic.

Theorem 2.4. For any 1 ⩽ p <∞, it holds that H1,p
X (Ω) = W 1,p

X (Ω).

If, in addition, the family X belongs to the class M(Ω0, Cd, c, C), then the following Poincaré
inequality and Rellich-Kondrachov theorem hold. We refer the interested reader to [32, Propo-
sition 2.16] and [21, Theorem 3.4], respectively.

Proposition 2.5 (Poincaré inequality). Let Ω ⊆ Rn be connected, let 1 ⩽ p < ∞ and let
X ∈ M(Ω0, Cd, c, C). Then, there exists a positive constant cp,Ω = cp,Ω(p,Ω) such that

cp,Ω

∫
Ω

|u|p dx ⩽
∫
Ω

|Xu|p dx for any u ∈ W 1,p
X,0(Ω).

Theorem 2.6 (Rellich-Kondrachov). For 1 ⩽ p <∞, W 1,p
X,0(Ω) compactly embeds in Lp(Ω).

3. Moving anisotropies

We fix a sequence of X-gradients (Xh)h with m components Xh = (Xh
1 , . . . , X

h
m), identified

by a sequence of matrices (Ch)h as in Section 2.1. Throughout the paper, we assume that there
exists a limit family of vector fields X = (X1, . . . , Xm), identified by a Lipschitz continuous
coefficient matrix C, such that

(A) Ch → C uniformly on Ω.

We may sometimes use the index ∞ to refer to X. As already mentioned, (A) will be sufficient
to infer good approximation properties of anisotropic Sobolev functions. Instead, most of the
Γ-compactness properties will be achieved for the following two classes of X-gradients.
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Definition 3.1. We say that (Xh)h ∈ S1 if (A) holds and

(S.1) Ch =

[
C
Dh

]
and C =

[
C
0

]
,

with a natural abuse of notation in the second property.

Definition 3.2. We say that (Xh)h ∈ S2 if (A) holds and if

(S.2) (Xh)h is uniformly bounded in Lip(Ω,M(m,n)).

Remark 3.3. As pointed out in the introduction, S1 models those frameworks where a sub-
Riemannian structure induced by X is approximated by a sequence of converging Riemannian
structures. Instead, S2 allows anisotropies with arbitrary shapes, provided the uniform bound
(S.2) is satisfied.

Remark 3.4. If (Xh)h ∈ S2, by (S.2) and up to a subsequence, we may always assume that

∂chj,i
∂xk

→ ∂cj,i
∂xk

weakly⋆ in L∞(Ω)

for any j = 1, . . . ,m and any i, k = 1, . . . , n.

Remark 3.5. We stress that S1 ∩ S2 ̸= ∅. Nevertheless, neither S1 ⊆ S2 nor S2 ⊆ S1.
First, it is clear that S2 ̸⊆ S1. To see that S1 ̸⊆ S2, consider the following instance. Let
Ω = (−1, 1)2 ⊆ R2

(x1,x2)
. For any h ∈ N, let Xh = (X1, X

h
2 ), where

X1 =
∂

∂x1
, X2 = fh(x2)

∂

∂x2
and fh(x2) =


− 1

h
if x2 ∈ (−1,− 1

h2 ),

hx2 if x2 ∈ (− 1
h2 ,

1
h2 ),

1
h

if x2 ∈ ( 1
h2 , 1).

A simple computation reveals that (Xh)h ∈ S1 \ S2.

In order to address compactness properties, we will need to further refine our assumptions.
Indeed, we will show that, when

(B) X ∈ M = M(Ω0, Cd, c, C),

it is possible to derive uniform compactness properties and Poincaré inequalities. To this aim,
we introduce the following subclasses of S1 and S2.

Definition 3.6. For i ∈ {1, 2}, we say that (Xh)h ∈ Ti if (X
h)h ∈ Si and (B) holds.

In the rest of this section, we investigate some preliminary properties of moving anisotropies.
We introduce the anisotropic Rayleigh quotients. If (Xh)h satisfies (A), we let

Rh := inf

{∫
Ω
|Xhu|p dx∫
Ω
|u|p dx

: u ∈ W 1,p
Xh,0

(Ω), u ̸= 0

}
= inf

{∫
Ω
|Xhu|p dx∫
Ω
|u|p dx

: u ∈ C∞
c (Ω), u ̸= 0

}
for any h ∈ N, and we let R be the Rayleigh quotient associated with X. Above, the second
equality follows by definition of W 1,p

Xh,0
(Ω).

3.1. Preliminary functional properties. The following two propositions describes the rela-
tions between the approximating Sobolev spaces and the limit one in S1 and S2, respectively.

Proposition 3.7. Let (Xh)h ∈ S1. Let 1 < p <∞. Then W 1,p
Xh(Ω) ⊆ W 1,p

X (Ω). Precisely,

(3.1) Xhu = (X1u, . . . , Xmu,X
h
m+1u, . . . , X

h
nu) and Xu = (X1u, . . . , Xmu, 0, . . . , 0).

for any h ∈ N and u ∈ W 1,p
Xh(Ω). Moreover, if (uh)h ⊆ W 1,p

Xh(Ω) satisfies uh → u weakly in
Lp(Ω), then

∥Xu∥Lp(Ω;Rm) ⩽ lim inf
h→∞

∥Xhuh∥Lp(Ω;Rm).
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Proof. Let φ = (φ1, φ2) ∈ C∞
c (Ω;Rm ×Rn−m). Then

−
∫
Ω

u div(CTφ) dx = −
∫
Ω

u div((Ch)T (φ1, 0)) dx =

∫
Ω

⟨(Xh
1 u, . . . , X

h
mu, 0, . . . , 0), φ⟩Rm dx,

whence the first claims follow. Let (uh)h ⊆ W 1,p
Xh(Ω) be such that uh → u weakly in Lp(Ω). As-

sume that lim infh→∞ ∥Xhuh∥Lp(Ω;Rm) <∞. By reflexivity and (3.1), there exists v ∈ Lp(Ω;Rm)

such that, up to a subsequence, Xuh → v weakly in Lp(Ω;Rm). Then u ∈ W 1,p
X (Ω) and v = Xu.

The thesis follows by the weak lower semicontinuity of the Lp-norm. □

Proposition 3.8. Let (Xh)h ∈ S2. Let 1 < p <∞. Let (uh)h ⊆ W 1,p
Xh(Ω).

(1) If uh → u weakly in Lp(Ω) and Xhuh → v weakly in Lp(Ω;Rm), then u ∈ W 1,p
X (Ω).

(2) If in addition uh → u strongly in Lp(Ω), then v = Xu and

∥Xu∥Lp(Ω;Rm) ⩽ lim inf
h→∞

∥Xhuh∥Lp(Ω;Rm).

Proof. Let p′ the Hölder-conjugate exponent of p. Let (uh)h ⊆ W 1,p
Xh(Ω) be such that uh → u

weakly in Lp(Ω). By (S.2),

(3.2) uhc
h
j,i → ucj,i weakly in Lp(Ω)

for any i = 1, . . . , n and any j = 1, . . . ,m. Fix φ ∈ C∞
c (Ω;Rm). Then

−
∫
Ω

u div(CTφ) dx = −
∫
Ω

u
n∑

i=1

m∑
j=1

cj,i
∂φj

∂xi
dx−

∫
Ω

u
n∑

i=1

m∑
j=1

∂cj,i
∂xi

φj dx

(3.2)
= − lim

h→∞

∫
Ω

uh

n∑
i=1

m∑
j=1

chj,i
∂φj

∂xi
dx−

∫
Ω

u
n∑

i=1

m∑
j=1

∂cj,i
∂xi

φj dx

= lim
h→∞

(
−
∫
Ω

uh div((Ch)Tφ) dx+

∫
Ω

uh

n∑
i=1

m∑
j=1

∂chj,i
∂xi

φj dx

)
−
∫
Ω

u
n∑

i=1

m∑
j=1

∂cj,i
∂xi

φj dx

= lim
h→∞

(∫
Ω

⟨Xhuh, φ⟩Rm dx+

∫
Ω

uh

n∑
i=1

m∑
j=1

∂chj,i
∂xi

φj dx

)
−
∫
Ω

u
n∑

i=1

m∑
j=1

∂cj,i
∂xi

φj dx

=

∫
Ω

⟨v, φ⟩Rm dx+ lim
h→∞

∫
Ω

uh

n∑
i=1

m∑
j=1

∂chj,i
∂xi

φj dx−
∫
Ω

u
n∑

i=1

m∑
j=1

∂cj,i
∂xi

φj dx.

By (S.2) and Hölder’s inequality, if ∥φ∥Lp′ (Ω;Rm) ⩽ 1 the last line is bounded above indepen-

dently of φ. In particular, u ∈ W 1,p
X (Ω). If in addition uh → u strongly in Lp(Ω), then the last

two terms in the last line simplify by (S.2) and Remark 3.4. Hence v = Xu by definition. The
thesis follows by the lower semicontinuity of the Lp-norm with respect to weak convergence. □

Our next result states the convergence of Rayleigh quotients when (Xh)h ∈ S1. As we will
show in Theorem 5.3, the same result holds in S2 under the additional assumption (B).

Proposition 3.9. Let (Xh)h ∈ S1. Let 1 < p <∞. Then

(3.3) R ⩽ Rh for any h ∈ N and lim
h→∞

Rh = R.

Proof. Fix u ∈ C∞
c (Ω) such that u ̸= 0. Then Proposition 3.7 implies that

R ⩽

∫
Ω
|Xu|p dx∫
Ω
|u|p

⩽

∫
Ω
|Xhu|p dx∫
Ω
|u|p

,
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whence the first property of (3.3) follows. On the other hand, fix u ∈ C∞
c (Ω) such that u ̸= 0.

By (A), Xhu→ Xu uniformly on Ω, whence

lim sup
h→∞

Rh ⩽ lim sup
h→∞

∫
Ω
|Xhu|p dx∫
Ω
|u|p dx

=

∫
Ω
|Xu|p dx∫
Ω
|u|p dx

.

Being u ̸= 0 arbitrarily chosen in C∞
c (Ω), (3.3) follows. □

Finally, we describe the relation between the approximating affine Sobolev spaces and the
limit one under the sole assumption (A).

Proposition 3.10. Let (Xh)h satisfy (A). Let 1 ⩽ p < ∞. Let (φh)h ⊆ W 1,p
Xh(Ω), and let

φ ∈ W 1,p
X (Ω). Assume that

(3.4) φh → φ weakly in Lp(Ω) and Xhφh → Xφ weakly in Lp(Ω;Rm).

Let (uh)h ⊆ W 1,p
Xh,φh

(Ω), and let u ∈ W 1,p
X (Ω). Assume that

(3.5) uh → u weakly in Lp(Ω) and Xhuh → Xu weakly in Lp(Ω;Rm).

Then u ∈ W 1,p
X,φ(Ω).

Proof. We postpone the proof until the end of Section 4.2. □

4. Uniform approximation by smooth functions

In this section we establish the counterpart of Theorem 2.4, replacing a fixed X-gradient with
a sequence (Xh)h satisfying the sole assumption (A). In particular, our results will hold both
in S1 and in S2. Moreover, we provide a similar characterization for affine Sobolev spaces, and
finally we extend the previous considerations to the anisotropic BV setting. Fix a sequence
(Xh)h satisfying (A). In particular, there exists a function σ : [0,∞) −→ (0,∞) such that

(4.1) sup{|(Ch(x)− C(x))ξ| : x ∈ Ω, ξ ∈ Rn, |ξ| = 1} ⩽ σ(h)n+2

for any h ∈ N and limh→∞ σ(h) = 0. Exploiting (4.1), we introduce a particular sequence of
mollifiers which is tailored to our setting. Precisely, Let J ∈ C∞

c (Rn) be a standard spherically
symmetric mollifier. We define the family of mollifiers (Jh)h by letting

(4.2) Jh(x) =
1

σ(h)n
J

(
x

σ(h)

)
for any x ∈ Rn and any h ∈ N. Clearly, there is a constant C(J, n) > 0, depending only on J
and n, such that

(4.3) |DJh(x)| ⩽
C(J, n)

σ(h)n+1

for any x ∈ Rn and any h ∈ N.

4.1. A uniform Meyers-Serrin type approximation. The following lemma constitute the
technical core of this section.

Lemma 4.1. Let (Xh)h satisfy (A). Let 1 ⩽ p <∞, u ∈ Lp(Ω) and (Jh)h be as in (4.2). Then

lim
h→∞

∥Xh(Jh ∗ u)−X(Jh ∗ u)∥Lp(Ω;Rm) = 0.
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Proof. Notice that, in view of (4.1), (4.3) and Jensen’s inequality,

∥Xh(Jh ∗ u)−X(Jh ∗ u)∥pLp(Ω;Rm) =

∫
Ω

|Xh(Jh ∗ u)−X(Jh ∗ u)|p dx

=

∫
Ω

|(Ch − C)D(Jh ∗ u)|p dx

(4.1)

⩽ σ(h)p(n+2)

∫
Ω

|D(Jh ∗ u)|p dx

= σ(h)p(n+2)

∫
Ω

|(DJh ∗ u)|p dx

= σ(h)p(n+2)

∫
Ω

∣∣∣∣∫
B(x,σ(h))

DJh(x− y)u(y) dy

∣∣∣∣p dx

= (ωn)
pσ(h)p(2n+2)

∫
Ω

∣∣∣∣ ∫
B(x,σ(h))

DJh(x− y)u(y) dy

∣∣∣∣p dx

⩽ (ωn)
p−1σ(h)p(2n+2)−n

∫
Ω

∫
B(x,σ(h))

|DJh(x− y)u(y)|p dy dx

(4.3)

⩽ C(J, n)p(ωn)
p−1σ(h)p(2n+2)−n−p(n+1)

∫
Ω

∫
B(x,σ(h))

|u(y)|p dy dx

⩽ |Ω|C(J, n)p(ωn)
p−1σ(h)p(2n+2)−n−p(n+1)∥u∥pLp(Ω),

where ωn is the Lebesgue measure of the Euclidean unit ball of Rn. Since

(4.4) p(2n+ 2)− n− p(n+ 1) = n(p− 1) + p ≥ p > 0,

the thesis follows. □

In view of Lemma 4.1, we prove the following Meyers-Serrin type approximation result.

Theorem 4.2. Let (Xh)h satisfy (A). Let 1 ⩽ p < ∞. Let u ∈ W 1,p
X (Ω). Then there exists a

sequence (uh)h ⊆ C∞(Ω) ∩W 1,p
Xh(Ω) such that

uh → u strongly in Lp(Ω) and Xhuh → Xu strongly in Lp(Ω;Rm).

Proof. Let u ∈ W 1,p
X (Ω), and fix an open set Ω̃ ⋐ Ω. For any h ∈ N, define uh = Jh ∗ u,

being (Jh)h as in (4.2). First, [20, Proposition 1.2.2] implies that uh → u strongly in Lp(Ω̃) and
Xuh → Xu strongly in Lp(Ω̃,Rm). Exploiting Lemma 4.1, we infer that Xhuh → Xu strongly
in Lp(Ω̃,Rm). The global statement follows verbatim as in the proof of [22, Theorem A.2]. □

4.2. A uniform characterization of affine Sobolev spaces. In this section we provide an
affine counterpart of Theorem 4.2. To this aim, for 1 ⩽ p <∞ and φ ∈ W 1,p

X (Ω), set

W 1,p
X,φ(Ω, (X

h)h) := {u ∈ W 1,p
X (Ω) : there exists (vh)h ⊆ C∞

c (Ω) such that

vh → u− φ strongly in Lp(Ω) and Xhvh → X(u− φ) strongly in Lp(Ω;Rm)}.

This affine space depends a priori on (Xh)h. However, the following characterization holds.

Theorem 4.3. Let (Xh)h satisfy (A). Let 1 ⩽ p <∞. Let φ ∈ W 1,p
X (Ω). Then

W 1,p
X,φ(Ω) = W 1,p

X,φ(Ω, (X
h)h).

Proof. It suffices to consider the case φ = 0. Fix u ∈ W 1,p
X,0(Ω, (X

h)h). By definition, there
exists a sequence (uh)h ⊆ C∞

c (Ω) such that

(4.5) uh → u strongly in Lp(Ω) and Xhuh → Xu strongly in Lp(Ω;Rm).
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Let (Jh)h be the sequence of mollifiers defined by (4.2). Since suppuh ⋐ Ω for any h ∈ N, up
to consider a subsequence of (Jh)h we may assume that suppuh + supp Jh ⋐ Ω and σ(h) ⩽ 1
for any h ∈ N, where σ is the modulus of continuity introduced in (4.1). For any h ∈ N, set
vh = Jh ∗ uh. Then (vh)h ⊆ C∞

c (Ω). Owing to [20, Proposition 1.2.2], we can select a further
subsequence of (Jh)h such that

(4.6) ∥uh − vh∥Lp(Ω) ⩽
1

h
and ∥Xhuh −Xhvh∥Lp(Ω;Rm) ⩽

1

h

for any h ∈ N. Moreover, arguing as in the proof of Lemma 4.1,

(4.7) ∥Xhvh −Xvh∥pLp(Ω;Rm) ⩽ |Ω|C(J, n)p(ωn)
p−1σ(h)p(2n+2)−n−p(n+1)∥uh∥pLp(Ω).

By (4.4), (4.5), (4.6) and (4.7), vh → u strongly in Lp(Ω) andXvh → Xu strongly in Lp(Ω;Rm),
that is u ∈ W 1,p

X,0(Ω). Since the converse implication follows verbatim, the thesis follows. □

With a similar argument, we provide the proof of Proposition 3.10.

Proof of Proposition 3.10. Fix h ∈ N. Since uh ∈ W 1,p
Xh,φh

(Ω), there exists vh ∈ C∞
c (Ω) such

that

(4.8) ∥vh − (uh − φh)∥Lp(Ω) ⩽
1

h
and ∥Xhvh −Xh(uh − φh)∥Lp(Ω;Rm) ⩽

1

h
.

Let (Jh)h be the sequence of mollifiers defined by (4.2). As in the previous proof, we may
assume that supp vh + supp Jh ⋐ Ω and σ(h) ⩽ 1 for any h ∈ N, where σ is the modulus of
continuity introduced in (4.1). For any h ∈ N, set ṽh = Jh ∗ vh. Then (ṽh)h ⊆ C∞

c (Ω). Again
by [20, Proposition 1.2.2], up to a further subsequence of (Jh)h,

(4.9) ∥vh − ṽh∥Lp(Ω) ⩽
1

h
and ∥Xhvh −Xhṽh∥Lp(Ω;Rm) ⩽

1

h

for any h ∈ N. Again, arguing as in Lemma 4.1,

(4.10) ∥Xhṽh −Xṽh∥pLp(Ω;Rm) ⩽ |Ω|C(J, n)p(ωn)
p−1σ(h)p(2n+2)−n−p(n+1)∥vh∥pLp(Ω).

By (3.4) and (3.5), (uh − φh)h is bounded in Lp(Ω). Combining this fact with (4.4), (4.8) and
(4.10), we conclude that

(4.11) lim
h→∞

∥Xhṽh −Xṽh∥Lp(Ω;Rm) = 0.

Let p′ be the Hölder-conjugate exponent of p. Let ψ ∈ Lp′(Ω). Then∣∣∣∣∫
Ω

(ṽh − (u− φ))ψ dx

∣∣∣∣ ⩽ ∫
Ω

|ṽh − vh||ψ| dx+
∫
Ω

|vh − (uh − φh)||ψ| dx

+

∣∣∣∣∫
Ω

(u− uh)ψ dx

∣∣∣∣+ ∣∣∣∣∫
Ω

(φ− φh)ψ dx

∣∣∣∣
(4.8),(4.9)

⩽
2

h
∥ψ∥Lp′ (Ω) +

∣∣∣∣∫
Ω

(u− uh)ψ dx

∣∣∣∣+ ∣∣∣∣∫
Ω

(φ− φh)ψ dx

∣∣∣∣ .
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Letting h→ ∞, recalling (3.4) and (3.5), and being ψ arbitrary in Lp′(Ω), ṽh → (u−φ) weakly
in Lp(Ω). Similarly, if ψ ∈ Lp′(Ω,Rm),∣∣∣∣∫

Ω

⟨Xṽh −X(u− φ), ψ⟩Rm dx

∣∣∣∣ ⩽ ∫
Ω

∣∣⟨Xṽh −Xhṽh, ψ⟩Rm

∣∣ dx+ ∫
Ω

∣∣⟨Xhṽh −Xhvh, ψ⟩Rm

∣∣ dx
+

∫
Ω

∣∣⟨Xhvh −Xh(uh − φh), ψ⟩Rm

∣∣ dx
+

∣∣∣∣∫
Ω

⟨Xu−Xhuh, ψ⟩Rm dx

∣∣∣∣+ ∣∣∣∣∫
Ω

⟨Xφ−Xhφh, ψ⟩Rm dx

∣∣∣∣
(4.8),(4.9)

⩽

(
∥Xhṽh −Xṽh∥Lp(Ω;Rm) +

2

h

)
∥ψ∥Lp′ (Ω,Rm)

+

∣∣∣∣∫
Ω

⟨Xu−Xhuh, ψ⟩Rm dx

∣∣∣∣+ ∣∣∣∣∫
Ω

⟨Xφ−Xhφh, ψ⟩Rm dx

∣∣∣∣ .
Combining (3.4), (3.5) and (4.11), we conclude that Xṽh → X(u − φ) weakly in Lp(Ω,Rm).
Therefore, by [10, Proposition 2.2], ṽh → u − φ weakly in W 1,p

X (Ω). Arguing exactly as in the

proof [10, Theorem 1.1], we conclude that u ∈ W 1,p
X,φ(Ω). □

4.3. A uniform Anzellotti-Giaquinta type approximation. Although beyond the scopes
of this paper, for the sake of completeness we provide an Anzellotti-Giaquinta approximation
result in the case of functions of X-bounded variation. We refer to [20] for their main definitions
and properties. Again, the key of the proof is encoded in the following lemma.

Lemma 4.4. Let (Xh)h satisfy (A). Let u ∈ L1(Ω). Let (Jh)h be as in (4.2). Then

lim
h→∞

sup

{∫
Ω

u div
((
(Ch)Tφ

)
∗ Jh − CT (φ ∗ Jh)

)
dx : φ ∈ C∞

c (Ω;Rn), ∥φ∥∞ ⩽ 1

}
= 0.

Proof. Let φ be as in the statement, and set

S =

∫
Ω

u div
((
(Ch)Tφ

)
∗ Jh − CT (φ ∗ Jh)

)
dx.

Then

S =
n∑

i=1

∫
Ω

u
∂

∂xi

[(
(Ch)Tφ

)
i
∗ Jh −

(
CT (φ ∗ Jh)

)
i

]
dx

=
n∑

i=1

m∑
j=1

∫
Ω

u
∂

∂xi

∫
Rn

(
chj,i(y)− cj,i(x)

)
φj(y)Jh(x− y) dy dx

=
n∑

i=1

m∑
j=1

∫
Ω

u

∫
Rn

(
chj,i(y)− cj,i(x)

)
φj(y)

∂Jh
∂xi

(x− y) dy dx

−
n∑

i=1

m∑
j=1

∫
Ω

u

∫
Rn

∂cj,i
∂xi

(x)φj(y)Jh(x− y) dy dx

=
n∑

i=1

m∑
j=1

∫
Ω

u

∫
Rn

(
chj,i(y)− cj,i(y)

)
φj(y)

∂Jh
∂xi

(x− y) dy dx

+
n∑

i=1

m∑
j=1

∫
Ω

u

∫
Rn

(cj,i(y)− cj,i(x))φj(y)
∂Jh
∂xi

(x− y) dy dx

−
n∑

i=1

m∑
j=1

∫
Ω

u

∫
Rn

∂cj,i
∂xi

(x)φj(y)Jh(x− y) dy dx.
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Let us denote respectively by I, II and III the terms in the last three lines. Arguing verbatim
as in the proof of [20, Lemma 2.1.1], we infer that |II| + |III| → 0 as h → +∞ uniformly with
respect to φ. Therefore we are left to estimate I. In view of (4.1) and (4.3), we get that

|I|
(4.1)

⩽ σ(h)n+2

n∑
i=1

m∑
j=1

∫
Ω

|u|
∫
Rn

∣∣∣∣φj(y)
∂Jh
∂xi

(x− y)

∣∣∣∣ dy dx
(4.3)

⩽ C(J, n)σ(h)
n∑

i=1

m∑
j=1

∫
Ω

|u|
∫
Rn

|φj(y)| dy dx

⩽ mnC(J, n)σ(h)

∫
Ω

|u| dx.

Therefore I goes to 0 as h→ +∞ uniformly with respect to φ, whence the thesis follows. □

The anisotropic Anzellotti-Giaquinta approximation result reads as follows.

Theorem 4.5. Let (Xh)h satisfy (A). Let u ∈ BVX(Ω). There exists (uh)h ⊆ C∞(Ω)∩W 1,1
Xh(Ω)

such that

uh → u strongly in Lp(Ω) and lim
h→∞

∫
Ω

|Xhuh| dx =

∫
Ω

d|Xu|.

Proof. Owing to Lemma 4.4, the proof follows verbatim as in [20]. □

5. Uniform compactness and Poincaré inequalities

In this section we prove the counterparts of Theorem 2.6 and Proposition 2.5 replacing a
fixed anisotropy with a sequence (Xh)h satisfying (A) and (B). In particular, our results will
hold both in T1 and in T2. Before going on, we point out that neither the assumptions of S1

nor those of S2 are strong enough to guarantee compactness, as the next example shows.

Example 5.1. For any h ∈ N, consider the the family Xh = (X1, X
h
2 ) defined on R2

(x1,x2)
by

X1 =
∂

∂x1
and Xh

2 =
1

h

∂

∂x2
.

For any h ∈ N, X1 and Xh
2 are smooth and Lipschitz continuous. Moreover, (Xh)h con-

verges uniformly, with all its derivatives, to X = (X1, 0), whence (Xh)h ∈ S1 ∩ S2. Let
Ω = (−π, π)2. For any h ∈ N, set uh(x1, x2) := sin(hx2) for any (x1, x2) ∈ R2. Then
(uh)h ⊆ C∞(Ω) and Xhuh(x1, x2) = (0, cos(hx2)) for any (x1, x2) ∈ R2. In particular,
∥uh∥L2(Ω) = ∥Xhuh∥L2(Ω;Rm) = π

√
2 for any h ∈ N. By Riemann-Lebesgue lemma, uh → 0

weakly in L2(Ω), but it does not admit any subsequence converging strongly in L2(Ω).

Our first result is the following uniform Rellich-Kondrachov compactness property.

Theorem 5.2 (Uniform Rellich-Kondrachov). Let (Xh)h satisfy (A) and (B). Let 1 < p <∞.
Let (φh)h ⊆ W 1,p

Xh(Ω), and let φ ∈ W 1,p
X (Ω). Assume that

(5.1) φh → φ strongly in Lp(Ω) and Xhφh → Xφ weakly in Lp(Ω;Rm).

Let (uh)h ⊆ W 1,p
Xh,φh

(Ω). Assume that there exists M > 0 such that

(5.2) ∥uh∥Lp(Ω), ∥Xhuh∥Lp(Ω;Rm) ⩽M for any h ∈ N.

Then there exists u ∈ W 1,p
X,φ(Ω) such that, up to a subsequence, uh → u strongly in Lp(Ω) and

Xhuh → Xu weakly in Lp(Ω;Rm).
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Proof. Assume φh, φ = 0 for any h ∈ N. By definition, there exists (vh)h ⊆ C∞
c (Ω) such that

(5.3) ∥uh − vh∥Lp(Ω) ⩽
1

h
and ∥Xhuh −Xhvh∥Lp(Ω;Rm) ⩽

1

h

for any h ∈ N. Let (Jh)h be the sequence of mollifiers defined by (4.2). Arguing as in the proof
of Theorem 4.3, we may assume that supp vh+supp Jh ⋐ Ω and σ(h) ⩽ 1 for any h ∈ N, where
σ is defined in (4.1). For any h ∈ N, set ṽh = Jh ∗ vh. Then (ṽh)h ⊆ C∞

c (Ω). Moreover, arguing
again as in the proof of Theorem 4.3, we may assume that

(5.4) ∥vh − ṽh∥Lp(Ω) ⩽
1

h
and ∥Xhvh −Xhṽh∥Lp(Ω;Rm) ⩽

1

h
and

(5.5) ∥Xhṽh −Xṽh∥pLp(Ω;Rm) ⩽ |Ω|C(J, n)p(ωn)
p−1σ(h)p(2n+2)−n−p(n+1)∥vh∥pLp(Ω).

Combining (4.4), (5.2), (5.3), (5.4) and (5.5), (ṽh)h is bounded in W 1,p
X (Ω). Therefore, by (B)

and reflexivity, there exists u ∈ W 1,p
X,0(Ω) such that, up to a subsequence, ṽh → u strongly in

Lp(Ω) and Xṽh → Xu weakly in Lp(Ω;Rm). By (5.3) and (5.4), uh → u strongly in Lp(Ω).
Moreover, again by (5.3), (5.4) and (5.5), Xhuh → Xu weakly in Lp(Ω;Rm). Finally, we argue
in the case of arbitrary (φh)h and φ satisfying (5.1). Let (uh)h ⊆ W 1,p

Xh,φh
(Ω) satisfy (5.2). Then,

by (5.1), (uh − φh)h ⊆ W 1,p
Xh,0

(Ω) satisfies (5.2) with a possibly bigger M > 0. Therefore, there

exists v ∈ W 1,p
X,0(Ω) such that uh − φh → v strongly in Lp(Ω) and Xhuh −Xhφh → Xv weakly

in Lp(Ω;Rm). Set u = v + φ. Then u ∈ W 1,p
X,φ(Ω), uh → u strongly in Lp(Ω) and Xhuh → Xv

weakly in Lp(Ω;Rm) by (5.1). The thesis follows. □

As a corollary of Theorem 5.2, we recover the convergence of Rayleigh quotients, in analogy
with Proposition 3.9, and a uniform Poincaré inequality.

Theorem 5.3 (Uniform Poincaré inequality). Let (Xh)h satisfy (A) and (B). Let 1 < p <∞.
Then

(5.6) lim
h→∞

Rh = R.

If Ω is connected, then R > 0. In particular, up to a subsequence,

(5.7)

∫
Ω

|u|p dx ⩽
2

R

∫
Ω

|Xhu|p dx

for any h ∈ N and any u ∈ W 1,p
Xh,0

(Ω). Finally, if (φh)h ⊆ W 1,p
Xh(Ω), then

(5.8)

∫
Ω

|u|p dx ⩽
22p−1

R

∫
Ω

|Xhu|p dx+ 22p−1

R

∫
Ω

|Xhφh|p dx+ 2p−1

∫
Ω

|φh|p dx

for any h ∈ N and any u ∈ W 1,p
Xh,φh

(Ω).

Proof. Arguing verbatim as in the proof of Proposition 3.9,

(5.9) lim sup
h→∞

Rh ⩽ R.

Let us prove the converse inequality. By definition. for any h ∈ N there exists uh ∈ C∞
c (Ω)

such that uh ̸= 0 and

(5.10)

∫
Ω
|Xhuh|p dx∫
Ω
|uh|p dx

⩽ Rh +
1

h
.

For any h ∈ N, define vh =
(
∥uh∥Lp(Ω)

)−1
uh. Notice that, by (5.10),

(5.11)

∫
Ω
|Xhvh|p dx∫
Ω
|vh|p dx

=

∫
Ω
|Xhuh|p dx∫
Ω
|uh|p dx

⩽ Rh +
1

h
.
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Moreover, by definition, (vh)h ⊆ C∞
c (Ω), ∥vh∥Lp(Ω) = 1 for any h ∈ N and

lim sup
h→∞

∥Xhvh∥pp = lim sup
h→∞

∫
Ω
|Xhuh|p dx∫
Ω
|uh|p dx

⩽ lim sup
h→∞

(
Rh +

1

h

)
⩽ R

by (5.9). Therefore, by Theorem 5.2, up to a subsequence there exists v ∈ W 1,p
X,0(Ω) such that

vh → v strongly in Lp(Ω) and Xhvh → Xv weakly in Lp(Ω;Rm). Moreover, ∥v∥Lp(Ω) = 1, so
that v ̸= 0. Then, we conclude that

R ⩽

∫
Ω
|Xv|p dx∫
Ω
|v|p dx

⩽ lim inf
h→∞

∫
Ω
|Xhvh|p dx∫
Ω
|vh|p dx

⩽ lim inf
h→∞

(
Rh +

1

h

)
= lim inf

h→∞
Rh,

whence (5.6). The fact that R > 0 and (5.7) follow by Proposition 2.5 and (5.6). Finally, (5.8)
is straightforward (cf. e.g. [10, Corollary 2.6]). □

6. Γ-convergence for functionals depending on moving anisotropies

In this section we establish several Γ-convergence properties for sequences of integral func-
tionals depending on a sequence (Xh)h belonging to either S1 or S2. Let us recall some basic
preliminaries. For a complete account to Γ-convergence, as well as for the vocabulary of local
functionals, we refer the reader to [3, 13]. We just recall that if (X , τ) is a first-countable
topological space, a sequence of functionals (Fh)h : X −→ [0,∞] is said to Γ(τ)-converge to a
functional F : X −→ [0,∞] if the following two conditions hold.

• For any u ∈ X and any sequence (uh)h converging to u in τ , then

(liminf) F (u) ⩽ lim inf
h→∞

Fh(uh).

• For any u ∈ X , there exists a sequence (uh)h converging to u in τ such that

(limsup) F (u) ⩾ lim sup
h→∞

Fh(uh).

Sequences for which (limsup) holds are known as recovery sequences. Equivalently, defining the
Γ-lower limit and Γ-upper limit respectively by

F ′(u) := Γ− lim inf
h→∞

Fh(u) := inf
{
lim inf
h→∞

Fh(uh) : uh → u in τ
}

and

F ′′(u) := Γ− lim sup
h→∞

Fh(u) := inf

{
lim sup
h→∞

Fh(uh) : uh → u in τ

}
,

(Fh)h Γ-converges to F : (X, τ) −→ [0,∞] if and only if

Γ− lim inf
h→∞

Fh(u) = Γ− lim sup
h→∞

Fh(u) = F (u)

for any u ∈ X. We say that F is the Γ−limit of (Fh)h and we write F = Γ − limh→∞ Fh.
Throughout this section, we fix a sequence (Xh)h ⊆ S1 ∪S2, an open and bounded set Ω ⊆ Rn

and 1 < p < ∞. The wider class of functionals we are interested in is made of (local) integral
functionals of the form

Fh(u,A) :=

{∫
Ω
fh(x,X

hu(x))dx if A ∈ A, u ∈ Lp(Ω) ∩W 1,p
Xh(A),

∞ otherwise in Lp(Ω),

where each integrand fh belongs to the following class.

Definition 6.1. Fix h ∈ N. Ih
p (a, d1, d2) is the class of functions fh : Ω×Rm → R such that:

(I1) fh : Ω×Rm → R is a Carathéodory function;
(I2) for a.e. x ∈ Ω, the function fh(x, ·) : Rm → R is convex;
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(I3) there exist two constants 0 < d1 ⩽ d2 and a non-negative function a ∈ L1(Ω) such that

(6.1) d1 |Ch(x)ξ|p ⩽ fh(x, Ch(x)ξ) ⩽ a(x) + d2
∣∣Ch(x)ξ

∣∣p
for a.e. x ∈ Ω and for every ξ ∈ Rn.

Remark 6.2. If Fh is the (local) integral functional associated with some fh ∈ Ih
p (a, d1, d2),

then [40, Theorem 4.2] implies that

(6.2) d1∥Xhu∥pLp(A) ⩽ Fh(u,A) ⩽
∫
A

a(x) dx+ d2∥Xhu∥pLp(A)

for any A ∈ A and any u ∈ W 1,p
Xh(A).

6.1. Γ-convergence of norms. Our first result focuses on the special case of norms. Theo-
rem 6.3 will be propaedeutic to the proof of the main compactness theorem, Theorem 6.5.

Theorem 6.3. Let (Xh)h ∈ S1∪S2. Let 1 < p <∞. For h ∈ N, set Ψh
p : Lp(Ω)×A −→ [0,∞]

and Ψp : L
p(Ω)×A −→ [0,∞] respectively by

Ψh
p(u,A) =

{∫
A
|Xhu|p dx if A ∈ A, u ∈ W 1,p

Xh(A),

∞ otherwise,

and

Ψp(u,A) =

{∫
A
|Xu|p dx if A ∈ A, u ∈ W 1,p

X (A),

∞ otherwise.

Then,
Ψp(·, A) = Γ(Lp)− lim

h→∞
Ψh

p(·, A)

for any A ∈ A.

Proof. Fix A ∈ A and u ∈ Lp(Ω). Assume first that u /∈ W 1,p
X (A). Then, Ψp(u,A) = ∞, so

that (limsup) follows with uh = u. On the other hand, if there exists (uh)h ∈ Lp(Ω) such that
uh → u in Lp(Ω) and lim infh→∞Ψh

p(uh, A) <∞, then either Proposition 3.7 or Proposition 3.8

would imply that u ∈ W 1,p
X (A), a contradiction. Instead, assume u ∈ W 1,p

X (A). The existence
of a sequence as in (limsup) follows at once from Theorem 4.2, while (liminf) follows as above
in view of either Proposition 3.7 or Proposition 3.8. □

Remark 6.4. Arguing as in the proof of Theorem 6.3, we may show Γ-convergence of complete
moving anisotropic Sobolev norms.

6.2. Γ-compactness in the general case. Owing to Theorem 6.3, we can prove compactness
for arbitrary classes of integral functionals.

Theorem 6.5. Let (Xh)h ∈ S1 ∪ S2. Let 1 < p < ∞. Let a ∈ L1(Ω), a ≥ 0, and 0 < d1 ⩽ d2.
Let (fh)h ⊆ Ih

p (a, d1, d2). Denote by (Fh)h : Lp(Ω) × A −→ [0,∞] the corresponding sequence
of integral functionals, each represented by

(6.3) Fh(u,A) =

{∫
A
fh(x,X

hu(x)) dx if A ∈ A, u ∈ W 1,p
Xh(A),

∞ otherwise.

Then there exist F : Lp(Ω)×A −→ [0,∞] and f ∈ I∞
p (a, d1, d2) such that, up to a subsequence,

(6.4) F (·, A) = Γ(Lp)− lim
h→∞

Fh(·, A)

for any A ∈ A, and F is represented by

(6.5) F (u,A) =

{∫
A
f(x,Xu(x)) dx if A ∈ A, u ∈ W 1,p

X (A),

∞ otherwise.
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Moreover, f can be uniquely chosen in I∞
p (a, d1, d2) in such a way that

(6.6) f(x, η) = f(x, C(x)ξη)

for a.e. x ∈ Ω and any η ∈ Rm, where ξη is any vector in Rn such that

(6.7) η = C(x)ξη + η̃ and ⟨C(x)ξη, η̃⟩Rm = 0 for some η̃ ∈ Rm.

Remark 6.6. Although reminiscent of the approach presented in [13], ours differs from the
former. Indeed, the classical approach to Γ-compactness consists of three main steps.

(1) Given a sequence of integral functionals (Fh)h, extract a subsequence, say again (Fh)h
which Γ̄-converges to a local functional F , where Γ̄-convergence (cf. [13, Chapter 16])
is a variational convergence tailored to local functionals.

(2) Upgrade Γ̄-convergence to Γ-convergence.
(3) Show that F is an integral functional.

The proof of (2) (cf. e.g. [13, Proposition 18.6]) relies on uniform growth conditions like

Fh(u,A) ⩽ G̃(u,A)

for a suitable lower-semicontinuous measure G. On the other hand, we can only dispose of
non-uniform growth conditions of the form

Fh(u,A) ⩽ G̃h(u,A) :=

∫
A

a(x) dx+ d2∥Xhu∥pLp(A).

Nevertheless, Theorem 6.3 ensures that (G̃h)h Γ-converges. We will show that this weaker
framework will be still sufficient to promote Γ̄-convergence to Γ-convergence. In addition, once
Γ-convergence is achieved, in order to conclude we will need to apply the anisotropic integral
representation result [40, Theorem 4.1].

Proof of Theorem 6.5. Step 1. According to [13, Theorem 19.4], F : Lp(Ω) × A −→ [0,∞]
belongs to Mp(e1, e2, e3, e4, µ) if F is a measure and if there exist e1 ≥ 1, e2, e3, e4 ≥ 0, a finite
measure µ, independent of F , and a measure G : Lp(Ω)×A −→ [0,∞], which may depend on
F , such that

(6.8) G(u,A) ⩽ F (u,A) ⩽ e1G(u,A) + e2∥u∥pLp(A) + µ(A)

and

(6.9) G(φu+ (1− φ)v,A) ⩽ e4(G(u,A) +G(v, A)) + e3e4(max |Dφ|p)∥u− v∥Lp(A) + µ(A),

for any u, v ∈ Lp(Ω), any A ∈ A and any φ ∈ C∞
c (Ω) such that 0 ⩽ φ ⩽ 1. We claim that

(Fh)h ⊆ Mp(e1, e2, e3, e4, µ). Fix h ∈ N, and set µ(B) :=
∫
B
a(x) dx. Then µ is a finite measure

on Ω. Moreover, in view of [31, Lemma 4.14], the non-negative local functionalGh := d1Ψ
h
p(u,A)

is a measure. Hence, letting e1 :=
d2
d1

and e2 := 0, (6.8) follows from (6.2). Moreover, recalling

(A) and arguing verbatim as in the proof of [17, Proposition 3.3], (6.9) follows for suitable
constants e3, e4 ≥ 0 independent of h ∈ N.
Step 2. By [13, Theorem 19.5], there exists an Lp-lower semicontinuous functional F ∈
Mp(e1, e2, e3, e4, µ) such that, up to a subsequence, (Fh)h Γ(Lp)-converges to F . By definition
of Mp(e1, e2, e3, e4, µ), F is a measure. Moreover, by [13, Proposition 16.15], F is local.
Step 3. We claim that

(6.10) d1∥Xu∥pLp(A) ⩽ F (u,A) ⩽
∫
A

a(x) dx+ d2∥Xu∥pLp(A)

for any A ∈ A and any u ∈ W 1,p
X (A). Indeed, let G := d1Ψp. Since (Gh)h ⊆ Mp(e1, e2, e3, e4, µ),

we apply again [13, Theorem 19.5] to infer that, up to a further subsequence, (Gh)h Γ(Lp)-
converges to a suitable functional in Mp(e1, e2, e3, e4, µ). On the other hand, we know from
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Theorem 6.3 that

(6.11) G(·, A) = Γ(Lp)− lim
h→∞

Gh(·, A)

for any A ∈ A. Then, [13, Proposition 16.4] implies that (Gh)h Γ(L
p)-converges toG. Therefore,

passing to the Γ(Lp)-limit in Gh(u,A) ⩽ Fh(u,A) ⩽ e1Gh(u,A) + µ(A) allows to show (6.10).
Step 4. We claim that

(6.12) F (·, A) = Γ(Lp)− lim
h→∞

Fh(·, A)

for any A ∈ A. To this aim, fix A ∈ A and u ∈ W 1,p
X (A) ∩ Lp(Ω). We claim that

(6.13) F (u,A) = F ′(u,A) = F ′′(u,A).

By [13, Proposition 16.4], we already know that F (u,A) ⩽ F ′(u,A) ⩽ F ′′(u,A), so that we
are left to show that F ′′(u,A) ⩽ F (u,A). Following the proof of [13, Proposition 18.6], and
noticing that ν(B) :=

∫
B
a dx+ d2Ψp(u,B) is a finite measure on A, for any ε > 0 we choose a

compact set Kε ⋐ A such that ν(A\Kε) ⩽ ε. Moreover, recalling (6.11) and by [13, Proposition
6.7], we infer that

(6.14) F ′′(u, Ã) ⩽ ν(Ã)

for any Ã ∈ A. Choose two open sets A′, A′′ ∈ A such that Kε ⋐ A′ ⋐ A′′ ⋐ A. Since (Fh)h ⊆
Mp(e1, e2, e3, e4, µ), [13, Theorem 19.4] implies that (Fh)h satisfies the uniform fundamental
estimate (cf. [13, Definition 18.2]). Therefore, noticing that A = A′ ∪ (A \Kε), we can apply
[13, Proposition 18.3] to infer that

F ′′(u,A) ⩽ F ′′(u,A′′) + F ′′(u,A \Kε) ⩽ F (u,A) + ν(A \Kε) ⩽ F (u,A) + ε,

where in the semi-last inequality we exploited [13, Remark 16.1] together with (6.14). Letting
ε → 0, (6.13) follows. We are ready to prove (6.12). To this aim, fix A ∈ A and u ∈ Lp(Ω).
If u ∈ W 1,p

X (A), the thesis follows from (6.13). Conversely, assume that u /∈ W 1,p
X (A), or

equivalently that G(u,A) = ∞. Exploiting (6.11), G(u,A) ⩽ F ′(u,A). Then, by [13, Remark
14.5] G(u,A) ⩽ F (u,A), so that F (u,A) = ∞. Since F (u,A) ⩽ F ′(u,A) ⩽ F ′′(u,A), we
conclude that F (u,A) = F ′(u,A) = F ′′(u,A), whence (6.12) follows.
Step 5. By (6.12), F is Lp-lower semicontinuous. Moreover, arguing verbatim as in the proof
of [40, Theorem 4.3], F (u+ c, A) = F (u,A) for any A ∈ A, any u ∈ C∞(A) and any c ∈ R. In
conclusion, F satisfies all the hypotheses of [40, Theorem 4.1], whence the thesis follows. □

Remark 6.7. The very same approach to Theorem 6.5, together with the integral representa-
tion results provided in [40], allows to establish Γ-compactness results for integral functionals
associated with complete Lagrangians f(x, u, η) under suitable natural assumptions (cf. [40]).

6.3. Γ-convergence for functionals with Dirichlet boundary conditions. Theorem 6.5
can be exploited to keep into account Dirichlet boundary conditions.

Theorem 6.8. Let (Xh)h ∈ S1 ∪ S2. Let 1 < p < ∞. Let (fh)h ⊆ Ih
p (a, d1, d2) and f ∈

I∞
p (a, d1, d2), and let Fh, F : Lp(Ω) × A → [0,∞] be the corresponding integral functionals,

respectively defined in (6.3) and (6.5). Fix (φh)h ⊆ W 1,p
Xh(Ω) and φ ∈ W 1,p

X (Ω) such that

(6.15) φh → φ strongly in Lp(Ω) and Xhφh → Xφ strongly in Lp(Ω;Rm).

Define the functionals Fφh

h , Fφ : Lp(Ω) → [0,∞] by
(6.16)

Fφh

h (u) =

{
Fh(u,Ω) if u ∈ W 1,p

Xh,φh
(Ω),

∞ otherwise,
Fφ(u) =

{
F (u,Ω) if u ∈ W 1,p

X,φ(Ω),

∞ otherwise.
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Assume that

(6.17) F (u,Ω) = Γ(Lp)− lim
h→∞

Fh(u,Ω).

Then

(6.18) Fφ(u) = Γ(Lp)− lim
h→∞

Fφh

h (u).

Proof. First we prove that Fφ(u) ⩽ Γ(Lp) − lim infh→∞ Fφh

h (u). Let u ∈ Lp(Ω), and let
(uh)h ⊆ Lp(Ω) be such that uh → u strongly in Lp(Ω). If lim infh→∞ Fφh

h (uh) = ∞, (liminf)

follows. Assume the contrary. In this way, we may suppose that uh ∈ W 1,p
Xh,φh

(Ω) for any

h ∈ N. By (6.2), (Xhuh)h is bounded in Lp(Ω;Rm). Therefore, up to subsequences and by
either Proposition 3.7 or Proposition 3.8, Xhuh → Xu weakly in Lp(Ω;Rm). Therefore, by
Proposition 3.10, u ∈ W 1,p

X,φ(Ω). In this way,

Fφ(u) = F (u,Ω)
(6.17)

⩽ lim inf
h→∞

Fh(uh,Ω) = lim inf
h→∞

Fφh

h (uh),

whence the first claim follows. Now we prove that Fφ(u) ≥ Γ(Lp) − lim suph→∞ Fφh

h (u). Let

u ∈ Lp(Ω). Fix ε > 0. Again, we may assume that u ∈ W 1,p
X,φ(Ω). Hence, by Theorem 4.3 there

exists a sequence (vh)h ⊆ C∞
c (Ω) such that vh → u−φ strongly in Lp(Ω) and Xhvh → X(u−φ)

strongly in Lp(Ω;Rm). Therefore, recalling (6.2), up to a subsequence

Fh(vh + φh, A) ⩽
∫
A

a dx+ d2

∫
A

|Xhvh +Xhφh|p dx

⩽
∫
A

a dx+ 2p−1d2

∫
A

|Xu|p dx+ 2p−1d2

∫
A

(
|Xhvh −X(u− φ)|p + |Xhφh −Xφ|p

)
dx

(6.15)

⩽
∫
A

a dx+ 2p−1d2

∫
A

|Xu|p dx+ ε

2

for any A ∈ A. Therefore, there exists a compact set Kε ⊆ Ω such that

(6.19) Fh(vh + φh,Ω \Kε) ⩽ ε.

By (6.17) there exists (uh)h ⊆ W 1,p
Xh(Ω) such that uh → u strongly in Lp(Ω) and F (u,Ω) ≥

lim suph→∞ Fh(uh,Ω). Let A′, A′′ ∈ A be such that Kε ⊆ A′ ⋐ A′′ ⋐ Ω. By the proof
of Theorem 6.5, we know that (Fh)h satisfies the uniform fundamental estimate as in [13,
Definition 18.2]. Therefore, there exists M > 0 and a sequence of smooth cut-off functions
between A′ and A′′, say (ψh)h, such that, up to a subsequence,

Fh(ψhuh + (1− ψh)(vh + φh),Ω) ⩽ (1 + ε) (Fh(uh,Ω) + Fh(vh + φh,Ω \K))

+ ε
(
∥uh∥pLp(Ω) + ∥vh + φh∥pLp(Ω)

)
+M∥uh − (vh + φh)∥pLp(Ω)

(6.15),(6.19)

⩽ (1 + ε)Fh(uh,Ω) + ε(1 + ε) + ε
(
2∥u∥pLp(Ω) + 1

)
+Mε.

(6.20)

Set wh := ψhuh + (1− ψh)(vh + φh) for any h ∈ N. Notice that wh → u strongly in Lp(Ω). Fix
h ∈ N . As uh−φh ∈ W 1,p

Xh(Ω), by Theorem 2.4 there exists a sequence (uhk)k ⊆ C∞(Ω)∩W 1,p
Xh(Ω)

such that uhk → uh − φh strongly in Lp(Ω) and Xhuhk → Xhuh −Xhφh strongly in Lp(Ω;Rm).
Notice that

wh − φh = ψh(uh − φh) + (1− ψh)vh.

For any k ∈ N, set wh
k = ψhu

h
k + (1− ψh)vh. As vh ∈ C∞

c (Ω), (wh
k)k ⊆ C∞

c (Ω). Since

wh
k − (wh − φh) = ψh(u

h
k − (uh − φh)),
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we conclude that wh
k → wh − φh strongly in Lp(Ω) and Xhwh

k → Xh(wh − φh) strongly in
Lp(Ω;Rm). Therefore wh ∈ W 1,p

Xh,φh
(Ω), and in particular Fh(wh,Ω) = Fφh

h (wh). Combining

this information with (6.20), we infer

(6.21) Fφh

h (wh) ⩽ (1 + ε)Fh(uh,Ω) + ε(1 + ε) + ε
(
2∥u∥pLp(Ω) + 1

)
+Mε,

whence

Γ(Lp)− lim sup
h→∞

Fφh

h (u) ⩽ lim sup
h→∞

Fφh

h (wh)

(6.21)

⩽ (1 + ε) lim sup
h→∞

Fh(uh,Ω) + ε(1 + ε) + ε
(
2∥u∥pLp(Ω) + 1

)
+Mε

= (1 + ε)F (u,Ω) + ε(1 + ε) + ε
(
2∥u∥pLp(Ω) + 1

)
+Mε

= (1 + ε)Fφ(u) + ε(1 + ε) + ε
(
2∥u∥pLp(Ω) + 1

)
+Mε.

Being ε arbitrary, the thesis follows. □

Remark 6.9. Although reminiscent of the proof of [13, Theorem 21.1], our argument needs
to differ from the former. Indeed, as the finiteness domain of Fφh

h depends on h, the limit
function u in the proof of (limsup) cannot be used to construct a recovery sequence, but has
to be properly well-approximated. On the other hand, our approach has allowed to consider a
sequence of evolving boundary data instead of a fixed one.

6.4. Convergence of minima and minimizers. Once Theorem 5.2, Theorem 5.3 and The-
orem 6.8 are established, we argue verbatim as in the Euclidean setting to infer convergence of
minima and minimizers. In view of Section 7, we additionally take into account a continuous
perturbation.

Theorem 6.10. Let (Xh)h ∈ T1 ∪ T2. Let 1 < p < ∞. Let (fh)h ⊆ Ih
p (a, d1, d2) and f ∈

I∞
p (a, d1, d2). Let (φh)h ⊆ W 1,p

Xh(Ω) and φ ∈ W 1,p
X (Ω) satisfy (6.15). Let Fφ

h , F
φ : L2(Ω) →

[0,∞] be as in (6.16). Assume that (6.18) holds. Let G : Lp(Ω) → R be continuous and such
that, for any ε > 0, there are δ1 = δ1(ε) > 0, δ2 = δ2(ε) > 0 and δ3 = δ3(ε) > 0 such that

(6.22) −δ1(ε)− ε

∫
Ω

|u|p dx ⩽ G(u) ⩽ δ2(ε) + δ3(ε)

∫
Ω

|u|p dx

for any u ∈ Lp(Ω). Up to a subsequence, the following properties hold.

(1) Fφ +G has a minimum, and

inf
Lp(Ω)

(Fφh

h +G) → min
Lp(Ω)

(Fφ +G).

(2) Assume that there exists a sequence (uh)h ⊆ W 1,p
Xh,φh

(Ω) such that, for any h ∈ N , uh
minimizes Fφh

h +G. Then there exist a minimum point u of Fφ +G such that

uh → u strongly in Lp(Ω).

Proof. As G is continuous, (6.18) and [13, Proposition 6.21] imply that

Fφ +G = Γ(Lp)− lim
h→∞

(Fφh

h +G) .
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For any h ∈ N, set mh = infLp(Ω)(F
φh

h +G). Notice that mh ∈ R. Let uh ∈ Lp(Ω) be such that

mh ⩽ Fφh

h (uh) +G(uh) ⩽ mh +
1
h
. Then, for any ε > 0, there exists M̂ = M̂(ε) > 0 such that

Fφh

h (uh) +G(uh) ⩽ mh + 1

⩽ Fφh

h (φh) +G(φh) + 1

(6.2),(6.22)

⩽
∫
Ω

a dx+ δ2(ε) + δ3(ε)

∫
Ω

|φh|p dx+ d2

∫
Ω

|Xhφh|p dx+ 1

(6.15)

⩽ M̂(ε).

In particular, by Theorem 5.3,

M̂(ε) ≥ Fφh

h (uh) +G(uh)

(6.2),(6.22)

≥ d1

∫
Ω

|Xhuh|p dx− ε

∫
Ω

|uh|p dx− δ1(ε)

(5.8)

≥
(
d1 −

ε22p−1

R

)∫
Ω

|Xhu|p dx− ε22p−1

R

∫
Ω

|Xhφh|p dx− ε2p−1

∫
Ω

|φh|p dx− δ1(ε)

Combining the previous inequalities with Theorem 5.3, (uh)h is bounded in Lp(Ω) and (Xhuh)h
is bounded in Lp(Ω;Rm). By Theorem 5.2 and up to a subsequence, there exists u ∈ W 1,p

X,φ(Ω)
such that uh → u strongly in Lp(Ω). The rest of the thesis follows as in [13, Theorem 7.2]. □

Remark 6.11. For any µ ≥ 0 and any g ∈ Lq(Ω), set G : Lp(Ω) → R by

G(u) =
µ

p

∫
Ω

|u|p dx−
∫
Ω

gu dx

for any u ∈ Lp(Ω). It is easy to check that u is continuous and satisfies (6.22).

6.5. Quadratic forms. In this section we let p = 2, and we specialize Theorem 6.5 to the
class of quadratic forms. Moreover, as this will be important in the forthcoming Section 7, we
provide a convergence result of the so-called momenta, defining the latter to keep into account
the moving anisotropic setting (cf. Definition 7.1).

Definition 6.12. Fix h ∈ N and 0 < λ ⩽ Λ. We denote by Eh(Ω;λ,Λ) the class of symmetric,
measurable matrix-valued functions Ah : Ω → Rm×m such that

(6.23) λ|Ch(x)ξ|2 ⩽ ⟨Ah(x)Ch(x)ξ, Ch(x)ξ⟩Rm ⩽ Λ|Ch(x)ξ|2

for a.e. x ∈ Ω and for every ξ ∈ Rn.

Quadratic forms corresponding to elements of Eh(Ω;λ,Λ) express as

(6.24) Fh(u,A) =

{∫
A
⟨Ah(x)Xhu(x), Xhu(x)⟩Rmdx if u ∈ W 1,2

Xh(A),

∞ otherwise.

Theorem 6.13. Let (Xh)h ∈ S1 ∪ S2. Let 0 < λ ⩽ Λ. Let (Ah)h ⊆ Eh(Ω;λ,Λ). For any
h ∈ N, denote by Fh the corresponding quadratic form in the sense of (6.24). There exists
A ∈ E∞(Ω;λ,Λ) and a corresponding quadratic form F : L2(Ω) × A −→ [0,∞] such that, up
to subsequences, (6.4) holds.

Proof. Let fh be the Lagrangian associated with Fh. Then (fh)h ⊆ Ih
2 (0, λ,Λ). In virtue of

Theorem 6.5, there exist f ∈ I2(0, λ,Λ) and a corresponding integral functional F : L2(Ω) ×
A −→ [0,∞] such that, up to subsequences, (6.4) holds. Fix A ∈ A. By (6.4) and [13, Theorem
11.10], there is a symmetric bilinear form B : W 1,2

X (A)×W 1,2
X (A) −→ R such that∫

A

f(x,Xu) dx = B(u, u)
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for any u ∈ W 1,p
X (A). Arguing verbatim as in the proof of [13, Theorem 22.1], there exists a

n× n symmetric, measurable matrix-valued function Ae such that

f(x, C(x)ξ) = ⟨Ae(x)ξ, ξ⟩Rn

for a.e. x ∈ Ω and for every ξ ∈ Rn. Arguing as in [25, 40], there exists a unique, measurable,
n×m matrix-valued function CP (x) such that

CP (x)C(x)CP (x) = CP (x), C(x)CP (x)C(x) = C(x),
CP (x)C(x) = C(x)TCP (x)T , C(x)CP (x) = CP (x)TC(x)T

for any x ∈ Ω. Set A(x) = CP (x)TAe(x)CP (x). Fix x ∈ Ω and η ∈ Rm, and let ξη be as in
(6.7). Let

Nx = ker(C(x)) and Vx =
{
C(x)Tη : η ∈ Rm

}
.

From standard linear algebra, there are unique (ξη)Nx ∈ Nx and (ξη)Vx ∈ Vx such that

ξη = (ξη)Nx + (ξη)Vx .

By [31, Lemma 3.13],

⟨Ae(x)ξη, ξη⟩Rn = ⟨Ae(x)(ξη)Vx , (ξη)Vx⟩Rn .

Moreover, by [40, Proposition 3.1],

(ξη)Vx = CP (x)C(x)ξη.
Therefore

⟨Ae(x)ξη, ξη⟩Rn = ⟨Ae(x)CP (x)C(x)ξη, CP (x)C(x)ξη⟩Rn = ⟨A(x)C(x)ξη, C(x)ξη⟩Rm ,

whence

f(x, η)
(6.6)
= f(x, C(x)ξη) = ⟨Ae(x)ξη, ξη⟩Rn = ⟨A(x)C(x)ξη, C(x)ξη⟩Rm .

The thesis follows combining the previous equation with (2.1) and Theorem 2.4. □

The next crucial result is preliminary to the convergence of momenta as stated in the forth-
coming Theorem 6.15.

Theorem 6.14. Let (Xh)h ∈ S1 ∪ S2. Let (Ah)h ⊆ Eh(Ω;λ,Λ) and A ∈ E∞(Ω;λ,Λ). Let
(Φh)h ⊆ L2(Ω;Rn) and Φ ∈ L2(Ω;Rn) be such that ChΦh → CΦ strongly in L2(Ω,Rm). Define
GΦh

h , GΦ : L2(Ω)×A → [0,∞] by

GΦh
h (u,A) =

{∫
A
⟨Ah(Xhu+ ChΦh), X

hu+ ChΦh⟩Rmdx if u ∈ W 1,2
Xh(A),

∞ otherwise,

and

GΦ(u,A) =

{∫
A
⟨A(Xu+ CΦ), (Xu+ CΦ)⟩Rmdx if u ∈ W 1,2

X (A),

∞ otherwise.

If (6.4) holds, then

(6.25) GΦ(·, A) = Γ(L2)− lim
h→∞

GΦh
h (·, A).

for every A ∈ A.

Proof. For any h ∈ N, let Fh, F : L2(Ω)×A → [0,∞] be the quadratic forms associated with
Ah and A. For each h ∈ N, define

gΦh
h (x, η) := fh(x, η + Ch(x)Φ(x)) = ⟨Ah(x)(η + Ch(x)Φh(x)), η + Ch(x)Φh(x)⟩Rm

and

g̃Φh
h (x, η) := gΦh

h (x, η) + λ|Ch(x)Φh(x)|2
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for a.e. x ∈ Ω and for any η ∈ Rm. Then, up to subsequences,

g̃Φh
h (x, Ch(x)ξ) = ⟨Ah(x)Ch(x)(ξ + Φh(x)), Ch(x)(ξ + Φh(x))⟩Rm + λ|Ch(x)Φh(x)|2

(6.23)

⩽ Λ|Ch(x)(ξ + Φh(x))|2 + λ|Ch(x)Φh(x)|2

⩽ (2Λ + λ)|Ch(x)Φh(x)|2 + 2Λ|Ch(x)ξ|2

⩽ (2Λ + λ)|k̃(x)|+ 2Λ|Ch(x)ξ|2

for a suitable k̃ ∈ L1(Ω), where the last passage follows from [4, Theorem 4.9]. Similarly,

g̃Φh
h (x, Ch(x)ξ)

(6.23)

≥ λ|Ch(x)ξ|2 + 2λ|Ch(x)Φh(x)|2 + 2λ⟨Ch(x)ξ, Ch(x)Φh(x)⟩Rm ≥ λ

2
|Ch(x)ξ|2

for a.e. x ∈ Ω and for any ξ ∈ Rn. Therefore

(6.26) g̃Φh
h ∈ Ih

2

(
(2Λ + λ)|k̃|, λ

2
, 2Λ

)
for every h ∈ N. Since ChΦh → CΦ strongly in L2(Ω;Rn), Theorem 6.5 implies that there

exists ĜΦ : Lp(Ω)×A → [0,∞] such that, up to subsequences,

ĜΦ(·, A) = Γ(L2)− lim
h→∞

GΦh
h (·, A)

for every A ∈ A, and that there exists a function ĝΦ such that

(6.27) ĝΦ + λ|C(x)Φ(x)|2 ∈ I2

(
(2Λ + λ)|k̃|, λ

2
, 2Λ

)
and such that ĜΦ can be represented as

ĜΦ(u,A) :=

{∫
A
ĝΦ(x,Xu(x)) dx if A ∈ A, u ∈ W 1,2

X (A),

∞ otherwise.

To conclude, we show that

(6.28) ĜΦ(u,A) = GΦ(u,A)

for each A ∈ A and u ∈ W 1,2
X (A). We divide the proof of (6.28) into three steps.

Step 1. Let ξ ∈ Rn. Set Ψh(x) = Ψ(x) = ξ for any h ∈ N and any x ∈ Ω. Let GΨh , GΨ and

ĜΨ be the corresponding functionals. If uξ(x) := ⟨ξ, x⟩Rn for any x ∈ Rn, then

Xhuξ = Chξ, Xuξ = Cξ and GΨh
h (u,A) = Fh(u+ uξ, A).

Let (uh)h be a recovery sequence for u relative to ĜΨ. Then

GΨ(u,A) = F (u+ uξ, A) ⩽ lim inf
h→∞

Fh(uh + uξ, A) = lim inf
h→∞

GΨh
h (uh, A) ⩽ ĜΨ(u,A).

Conversely, let (vh)h be a recovery sequence for u + uξ relative to F . Then, as vh − uξ → u
strongly in L2(Ω),

ĜΨ(u,A) ⩽ lim inf
g→∞

GΨ
h (vh − uξ, A) = lim inf

h→∞
Fh(vh, A) ⩽ F (u+ uξ, A) = GΨ(u,A).

Therefore, (6.28) holds with Φ replaced by Ψ.

Step 2. Let Ψh = Ψ be piecewise constant, i.e., there exist ξ1, . . . , ξN ∈ Rn and A1, . . . , AN

pairwise disjoint open sets such that |Ω \ ∪N
i=1Ai| = 0 and

Ψ(x) :=
N∑
i=1

χAi
(x) ξi.
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Owing to the previous case, (6.28) follows verbatim is in the proof of [32, Theorem 3.7], again
replacing Φ with Ψ.

Step 3. We are ready to prove (6.28) Let (Ψj)j be a sequence of piecewise constant functions
converging to Φ strongly in L2(Ω;Rn). In particular, (CΨj)j converges to CΦ strongly in
L2(Ω;Rm). Arguing verbatim as in the proof of [32, Theorem 3.7], there exists a constant
c̃ = c̃(λ,Λ), such that, up to subsequences,

|GΦ(u,A)−GΨj(u,A)| ⩽ c̃∥CΦ− CΨj∥L2(Ω;Rm)

(
∥Xu∥L2(Ω;Rm) + 2∥CΦ∥L2(Ω;Rm) + 1

)
(6.29)

and, recalling (6.27),

|ĜΦ(u,A)− ĜΨj(u,A)| ⩽ c̃∥CΦ− CΨj∥L2(Ω;Rm)

(
∥Xu∥L2(Ω;Rm) + 2∥CΦ∥L2(Ω;Rm) + 1

)
(6.30)

for any A ∈ A, any u ∈ W 1,2
X (A) and any j ∈ N. Moreover,

|ĜΦ(u,A)−GΦ(u,A)| ⩽ |ĜΦ(u,A)− ĜΨj(u,A)|+ |ĜΨj(u,A)−GΨj(u,A)|
+ |GΨj(u,A)−GΦ(u,A)|.

By (6.29), (6.30) and the previous steps, (6.28) follows. □

We are in position to infer convergence of momenta in the following moving anisotropic sense.

Theorem 6.15. Let (Xh)h ∈ S1 ∪ S2. Let (Ah)h ⊆ Eh(Ω;λ,Λ). Let A∞ ∈ E∞(Ω;λ,Λ).
Assume that (6.4) holds. Then, up to subsequences,∫

A

⟨A∞Xu, CΦ⟩Rmdx = lim
h→∞

∫
A

⟨AhXhuh, ChΦh⟩Rmdx

for any A ∈ A, any u ∈ W 1,2
X (A), any recovery sequence (uh)h relative to F , any Φ ∈ L2(Ω;Rn)

and any (Φh)h ⊆ L2(Ω,Rn) such that ChΦh → CΦ strongly in L2(Ω,Rn).

Proof. For any h ∈ N, denote by (Fh)h and F∞ the quadratic forms associated with (Ah)h and
A∞. Fix t ∈ R, and denote by GtΦh

h and GtΦ the functionals arising from Theorem 6.14. By
the properties of (uh)h and Theorem 6.14,

GtΦ(u,A)− F∞(u,A)

t
⩽ lim inf

h→∞

GtΦh
h (uh, A)− Fh(uh, A)

t
.

Notice that

GtΦ(u,A)− F∞(u,A)

t
= 2

∫
A

⟨A∞Xu, CΦ⟩Rmdx+ t

∫
A

⟨A∞CΦ, CΦ⟩Rmdx

and

GtΦh
h (uh, A)− Fh(uh, A)

t
= 2

∫
A

⟨AhXhuh, ChΦh⟩Rmdx+ t

∫
A

⟨AhChΦh, ChΦh⟩Rmdx.

Since, up to subsequences,∣∣∣∣∫
A

⟨AhChΦh, ChΦh⟩Rmdx

∣∣∣∣ ⩽ Λ

∫
A

|ChΦh|2dx ⩽ Λ

(
|Ω|+

∫
A

|CΦ|2dx
)
,

and similarly for the second term, we let t→ 0 and conclude that

(6.31)

∫
A

⟨A∞Xu, CΦ⟩Rmdx ⩽ lim inf
h→∞

∫
A

⟨AhXhuh, ChΦh⟩Rmdx.

The thesis follows by evaluating (6.31) in Ψ = −Φ and Ψh = −Φh. □
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7. H-convergence for linear operators under moving anisotropies

In this section, owing to the results proved in Section 6, we consider the asymptotic behaviour
of suitable anisotropic, symmetric, linear differential operators, extending previous results in
the static case (cf. [29, 30, 32], and cf. e.g. [11] for some recent non-local achievements). Let
p = 2. Let Ω be a bounded domain of Rn. Let (Xh)h ∈ T1 ∪ T2. Let (A

h)h ⊆ Eh(Ω;λ,Λ), for
some fixed 0 < λ ⩽ Λ. Let (φh)h ⊆ W 1,p

Xh(Ω) and φ ∈ W 1,p
X (Ω) be such that (6.15) holds. For

any h ∈ N, let Lh be the linear anisotropic differential operator defined by

Lh := divXh(Ah(x)Xh).

For any f ∈ L2(Ω) and any µ ≥ 0, we consider anisotropic elliptic problems of the form

(Ph)

{
µu+ Lh(u) = f in Ω,

uh ∈ W 1,2
Xh,φh

(Ω).

Accordingly, we say that uh ∈ W 1,2
Xh,φh

(Ω) is a weak solution to (Ph) if

µ

∫
Ω

uhv dx+

∫
Ω

⟨AhXhu,Xhv⟩Rm dx =

∫
Ω

fv dx

for any v ∈ W 1,2
Xh,0

(Ω). If each Xh belongs to some Mh = Mh(Ω
h
0 , C

h
d , ch, Ch), then Proposi-

tion 2.5, Theorem 2.6, [10, Corollary 2.6], Remark 6.11 and a standard application of the direct
methods imply the existence of a unique minimizer uh ∈ W 1,2

Xh,φh
(Ω) of the functional

u 7→ µ

2

∫
Ω

|u|2 dx+ 1

2

∫
Ω

⟨AhXhu,Xhu⟩Rm dx−
∫
Ω

fu dx,

which in turn is the unique weak solution to (Ph). We stress that, as we are assuming (Xh)h ∈
T1 ∪ T2, all our previous considerations hold replacing Xh with the limit X-gradient X. Under
the above assumption, we provide the definition of H-convergence for sequences of operators
(Lh)h ⊆ Eh(Ω;λ,Λ).

Definition 7.1. Let (Lh)h ⊆ Eh(Ω;λ,Λ). We say that (Lh)h ⊆ Eh(Ω;λ,Λ) H-converges to
L∞ ∈ E∞(Ω;λ,Λ) if the following holds. For any f ∈ L2(Ω), any µ ≥ 0, any (φh)h ⊆ W 1,p

Xh(Ω)

and any φ ∈ W 1,p
X (Ω) such that (6.15) holds, let (uh)h ⊆ W 1,2

Xh,φh
(Ω) and u∞ ∈ W 1,2

X,φ(Ω) be,
respectively, the unique weak solutions to (Ph) and the corresponding limit problem. Then, up
to a subsequence,

uh → u∞ strongly in L2(Ω) (convergence of solutions)

and ∫
Ω

⟨AhXhuh, ChΦh⟩Rmdx→
∫
Ω

⟨A∞Xu∞, CΦ⟩Rmdx (convergence of momenta)

for any Φ ∈ L2(Ω;Rn) and any (Φh)h ⊆ L2(Ω,Rn) such that ChΦh → CΦ strongly in L2(Ω,Rn).

Owing to the results presented in Section 6, the following H-compactness theorem holds.

Theorem 7.2. Let Ω ⊆ Rn be a bounded domain. Let (Xh)h ∈ T1 ∪ T2. Assume that, for any
h ∈ N, Xh belongs to some Mh as in Definition 2.2. Let (Lh)h ⊆ Eh(Ω;λ,Λ). Then, up to a
subsequence, there exists L∞ ∈ E∞(Ω;λ,Λ) such that Lh H-converges to L∞.

Proof. The proof follows combining Theorem 6.8, Theorem 6.10, Remark 6.11, Theorem 6.13
and Theorem 6.15. □
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