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Abstract. In this paper we provide an algebraic characterization of those stratified groups in which
boundaries with locally constant normal are locally flat. We show that these groups, which we call
hypergenerated, are exactly the stratified groups where embeddings of non-characteristic hypersurfaces
are locally bi-Lipschitz. Finally, we extend these results to submanifolds of arbitrary codimension.
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1. Introduction

In this paper we systematically introduce a class of Carnot groups which we call hypergenerated.
Namely, a Carnot group is hypergenerated if all its vertical hyperplanes are Carnot subgroups. We
refer to Section 2.2 for the definition of Carnot group and vertical hyperplane. Moreover, we refer to
Section 3 for a comprehensive treatment of hypergenerated groups and Lie algebras. We show that the
algebraic property of being hypergenerated captures features relevant for both the regularity of minimal
boundaries and the metric properties of non-characteristic hypersurfaces. More precisely, we prove the
following characterization.

Theorem 1.1. Let G be a Carnot group. The following are equivalent:
(1) the group G is hypergenerated,
(2) all finite-perimeter sets with locally constant normal are vertical hyperplanes,
(3) on all smooth non-characteristic hypersurfaces in G, the intrinsic distance and the restricted

distance are locally bi-Lipschitz equivalent.

The framework and results of Theorem 1.1 naturally extends to a hierarchy that we called hypergen-
erated of order k, for k ≥ 1, see Section 3.
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We refer to Section 2.3 for the notion of non-characteristic hypersurfaces, intrinsic distance and re-
stricted distance, and to the statement of Theorem 4.1 for the notion of constant normal. Condition (2)
deals with the regularity theory for minimal boundaries. The historical approach to this problem has
evolved along different paths, fostering the development of the theories of currents by Federer and Flem-
ing (see [19]), of varifolds by Almgren (see [2]) and Allard (see [1]), and of sets of finite perimeter by De
Giorgi (see [15]). However, an important meeting point of these three approaches consists in employing
different variations of the so-called Lipschitz approximation theorem (see e.g. [35]). In the language of fi-
nite perimeter sets, the latter states that minimal boundaries are close, in measure, to graphs of Lipschitz
functions with arbitrary small Lipschitz constant. The distinction between the minimal boundary and
the Lipschitz graph is quantified by the so-called excess, a local quantity that measures the oscillation of
the normal. This modern viewpoint, for which we refer to the monograph [25], does not depend on the
validity of perimeter monotonicity formulas. Although the validity of a sub-Riemannian monotonicity
formula is still a major open problem, the Lipschitz approximation theorem has been fully generalized
in [30, 31] to the Heisenberg groups Hn, when n ≥ 2, via approximation by intrinsic Lipschitz graphs.
What distinguishes higher-dimensional Heisenberg groups from the first Heisenberg group H1, where
only partial results are available, is the presence in the latter of sets with zero excess that are not locally
flat, i.e., they are not locally vertical hyperplanes. To avoid these types of phenomena, the authors of
[33] identified a family of stratified groups of step 2, which they called plentiful groups, in which sets
with locally constant normal are locally flat, thus extending the Lipschitz approximation theorem to this
family of groups. The same notion was recently studied from a control theoretic perspective in [24].
The equivalence (1) ⇔ (2) in Theorem 1.1 shows that hypergenerated groups are exactly those stratified
groups where the sets with locally constant normal are locally vertical hyperplanes. Thus, they represent
the right environment for the development of the regularity theory in the setting of stratified groups.

Motivated by the previous discussion, we develop the theory of hypergenerated groups from an al-
gebraic viewpoint. We show that the property of being hypergenerated only depends on the maximal
step 2 quotient of the group, see Corollary 3.4. Moreover, we provide a characterization of step 2 hy-
pergenerated Lie groups in terms of the image of the Kaplan’s operator, see Proposition 3.8. This result
reveal a correspondence between the notion of hypergenerated groups and a class of problems known as
MinRank problems. The latter are deeply studied from the computational complexity point of view, with
applications in cryptanalysis (see [12,18]). We briefly discuss this at the end of Section 3.1.

With this algebraic machinery, we prove that the class of hypergenerated group is actually vast,
containing stratified groups of arbitrarily large step. This result extends to hypergenerated groups of
order k, for every k ≥ 1, see Proposition 3.20. Moreover, we classify all indecomposable hypergenerated
groups of topological dimension up to 7.

The property of the group of being hypergenerated can be described purely in terms of distance
functions. On a subset of a metric space, one can consider two distance functions: either the distance
function of the ambient space restricted to the subspace or the induced length metric. On hypersurfaces
inside the Euclidean space, these two distance functions are locally bi-Lipschitz equivalent. However,
the latter statement in no longer true for Carnot groups. Indeed, Theorem 1.1 shows that the two
distance functions are locally bi-Lipschitz equivalent on all non-characteristic hypersurfaces if and only
if the Carnot group is hypergenerated. The bi-Lipschitz equivalence of restricted and intrinsic distance
functions for smooth non-characteristic hypersurfaces so far was only known for Heisenberg groups (see
[4]). To prove Theorem 1.1, we study weak tangents of contact maps. Following [5], we show that the
at every point of an equiregular sub-Riemannian manifold the weak tangent is unique and is a Carnot
group. In analogy with [26], we then show that the weak tangent of a contact map between equiregular
sub-Riemannian manifolds is unique and is a group homomorphism. We apply this result to the inclusions
of non-characteristic surfaces inside of hypergenerated Carnot groups to get the implication (2) ⇒ (3) in
Theorem 1.1.

The paper is organized as follows. In Section 2 we recall some basic properties and terminology of
Carnot groups and sub-Riemannian manifolds. In Section 3 we introduce and study hypergenerated
groups of order k. In Section 4 we prove the implication (1) ⇔ (2) of Theorem 1.1, whereas Section 5 is
dedicated to the proof of the implication (1) ⇔ (3).

Aknowledgements. The authors would like to thank Sebastiano Nicolussi Golo for the interesting
discussions and for sharing their insightful viewpoint on some of the topics addressed in the paper.
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2. Preliminaries

2.1. Equiregular sub-Riemannian manifolds. For an introduction to sub-Riemannian manifolds, we
refer to [16, 29]. A (constant rank) distribution ∆ on M is a smooth subbundle of the tangent bundle
TM . In the following, if M is a smooth manifold, we denote by Γ(TM) the family of smooth vector fields
defined over M , and by Γ(∆) the family of vector fields in Γ(TM) that are tangent to ∆. For all p ∈ M ,
we define ∆1

p := ∆p and

∆k
p := span{[X1 . . . [Xj−1, Xj ] . . .](p) | j ≤ k, Xi ∈ Γ(∆)}, for every k > 1. (2.1)

A distribution ∆ is bracket-generating if, for all p ∈ M , there exists k such that ∆k
p = TpM . We call

dim(∆p) the rank of ∆ at p and we say that a distribution ∆ has rank m if m = dim(∆p) for all p ∈ M .
We say that a distribution ∆ is equiregular if the integer dim(∆k

p) is constant in p for every k ∈ N. A
sub-Riemannian manifold is a connected manifold equipped with a bracket-generating distribution ∆,
with a Riemannian metric g defined on ∆, and with the Carnot-Carathéodory distance

dcc(x, y) := inf
{ ∫ 1

0

√
g(γ̇(t), γ̇(t))dt

∣∣ γ : [0, 1] → M absolutely continuous;

γ̇(t) ∈ ∆γ(t) for a.e. t ∈ [0, 1]; γ(0) = x; γ(1) = y
}
.

(2.2)

Since ∆ is bracket-generating, the Chow-Rashevskii connectivity theorem (see [14] and [16, Chapter 3])
ensures that dcc is a finite distance. We say that a sub-Riemannian manifold with distribution ∆ is
equiregular if ∆ is equiregular.

Definition 2.1 (Stratified basis). Let M be an equiregular sub-Riemannian manifold with distribution
∆ of rank m. Let p ∈ M and U ⊆ M be a neighborhood of p. We say that X1, . . . , Xn ∈ Γ(TU) is a
stratified basis for the distribution ∆ at U if:

(1) X1, . . . , Xm is an orthonormal frame for ∆;
(2) for all r ∈ {1, . . . , n− 1} and for all j ∈ {r+ 1, . . . , n} the vector Xj is an iterated Lie bracket of

X1, . . . , Xr;
(3) if i < j, then wi ≤ wj , where

wj := min
{
k | Xj = [Xi1 . . . [Xik−1 , Xik

] . . .]}, i1, . . . , ik ∈ {1, . . . ,m}
}
.

We refer to the integer wj as the weight of Xj .

2.2. Carnot groups. For a thorough introduction on Carnot groups, we refer to [11, 16, 22, 36]. A
stratified Lie algebra of step s, with s ∈ N, is a nilpotent Lie algebra g, together with a direct sum
decomposition

g = V1 ⊕ V2 ⊕ · · · ⊕ Vs,

such that the vector spaces V1, . . . , Vs ⊆ g satisfy
Vi = [V1, Vi−1] for i = 1, . . . , s− 1, Vs ̸= {0}, [V1, Vs] = {0}.

We refer to such decomposition as a stratification of g, to V1, . . . , Vs as the strata (or layers) of the
stratification, and to m := dim(V1) as the rank of g. A stratified group of step s and rank m is a simply
connected Lie group G whose associated Lie algebra g is stratified of step s and rank m. In order to
make sense of the notation used in the rest of the paper, we stress that the Lie algebra g associated to
a Lie group G is understood as its tangent space at the identity element id ∈ G. If p ∈ G, we denote
by Lp : G → G the left translation by p, i.e., the diffeomorphism q 7→ p · q. Once a basis X1, . . . , Xn of
a Lie algebra g associated to a stratified group G is fixed, we can identify G with Rn via exponential
coordinates of the first type, i.e.,

Φ: Rn → G, (y1, . . . , yn) 7→ exp(y1X1 + . . .+ ynXn),
where exp: g → G is the exponential map, which is a global diffeomorphism since G is nilpotent and
simply connected (cf. [16, Theorem 8.4.7]). We say that H ⊆ G is a vertical k-codimensional space, for
k ≥ 1, if there exists a k-codimensional subspace P ⊆ V1 such that

H = exp (P ⊕ [g, g]) . (2.3)
A vertical 1-codimensional space is also called vertical hyperplane.

We recall that the push-forward Φ∗Ln of the Lebesgue measure Ln on Rn is a Haar measure on G (cf.
[16, Theorem 8.4.7]). Hereafter, the measure Ln also denotes an Haar measure on a stratified group G,
where the identification via exponential coordinates of the first type remains understood. If E ⊆ G is a
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measurable set, we often use the shorthand notation |E| in place of Ln(E). If G is a stratified group with
associated Lie algebra g = V1 ⊕ · · · ⊕ Vs, we define the dilation of factor λ > 0 as the unique Lie group
automorphism δλ : G → G such that

(dδλ)id v = λiv, for all i ∈ {1, . . . , s} and v ∈ Vi. (2.4)
We refer to the map δ : λ 7→ δλ as the dilation of G. If G and H are stratified groups, with dilations δG
and δH respectively, we say that a map f : G → H is homogeneous if

f(δGλ (p)) = δHλ (f(p)) for all p ∈ G and λ > 0.
Let g = V1 ⊕· · ·⊕Vs be a Lie algebra associated with a stratified group G. An inner product ⟨·, ·⟩ defined
on V1 extends by left-translations to a Riemannian metric g defined on the distribution

∆ :=
⋃
p∈G

dLp(V1). (2.5)

More explicitly, if v, w ∈ ∆p, then g(v, w) := ⟨dL−1
p (v),dL−1

p (w)⟩. Being ∆ bracket-generating and
equiregular, the inner product ⟨·, ·⟩ endows G with the structure of equiregular sub-Riemannian manifold.
We refer to this distinguished class of sub-Riemannian manifolds as Carnot groups.

We stress that, in a Carnot group G with dilation δ, the Carnot-Carathéodory distance dcc, defined
by (2.2), satisfies the following:

• dcc(Lp(q1), Lp(q2)) = dcc(q1, q2) for all p, q1, q2 ∈ G, (left-invariant)
• dcc(δλ(q1), δλ(q2)) = λdcc(q1, q2) for all q1, q2 ∈ G and λ ∈ R. (one-homogeneous)

Finally, we denote the open balls centered at p ∈ G of radius r > 0 by Br(p) := {q ∈ G : dcc(q, p) < r}.

2.3. Embedded surfaces in Carnot groups. In the following, we consider a surface to be a C1-
manifold S ⊆ M embedded in a smooth manifold M , and a hypersurface to be a surface of codimension
1. Let G be a Carnot group with distribution ∆ defined as in (2.5). If k < dim(V1), an embedded
k-codimensional surface S ⊆ G is non-characteristic if

TpS + ∆p = TpG for all p ∈ S.
In this case, the horizontal tangent distribution ∆S , defined by setting

(∆S)p := ∆p ∩ TpS for every p ∈ S,

is a distribution of constant rank dim(V1) − k. We consider on an embedded surface S ⊆ G the following
distance functions.

Definition 2.2. Let G be a Carnot group, with Carnot-Carathéodory distance dcc. Consider an embed-
ded surface S ⊆ G.

• The restricted distance dr : S × S → [0,∞) is the restriction of dcc : G×G → [0,∞) to S × S.
• The intrinsic distance di : S × S → [0,∞] is defined, for every p, q ∈ S, by setting

di(p, q) := inf
γ

{ ∫ 1

0

√
g(γ̇(t), γ̇(t)) dt

}
,

where the infimum is taken among all absolutely continuous curves γ : [0, 1] → S, with γ̇(t) ∈ (∆S)γ(t)
for a.e. t ∈ [0, 1], such that γ(0) = p and γ(1) = q.

As discussed in Section 5, whilst dr is always a finite distance on S, the intrinsic distance di, although
being positive, symmetric and satisfying the triangle inequality, may not be finite (see Proposition 5.2).

3. Algebraic structure of hypergenerated groups

In this section, we formally introduce the central concept of this work: hypergenerated groups. We
then explore their key algebraic properties, provide several examples, and present an effective method to
determine whether a given stratified Lie group is hypergenerated.

Definition 3.1 (Hypergenerated algebras and groups). A stratified Lie algebra g = V1 ⊕ · · · ⊕Vs of rank
m is hypergenerated of order k if every linear subspace P ⊆ V1, with dim(P ) = m− k, satisfies

[g, g] ⊆ Lie(P ),
where Lie(E) denotes the smallest Lie sub-algebra of g containing the subset E ⊆ g. When k = 1, we
simply say that g is hypergenerated. An hypergenerated group of order k is a stratified group whose Lie
algebra is hypergenerated of order k.
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By definition, every stratified Lie algebra is hypergenerated of order 0.

Remark 3.2. We stress that the property of being hypergenerated of order k is invariant under iso-
morphisms of Lie algebras. In particular, it does not depend on the stratification. Indeed, assume that
g1 = V1 ⊕ V2 ⊕ · · · ⊕ Vs and g2 = W1 ⊕W2 ⊕ · · · ⊕Ws are two isomorphic stratified Lie algebras of rank
m and step s, and that g1 is hypergenerated of order k. Then (see [22, Proposition 2.17]), there exists a
Lie algebra isomorphism φ : g1 → g2 such that φ(V1) = W1. Fix P ⊆ W1, with dim(P ) = m − k, then
P ′ := φ−1(W ) is a linear subspace of V1 such that dim(P ′) = m− k. Therefore

[g2, g2] = [φ(g1), φ(g1)] = φ ([V1, V1]) ⊆ Lie(φ(P ′)) = φ(Lie(P ′)) = Lie(P ),
which proves that g2 is hypergenerated of order k as well.

3.1. A characterization of hypergenerated Lie algebras.

Proposition 3.3. Let g = V1 ⊕ · · · ⊕ Vs be a stratified Lie algebra of rank m, and k ≥ 0. The following
are equivalent

(i) g is hypergenerated of order k;
(ii) every subspace P ⊆ V1, with dim(P ) = m− k, satisfies V2 ⊆ Lie(P ).

Proof. The implication (i) ⇒ (ii) is trivial. Assume now that the Lie algebra g satisfies (ii), and fix
P ⊆ V1, with dim(P ) = m − k. Since [g, g] = V2 ⊕ · · · ⊕ Vs, it is sufficient to prove that Vh ⊆ Lie(P )
for every 2 ≤ h ≤ s. We proceed by induction on h. The base case h = 2 is true by assumption. Fix
2 ≤ h ≤ s − 1, and assume that Vn ⊆ Lie(V ) for every 2 ≤ n ≤ h. Consider a basis X1, . . . , Xm−k of P
and extend it to a basis X1, . . . , Xm of V1. Since Vh ⊆ Lie(P ) and h ≥ 2, then

Vh = span{ [Xi, Y ] : 1 ≤ i ≤ m− k, Y ∈ Vh−1 ∩ Lie(P ) }.
Therefore, since g is stratified, then

Vh+1 = span{ [Xj , [Xi, Y ]] : 1 ≤ j ≤ m, 1 ≤ i ≤ m− k, Y ∈ Vh−1 ∩ Lie(P ) }.
We now fix 1 ≤ j ≤ m, 1 ≤ i ≤ m− k, and Y ∈ Vh−1 ∩ Lie(P ). By the Jacobi identity we get

[Xj , [Xi, Y ]] = [Xi, [Xj , Y ]] + [[Xj , Xi], Y ]]. (3.1)
We recall that Y ∈ Lie(P ). We observe that Xi ∈ P and that [Xj , Xi] ∈ V2, whence [Xj , Xi] ∈ Lie(P )
by hypothesis. Moreover, [Xj , Y ] ∈ Vh and therefore [Xj , Y ] ∈ Lie(P ) by the inductive hypothesis. We
conclude that the right hand side of (3.1) belongs to Lie(P ), and so the left hand side does. Since elements
of that form span Vh+1, then Vh+1 ⊆ Lie(P ) and the proof follows by induction. □

We recall that the lower central series (gh)h∈N is the collection of ideals of g defined inductively by

g1 := g and gh+1 := [g, gh], for any h ≥ 1.
The following is a consequence of Proposition 3.3, together with the fact that, if g = V1 ⊕ · · · ⊕ Vs is

a stratified Lie algebra, then g/g3 = V1 ⊕ V2 is a stratified Lie algebra of step 2.

Corollary 3.4. A stratified Lie algebra g is hypergenerated of order k if and only if the Lie algebra g/g3

is hypergenerated of order k.

We have now reduced the problem of characterizing hypergenerated Lie algebras to the case of step 2
stratified Lie algebras. In this regard, it is convenient to introduce the Kaplan’s operator. If V is a vector
space, we denote by Skew(V ) the set of skew-symmetric bi-linear forms on the vector space V . Given a
stratified Lie algebra g = V1 ⊕V2 ⊕ · · · ⊕Vs of step at least 2, we define the Kaplan’s operator J (cf. [21])
to be the linear map J : V ∗

2 → Skew(V1) such that
µ 7→ Jµ, Jµ(v, w) := µ([v, w]), for every µ ∈ V ∗

2 .
Note that, since V1 Lie-generates g, the map J is injective. We recall some basic terminology about
skew-symmetric bi-linear forms (cf. [20, Section 6.2]). If ω ∈ Skew(V ), the rank of ω is defined by setting
rank(ω) := dim(V ) − dim(ker(ω)), where

ker(ω) = {v ∈ V : ω(v, w) = 0 for every w ∈ V }.
The rank of a skew-symmetric bi-linear form is always an even number. If ker(ω) is trivial, we say that
ω is non-degenerate. A linear subspace P ⊆ V is said to be ω-isotropic if ω(v, w) = 0 for every v, w ∈ P .

Remark 3.5. There exists a ω-isotropic subspace P ⊆ V of codimension k if and only if rank(ω) ≤ 2k.
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Remark 3.6. We claim that a subspace P ⊆ V1 Lie-generates V2 if and only if, for every µ ∈ V ∗
2 \ {0},

P is not Jµ-isotropic. Indeed, from the definition of Jµ, the subspace P is Jµ-isotropic if and only if
µ ∈ [P, P ]⊥ := {η ∈ V ∗

2 : η([P, P ]) = 0}. Moreover, [P, P ]⊥ = {0} if and only [P, P ] = V2, i.e., if and only
if P Lie-generates V2.

Given a stratified Lie algebra of step 2, we want to rewrite the property of being hypergenerated in
terms of the rank of the bi-linear forms appearing in the image of its Kaplan’s operator. Those 2-step
stratified Lie algebras for which Jµ is non-degenerate for every µ ∈ V ∗

2 \{0} have been widely considered in
the literature. They were firstly introduced by Guy Métivier in [27] to study the hypo-ellipticity properties
of homogeneous operators in stratified groups. We propose a generalized version of his definition.
Definition 3.7. Let g be a stratified Lie algebra of step 2. We define the Métivier order of g, denoted
with order(g), to be the number

order(g) := min{rank(Jµ) : µ ∈ V ∗
2 \ {0}}. (3.2)

A stratified Lie algebra g of step 2 is Métivier if rank(g) = order(g).
We stress that the Métivier order is always an even number between 2 and rank(g). Our interest in

the notion of Métivier order is motivated by the following observation.
Proposition 3.8. Let g be a stratified Lie algebra of step 2, and k ≥ 0. Then g is hypergenerated of
order k if and only if 2k < order(g).
Proof. Assume that 2k < order(g) and fix P ⊆ V1 of co-dimension k. For every µ ∈ V ∗

2 \ {0}, since
rank(Jµ) ≥ order(g) > 2k, by Remark 3.5 the subspace P is not isotropic for Jµ. Therefore, from
Remark 3.6, the subspace P Lie-generates V2. Thus g is hypergenerated of order k.

Conversely, assume that order(g) ≤ 2k and fix µ ∈ V ∗
2 \ {0} such that rank(Jµ) ≤ 2k. Then, by

Remark 3.5, there exists a subspace P ⊆ V1, of co-dimension k, isotropic for Jµ. By Remark 3.6, the
subspace P does not Lie-generate V2, therefore g is not hypergenerated of order k. □

Remark 3.9. We claim that, if g is hypergenerated of order k and step s ≥ 2, then rank(g) ≥ 2(k + 1).
Indeed, in view of Proposition 3.3, we can assume that g is stratified of step 2. Since order(g) is an even
number smaller than rank(g), then Proposition 3.8 implies that 2(k + 1) ≤ order(g) ≤ rank(g).

From Proposition 3.8, we get the following consequence.
Corollary 3.10. If g is a Métivier Lie algebra of rank 2m, then g is hypergenerated of order m− 1.
Proposition 3.11. Let g1 and g2 be stratified Lie algebras, and let h be an homogeneous ideal of g1 =
V1 ⊕ · · · ⊕ Vs (i.e. [h, g1] ⊆ h and h = (V1 ∩ h) ⊕ · · · ⊕ (Vs ∩ h)). The following hold:

(i) The Lie algebra g1×g2 is hypergenerated of order k if and only if both g1 and g2 are hypergenerated
of order k.

(ii) If g1 is hypergenerated of order k, then g1/h is hypergenerated of order k.
Proof. In view of Proposition 3.3, it is not restrictive to assume that g1 and g2 are stratified Lie algebras
of step at most 2.

(i) If both g1 and g2 are Abelian, the result is straightforward. If g1 and g2 are both non-abelian, it
follows from (3.2) that order(g1 × g2) = min{order(g1), order(g2)}. Finally, if only g1 is abelian, then
order(g1 × g2) = order(g2). In both the latter cases, the result follows from Proposition 3.8.

(ii) The stratification of g1/h is given by g1/h = (V1 + h)/h ⊕ (V2 + h)/h, where g1 = V1 ⊕ V2 is the
stratification of g1. Let (P + h)/h, with P ⊆ V1, be a subspace of (V1 + h)/h of codimension k. Then,
the subspace P has codimension k in V1 and

(V2 + h)/h = ([P, P ] + h)/h = [(P + h)/h, (P + h)/h],
where we used that g1 is hypergenerated of order k. □

We stress that the order of a stratified Lie algebra of step 2 is precisely the quantity k̃ appearing in
the statement of [9, Theorem 1.1] about the abnormal set. By combining the result with Proposition 3.8,
we get the following:
Corollary 3.12. Let G be a stratified group of step 2, with associated Lie algebra g = V1 ⊕ V2. Assume
that G is hypergenerated of order k, then the abnormal set

Abn(G) :=
⋃

{exp(Lie(P )) : P ⊆ V1, [P, V1] ̸= V2},

is contained in an algebraic variety of codimension at least 2k + 3.
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Proposition 3.3 and Proposition 3.8 convert the problem of determining whether a stratified Lie algebra
of rank m is hypergenerated of a certain order k to the problem of determining if a given linear subspace
S ⊆ Skew(Rm) has a non-trivial element of rank at most 2k. This kind of problems are known as MinRank
problems and are deeply studied from the computational complexity point of view, with applications in
cryptanalysis (cf. [12, 18]). The two problems are actually equivalent in the following sense: on the one
hand, given a stratified Lie algebra g = Rm ⊕ V2 ⊕ · · · ⊕ Vs of rank m and step s, we get S ⊆ Skew(Rm)
as the image of the Kaplan’s operator. On the other hand, given a linear subspace S ⊆ Skew(Rm), there
exists a stratified Lie algebra of rank m and step 2 whose image of the Kaplan’s operator is S. The
construction of such Lie algebra is given by the following remark.

Remark 3.13. Given a subspace S ⊆ Skew(Rm), we define the step 2 stratified Lie algebra gS := Rm⊕S∗,
where S∗ is the dual space of S, as follows: for every v, w ∈ Rm, the Lie bracket [v, w] ∈ S∗ is formally
defined by setting

[v, w](ω) := ω(v, w) for every ω ∈ Skew(Rm).
With this definition, it is immediate to check that the Kaplan’s operator becomes the natural isomorphism
J : S∗∗ → S between a finite-dimensional vector space and its double dual.

The latter discussion suggests that the existence of an easy criterion for the hypergenerating property
is unreasonable, since it can be converted to an instance of the MinRank problem, which is known to
be NP-hard (see [8]). The MinRank problem for S ⊆ Skew(Rm) (identified with som, i.e., the space of
m × m skew-symmetric matrices) has the same complexity as the general case S ⊆ glm. Indeed, every
linear subspace in glm can be mapped in a linear subspace of so2m through the map

f : A 7→
(

0 −A
AT 0

)
,

and the rank of A is less than k if and only if the rank of f(A) is less than 2k. To conclude, one can
implement algorithms that determines wether a given stratified Lie algebra is hypergenerated of order k.
However, the best known algorithms can only give the answer in exponential time with respect to the
size of the input.

3.2. Hypergenerated groups up to dimension 7. We present all hypergenerated groups of topolog-
ical dimension up to 7. In view of Proposition 3.11, we restrict to indecomposable Lie groups, i.e., those
that are not the direct product of non-trivial stratified groups. We recall that stratified groups of step 1
are hypergenerated (of order k for every k ≥ 0). We then focus on indecomposable stratified groups of
step s ≥ 2. As a consequence of Remark 3.9, hypergenerated groups of step s ≥ 2 must have rank at least
2, thus topological dimension at least 5. By the classification of stratified Lie groups provided by [23],
there are only six indecomposable, hypergenerated Lie groups of step s ≥ 2 and topological dimension
between 5 and 7.

A direct computation of the image of their Kaplan’s operators shows that the following four stratified
groups of step 2 are Métivier groups. In view of Corollary 3.10, they are hypergenerated.

Example 3.14. The only indecomposable hypergenerated group of dimension 5 is the second Heisenberg
group. Its associated stratified Lie algebra, of dimension 5, rank 4 and step 2, is

g = span{X1, X2, X3, X4, T}

whose only non-trivial bracket relations are
[X1, X2] = [X3, X4] = T.

Example 3.15. The only indecomposable hypergenerated group of dimension 6 is the stratified group
denoted by N6,4,4a. The non-trivial bracket of its associated Lie algebra

g = span{X1, X2, X3, X4, T1, T2}

of dimension 6, rank 4 and step 2 are
[X1, X3] = [X2, X4] = T1 and [X1, X4] = [X3, X2] = T2.

Example 3.16. The third Heisenberg group H3 is the only indecomposable stratified group of dimension
7 that is hypergenerated of order 2. The only non-trivial bracket relations of its associated Lie algebra
g = span{X1, . . . , X6, T} of dimension 7, rank 6 and step 2 are

[X1, X2] = [X3, X4] = [X5, X6] = T.
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Example 3.17. We denote by 37D1 the stratified group with associated Lie algebra
g = span{X1, . . . , X4, T1, . . . , T3}

of dimension 7, rank 4 and step 2 whose only non-trivial bracket relations are
[X1, X2] = [X4, X3] = T1, [X1, X3] = [X2, X4] = T2 and [X1, X4] = [X3, X2] = T3.

Both H2 and N6,4,4a can be seen as quotients of 37D1.

The latter two examples are not Métivier groups.

Example 3.18. We consider the stratified group 27B associated to the Lie algebra
g = span{X1, . . . , X5, T1, T2}

of dimension 7, rank 5 and step 2 whose only non-trivial braket relations are
[X1, X2] = [X3, X4] = T1, [X1, X5] = [X2, X3] = T2.

Since its rank is odd, the stratified group 27B is not a Métivier group. Nevertheless, as proved in [33], it
is hypergenerated.

Example 3.19. The only indecomposable hypergenerated group of step 3 and dimension 7 is the
group denoted by 137A1. The only non-trivial bracket relations of its associated Lie algebra g =
span{X1, . . . , X4, T1, T2, S} of dimension 7, rank 4 and step 3 are

[X1, X3] = [X2, X4] = T1, [X1, X4] = [X3, X2] = T2 and [X1, T1] = [X2, T2] = S.

It is easy to see that g/span{S} is isomorphic to the Lie algebra associated to N6,4,4a, which is hyper-
generated. Thus, by Corollary 3.4, the Lie algebra 137A1 is hypergenerated.

3.3. Existence of hypergenerated Lie algebras of large step. We conclude this section by dis-
cussing how the property of being hypergenerated of order k does not put a constrain on the step of the
Lie algebra. We first focus on the case k = 1.

Proposition 3.20. For every m ≥ 4 and s ≥ 1 there exists a hypergenerated Lie algebra of rank m and
step s.

Proposition 3.20 follows from the following remarkable example.

Example 3.21. Consider the free-nilpotent Lie algebra f of rank 3 and step s (see [22, Example 2.5]),
together with a stratification f = V1 ⊕ · · · ⊕ Vs. Fix a basis {X1, X2, X3} of V1 and define a linear map
ϕ : V1 → V2 by setting ϕ(X1) = [X2, X3], ϕ(X2) = [X3, X1], and ϕ(X3) = [X1, X2]. By [37, Proposition
3], the map ϕ extends to a derivation ϕ̃ : f → f (i.e. ϕ̃([Y1, Y2]) = [ϕ̃(Y1), Y2] + [Y1, ϕ̃(Y2)] for every
Y1, Y2 ∈ f). We then consider the semi-direct sum by ϕ̃, i.e., the Lie algebra g := f ⊕ R with Lie brackets
given, for every Y1, Y2 ∈ f and t1, t2 ∈ R, by

[(Y1, t1), (Y2, t2)]g = ([Y1, Y2]f + t1ϕ̃(Y2) − t2ϕ̃(Y1), 0).

Since ϕ̃(V1) ⊆ V2, we obtain that g is again a stratified Lie algebra with stratification g = (V1 ⊕ R) ⊕
V2⊕· · ·⊕Vs. Therefore g is a stratified Lie algebra of rank 4 and step s. Moreover, it is immediate to check
that g/g3 is isomorphic to the Lie algebra in Example 3.17, which is hypergenerated. By Corollary 3.4,
we conclude that g is hypergenerated as well.

Remark 3.22. We stress another property of the Lie algebra g defined in Example 3.21. For every
1-codimensional subspace P ⊆ (V1 ⊕R), the stratified Lie algebra Lie(P ) = P ⊕ [g, g] has the same rank,
step, and dimension of the free-nilpotent Lie algebra f of rank 3 and step s, therefore Lie(P ) is isomorphic
to f. We conclude that all stratified Lie algebras in the family

{Lie(P ) : P ⊆ (V1 ⊕ R), dim(P ) = 3}
are isomorphic.

Proof of Proposition 3.20. Fix m ≥ 4 and s ≥ 1. Let g be the Lie algebra of rank 4 and step s given by
Example 3.21. Then the Lie algebra g × Rm−4 has rank m and step s. Moreover, by Proposition 3.11,
the Lie algebra g is hypergenerated. □

Next, we discuss the case of hypergenerated Lie algebras of order higher than 1. We prove the following
fact.
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Proposition 3.23. For every k ≥ 2 and s ≥ 2, there exists an hypergenerated Lie algebra of step s, and
order k.

We obtain the Lie algebra in the statement of Proposition 3.23 as some quotient of a free-metabelian
Lie algebra, which we now introduce.

Definition 3.24. Fix s,m ∈ N. The free-metabelian Lie algebra of step s, generated by X1, . . . , Xm, is
the stratified Lie algebra m = V1 ⊕ · · · ⊕ Vs, where X1, . . . , Xm is a basis of V1 and, for every 2 ≤ k ≤ s,
a basis of Vk is given by the formal elements

(Xi1 , Xi2 , . . . , Xik
) with 1 ≤ ih ≤ m, i1 > i2 ≤ · · · ≤ ik (3.3)

and the only non-trivial brackets relations between elements of the basis are given by
(1) [Xi, Xj ] = (Xi, Xj) if i > j,
(2) [(Xi1 , Xi2 , . . . , Xik

), Xj ] = (Xi1 , Xi2 , . . . , Xik
, Xj) if 2 ≤ k ≤ s− 1 and ik < j,

(3) [(Xi1 , Xi2 , . . . , Xik
), Xj ] = (Xi1 , Xi2 , . . . , Xih

, Xj , Xih+1 , . . . , Xik
) if 2 ≤ k ≤ s − 1 and ih ≤ j ≤

ih+1 for some 2 ≤ h ≤ k,
(4) [(Xi1 , Xi2 , . . . , Xik

), Xj ] = (Xi1 , Xj , Xi2 , . . . , Xik
) − [(Xi2 , Xj , Xi3 , . . . , Xik

), Xi1 ] if 2 ≤ k ≤ s− 1
and i2 > j.

We also refer to such Lie algebra m as the free-metabelian Lie algebra of step s and rank m.

Remark 3.25. In the latter definition, m is indeed a Lie algebra (see [10, 13]), in particular the Jacobi
identity is satisfied. Moreover, the Lie algebra m is metabelian (or 2-step solvable), i.e., [m2,m2] = {0}.
We claim that

[[Y, Z1], Z2] = [[Y, Z2], Z1] for every Y ∈ m2 and Z1, Z2 ∈ m. (3.4)
Indeed, by the Jacobi identity, [[Y, Z1], Z2] − [[Y, Z2], Z1] = [[Z2, Z1], Y ] ∈ [m2,m2] = {0}.

We consider free-metabelian Lie algebras because it is easy to compute the dimension of each layer of
its stratification, as well as estimating the growth of ideals generated by subspaces of the second layer.
This is clarified by the following two lemmas.

Lemma 3.26. Let m = V1 ⊕ · · · ⊕ Vs be the free-metabelian Lie algebra of step s and rank m, we define
dm

k := dim(Vk). Then

dm
k = (k − 1)

(
m+ k − 2

k

)
for every 2 ≤ k ≤ s. (3.5)

Proof. It follows by computing the number of elements in (3.3). More precisely, for every 1 ≤ h ≤ m− 1,
the elements in (3.3) with i2 = m− h are

h

(
h+ k − 2

h

)
.

Therefore

dm
k =

m−1∑
h=1

h

(
h+ k − 2

h

)

=
m−1∑
h=1

h

(
h+ k − 1

h

)
−

m−1∑
h=1

h

(
h+ k − 2
h− 1

)

= (m− 1)
(
m+ k − 2
m− 1

)
−

m−1∑
h=1

(
h+ k − 2
h− 1

)

= (m− 1)
(
m+ k − 2
m− 1

)
−

m−1∑
h=1

(
h+ k − 1
h− 1

)
+

m−1∑
h=1

(
h+ k − 2
h− 2

)
= (m− 1)

(
m+ k − 2
m− 1

)
−

(
m+ k − 2
m− 2

)
= (k − 1)

(
m+ k − 2

k

)
. □

Remark 3.27. From (3.5), we get that dim(V2) =
(

m
2
)

= dim(Skew(V1)), therefore the Kaplan’s operator
J : V ∗

2 → Skew(V1) defines an isomorphism. We infer that, for every subspace S ≤ Skew(V1), there exists
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a unique subspace W ⊆ V2, with dim(W ) = dim(Skew(V1)) − dim(S), such that J(W⊥) = S, where
W⊥ := {φ ∈ V ∗

2 : φ(W ) = 0} is the annihilator of W .

Lemma 3.28. Let m = V1⊕· · ·⊕Vs be the free-metabelian Lie algebra of step s, generated by X1, . . . , Xm,
and W be a subspace of V2. We denote by I(W ) be the ideal of m generated by W and we define
cm

k (W ) := dim(I(W ) ∩ Vk). Then

cm
k (W ) ≤ dim(W )

(
m+ k − 3
k − 2

)
. (3.6)

Proof. Let W1, . . . ,Wdim(W ) be a basis of W . Since W ⊆ m2, by (3.4) and the fact that m is stratified
and generated by X1, . . . , Xm, we get that elements of the form

[[· · · [Wj , Xi1 ], · · · ], Xik−2 ] with 1 ≤ j ≤ dim(W ) and i1 ≤ · · · ≤ ik−2

generate I(W ) ∩ Vk. The result follows by computing the number of those elements. □

We are finally ready for the final proof of this section:

Proof of Proposition 3.23. Fix k ≥ 2, s ≥ 2, and m to be chosen large enough, so that

2km− 2k2 − k <
(m+ s− 2)(m− 1)

s
, (3.7)

is satisfied. Consider the free-metabelian Lie algebra m = V1 ⊕ · · · ⊕ Vs of step s and rank m. Following
the proof of [34, Theorem 1] in the skew-symmetric setting, we can select a linear subspace S ⊆ Skew(V1),
with dim(S) = (m− 2k)(m− 2k − 1)/2, such that all non-zero elements of S have rank at least 2k + 2.
By Remark 3.27, there exists a linear subspace W ⊆ V2 such that J(W⊥) = S, where J is the Kaplan’s
operator of m, and

dim(W ) = dim(Skew(V1)) − dim(S) =
(
m

2

)
−

(
m− 2k

2

)
= 2km− 2k2 − k. (3.8)

Denote by I := I(W ) the ideal in m generated by W . Since W is dilation invariant (i.e. invariant
under the maps defined in (2.4)), we get that I is dilation invariant as well. Therefore, dilation maps
commute with the quotient map π : m → m/I and the structure of stratified Lie algebra is preserved.
The stratification is given by:

m/I = V1 ⊕ V2/W ⊕ V3/(I ∩ V3) ⊕ · · · ⊕ Vs/(I ∩ Vs) .

We claim that m/I is hypergenerated of order k. Indeed, the image of the Kaplan’s operator J̃ of m/I
is

J̃
(
(V2/W )∗)

= J(W⊥) = S,

where we used the natural identification (V2/W )∗ ∼= W⊥ ⊆ V ∗
2 and the fact that m and m/I have the

same first stratum. Since all non-zero elements of S have rank at least 2k+ 2, then order(m/I) ≥ 2k+ 2.
By Proposition 3.8 we get that m/I is hypergenerated of order k.

It is left to prove that m/I is stratified of step s. This is the case if and only if dim (Vs/(I ∩ Vs)) > 0,
i.e., dim(Vs) > dim(I ∩ Vs). By combining (3.5) and (3.6), it is sufficient to verify that

dim(W )
(
m+ s− 3
s− 2

)
< (s− 1)

(
m+ s− 2

s

)
.

In view of (3.8), and after some easy computations, the latter inequality is equivalent to (3.7). We
conclude that m/I is stratified of step s. The statement is then proved by setting g := m/I. □

4. Hypersurfaces with locally constant normal

In this section we show that the class of hypergenerated groups constitutes the correct environment
to deal with regularity issues for perimeter minimizers in stratified Groups. We briefly recall some basic
preliminaries, for which we refer to [36]. In the following, we fix a basis X1, . . . , Xm of the first layer V1
of the stratified Lie algebra g = V1 ⊕ . . . ⊕ Vs, and we endow g with a left-invariant Riemannian metric
⟨·, ·⟩ for which X1, . . . , Xm is an orthonormal frame. Moreover, we identify G with Rn via exponential
coordinates of the first type. We fix an open set Ω ⊆ G. A measurable set E ⊆ G is of locally finite
G-perimeter in Ω, or equivalently a G-Caccioppoli set in Ω, if

sup
{∫

E

divG(φ) dx : φ ∈ Γc(Ω̃,∆), ⟨φ,φ⟩ ≤ 1
}
< +∞, (4.1)
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for all open set Ω̃ ⋐ Ω. Here and hereafter, the set Γc(Ω̃,∆) denotes the family of smooth horizontal
vector fields which are compactly supported in Ω, while divG is the horizontal divergence, defined by
setting

divG

 m∑
j=1

φjXj

 :=
m∑

j=1
Xjφj .

In addition, E is of finite G-perimeter in Ω if (4.1) holds with Ω̃ = Ω. As in the Euclidean setting, if E
is a G-Caccioppoli set in Ω, Riesz theorem implies the existence of a radon measure PG(·,Ω) on Ω and of
a PG(·,Ω)-a.e. unique measurable horizontal vector field νG satisfying〈

νG, νG
〉

= 1,

PG(·,Ω)-a.e. in ∈ Ω and ∫
E

divG φdx = −
∫

Ω
⟨νG, φ⟩ dPG(·,Ω),

for every φ ∈ Γc(Ω,∆). The measure PG(·,Ω) is called the G-perimeter measure of E in Ω, while νG is
the (measure theoretic inner) horizontal unit normal to E in Ω. The G-reduced boundary ∂∗

GE of E is
the set of points p ∈ Ω such that

PG(E,Br(p)) > 0,
for every r > 0, the limit

lim
r→0+

∫
Bd(p,r)

νG dPG(E, ·)

exists, and its ⟨·, ·⟩-norm is equal to 1. The measure-theoretic boundary of a measurable set E ⊆ G is

∂E = {p ∈ G : |E ∩Br(p)| > 0 and |Ec ∩Br(p)| > 0 for all r > 0}. (4.2)

Up to modifying a set E ⊆ G of locally finite G-perimeter in an Ln-negligible way, arguing verbatim as
in [25, Proposition 12.19], we can always assume that ∂E coincides with the topological boundary of E,
and that

E =
{
p ∈ G : lim inf

r→0

|E ∩Br(p)|
|Br(p)| > 0

}
. (4.3)

Finally, if q ∈ ∂E and r > 0, we say that E has locally constant normal at q inside Br(q) if there exists
a unit left-invariant vector field ν for which νG(x) = ν(x) for |∂E|G-a.e. x ∈ Br(q). With the next
result, we extend [33, Theorem 3.6] to hypergenerated groups of arbitrary step, proving the equivalence
(1) ⇔ (2) of Theorem 1.1.

Theorem 4.1. Let G be a Carnot group. The following are equivalent.
(i) G is hypergenerated.

(ii) For every set E of finite G-perimeter in Br(q), with q ∈ ∂E and r > 0, such that E has locally
constant normal at q inside Br(q), the boundary ∂E is the vertical hyperplane orthogonal to ν
inside Br(q).

To prove the sufficiency of the hypergenerated property, we begin with a preliminary lemma inspired
by [32, Lemma 2.1].

Lemma 4.2. Let G be a Carnot group. Let E be a set of finite G-perimeter in Br(0) for some r > 0.
Let Z be a horizontal left-invariant vector field such that∫

E

Zψ(p) dp ≤ 0,

for every ψ ∈ C1
c (Br(0)) such that ψ ≥ 0. Then

exp(sZ)(A) ⊆ Br(0) ⇒ Ln(E ∩A) ≤ Ln(E ∩ exp(sZ)(A))

for every s > 0 and for every Ln-measurable set A ⊆ Br(0).

Proof. It follows exactly as in the proof of [32, Lemma 2.1]; see also [7]. □

Proposition 4.3. Let G be a hypergenerated group. Let E be a set of finite G-perimeter in Br(q), with
q ∈ ∂E and r > 0. If E has locally constant normal at q inside Br(q), then ∂E is the vertical hyperplane
orthogonal to ν inside Br(p).
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Proof. We follow the proof of [30, Proposition 3.6] (see also [3]). Up to left-translations, we can assume
that q = 0. We set P̃ = span{ν}⊥ ∩ V1. Then, since G is hypergenerated, we know that [g, g] ⊆ Lie(P̃ ).
Let X̃1, . . . , X̃m1 be a basis of Ṽ that generates [g, g] by commutation. We identify the latter with their
left-invariant extensions. Fix ψ ∈ C1

c (Br(0)), set ϕ := ψν and for each j = 1, . . . ,m− 1, set ϕ±
j = ±ψX̃j .

Then it holds that ∫
E

νψ dLn =
∫

E

divGϕdLn

= −
∫
G

⟨ϕ, νG⟩ dPG(E, ·)

= −
∫
G

⟨ϕ, ν⟩ dPG(E, ·)

= −
∫
G
ψ dPG(E, ·)

≤ 0,

and

±
∫

E

X̃jψ dLn =
∫

E

divGϕ
±
j dLn = −

∫
G

⟨ϕ±
j ν

G⟩ dPG(E, ·) = −
∫
G

⟨ϕ±
j , ν⟩ dPG(E, ·) = 0

for every j = 1, . . . ,m − 1. Therefore, arguing as in the proof of [30, Proposition 3.6] and thanks to
Lemma 4.2, we conclude that

p ∈ E ∩Br(0) and exp(±sX̃j)(p) ∈ Br(0) ⇒ exp(±sX̃j)(p) ∈ E

and
p ∈ E ∩Br(0) and exp(sν)(p) ∈ Br(0) ⇒ exp(sν)(p) ∈ E

for every s > 0 and every j = 1, . . . ,m− 1. The thesis follows as in the proof of [30, Proposition 3.6]. □

When, instead, the Carnot group G is not hypergenerated, it is possible to exhibit smooth counterex-
amples. Since our construction applies in the same way to provide counterexamples in k-hypergenerated
groups of arbitrary order, we give here a unified statement. If S ⊆ G is a k-codimensional embedded
surface and k > 1, we can no longer speak about constant horizontal normal. Nevertheless, the latter
property can be rephrased looking at the horizontal tangent space. Indeed, if S ⊆ G is a smooth, em-
bedded, non-characteristic hypersurface and if we denote by νG its horizontal unit normal, then νG is
constant if and only if there exists a 1 codimensional subspace P ⊆ V1 such that

(∆S)p = dLpP, for every p ∈ S. (4.4)

Let now S ⊆ G be a smooth, embedded, non-characteristic surface of codimension 1 ≤ k ≤ m−2. Notice
that, since S is non-characteristic, then

dim((∆S)p) = m− k, for every p ∈ S.

According to (4.4), we say that S has locally constant horizontal tangent space near p ∈ S if there exists
r > 0 and a k-codimensional subspace P ⊆ V1 such that

(∆S)q = dLqP, for every q ∈ Br(p). (4.5)

Proposition 4.4. Let G be a Carnot group. Let 1 ≤ k ≤ m− 2. Assume that G is not k-hypergenerated.
Then there exists a smooth, embedded, non-characteristic k-codimensional hypersurface S, p ∈ S, and
r > 0 such that S has locally constant horizontal tangent space in Br(p) but S ∩ Bϱ(p) is not a vertical
k-codimensional plane for every 0 < ϱ ≤ r.

Proof. Let n be the dimension of the Lie algebra g of G. Assume that G is not k-hypergenerated. Then
there exists a k-codimensional subspace P ⊆ V1 such that [g, g] ̸⊆ Lie(P ). We fix a basis

(X1, . . . , Xk, Y1 . . . , Ym−k)

of V1 in such a way that

P = span{Y1, . . . , Ym−k} and V1 = span{X1, . . . , Xk} ⊕ P.

Since [g, g] ̸⊆ Lie(P ), there exists a non-empty subspace W ⊆ [g, g] such that

g = span{X1, . . . , Xk} ⊕ Lie(P ) ⊕W.
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We extend (X1, . . . , Xk, Y1 . . . , Ym−k) to a basis (X1, . . . , Xk, , Y1 . . . , Yα,W1, . . . ,Wβ) of g, for suitable
α, β ∈ N \ {0}, in such a way that Lie(P ) = span{Y1, . . . , Yα} and W = span{W1, . . . ,Wβ}. We identify
elements of g with their left-invariant extension. We identify G with Rn via exponential coordinates.
More precisely, if

v =
k∑

j=1
xjXj +

α∑
j=1

yjYj +
β∑

j=1
wjWj ∈ g,

then we identify v with the point p = (x1, . . . , xk, y1, . . . , yα, w1, . . . , wβ) ∈ Rn. Let

φ1, . . . , φk : Rβ → R
be any smooth functions such that, for every j = 1, . . . , k, φj(0̄) = 0 and Dφj(w̄) = 0̄ if and only if w̄ = 0
(for instance, φj(w̄) = |w̄|2 for every j = 1, . . . , k). Consider the set

Eφ =
{

(φ1(w̄), . . . , φk(w̄), 0̄, 0̄) · (0, 0̄, w̄) · (0, ȳ, 0̄) : ȳ ∈ Rα, w̄ ∈ Rβ
}
.

Notice that Eφ is a smooth, embedded k-codimensional surface such that 0 ∈ S. Moreover, by our choice
of φ, Eφ is not flat in every neighborhood of 0. We claim that Yj |p ∈ TpS for every i = 1, . . . , α and
every p ∈ S. Indeed, fix p ∈ S and define the curve γ(t) = p · exp(tYi) for t ∈ R. Notice that γ(0) = p
and γ̇(0) = Yi|p. Moreover, notice that

γ(t) = p · exp(tYi)
= (φ1(w̄), . . . , φk(w̄), 0̄, 0̄) · (0, 0̄, w̄) · (0, ȳ, 0̄) · exp(tYi)

= (φ1(w̄), . . . , φk(w̄), 0̄, 0̄) · (0, 0̄, w̄) · exp

 α∑
j=1

yjYj

 · exp(tYi)

= (φ1(w̄), . . . , φk(w̄), 0̄, 0̄) · (0, 0̄, w̄) · exp

 α∑
j=1

yjYj

 ⋆ (tYi)

 ,

where we denoted by ⋆ the Dynkin on g using the Campbell-Hausdorff formula (cf. [16, Section 4.7.3]).
In particular, since ⋆ (Lie(P ) × Lie(P )) ⊆ Lie(P ), we conclude that γ(t) ∈ Eφ, so that Yi|p ∈ TpS. We
claim that there exists r > 0 such that S∩Br(0) is non-characteristic. Being S smooth, it suffices to show
that 0 is a non-characteristic point, or equivalently that X1|0, . . . , Xk|0 /∈ T0S. Let ϕ : Rβ × Rα −→ Rn

be defined by
ϕ(w̄, ȳ) = (φ1(w̄), . . . , φk(w̄), 0̄, 0̄) · (0, 0̄, w̄) · (0, ȳ, 0̄), for w̄ ∈ Rβ and ȳ ∈ Rα.

Then a simple computation shows that
∂ϕ

∂wi

∣∣∣
(0̄,0̄)

= Wi|0 and ∂ϕ

∂yi

∣∣∣
(0̄,0̄)

= Yj |0,

for every i = 1, . . . , β and every j = 1, . . . , α. In particular, X1|0, . . . , Xk|0 /∈ T0S, so that there exists
r > 0 such that S ∩ Br(0) is non-characteristic. Since we already know that Y1|p, . . . , Ym−k|p ∈ TpS for
every p ∈ S, we conclude that

(∆S)p = span{Y1|p, . . . , Ym−k|p}
for every p ∈ S ∩ Br(0), so that S has locally constant horizontal tangent space in Br(0). Nevertheless,
our choice of φ implies that S ∩Bϱ(0) is not a vertical k-codimensional plane for every 0 < ϱ ≤ r. □

Proof of Theorem 4.1. The theorem follows combining Proposition 4.3 and Proposition 4.4. □

In the smooth setting, Proposition 4.3 generalizes to higher codimension as follows.

Proposition 4.5. Let 1 ≤ k ≤ m− 2. Let G be a k-hypergenerated group. Let S be a smooth, embedded,
non-characteristic surface of codimension k. Let p ∈ S and r > 0 be such that S has locally constant
horizontal tangent space in Br(p). Then S ∩Br(p) is a vertical k-codimensional plane.

Proof. Let S, p and r be as in the statement. By hypothesis, there exists a k-codimensional subspace
P ⊆ V1 such that (4.5) holds for every q ∈ Br(p). Let us define

H := exp (P ⊕ [g, g]) .
According to (2.3),the space H is a vertical k-codimensional plane. Since G is k-hypergenerated, then

H = exp(Lie(P )). (4.6)
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Fix q ∈ S ∩Br(p). To conclude the proof, it suffices to show that there exists ϱ > 0 such that

q ·H ∩Bϱ(q) ⊆ S.

Up to left-translating S, we may assume that q = 0. In view of (4.6), for a fixed q̃ ∈ H there exists
Z ∈ Lie(P ) such that

q̃ = exp(Z). (4.7)

Let us identify Z with its left-invariant extension. Since dLp̃P ⊆ Tp̃S for every p̃ ∈ S ∩ Br(p), then
dLp̃Lie(P ) ⊆ Tp̃S for every p̃ ∈ S ∩ Br(p), whence Zp̃ ∈ Tp̃S for every p̃ ∈ S ∩ Br(p). Thus the integral
curve of Z belongs to S. Therefore, by (4.7) and choosing ϱ > 0 small enough, we conclude that q̃ ∈ S,
whence the thesis follows. □

Ultimately, combining Proposition 4.4 and Proposition 4.5, we obtain the following characterization
in arbitrary codimension.

Theorem 4.6. Let G be a Carnot group of rank m. Assume that 1 ≤ k ≤ m − 2. Then G is k-
hypergenerated if and only if every k-codimensional surface with locally constant horizontal tangent space
is locally a vertical k-codimensional plane.

5. Non-characteristic surfaces

In this section we conclude the proof of Theorem 1.1. Indeed, we prove the following statement.

Theorem 5.1. Let G be a Carnot group. The following are equivalent.
(1) G is k-hypergenerated.
(2) On all embedded non-characteristic surfaces S ⊆ G of codimension at least k, the intrinsic dis-

tance and the restricted distance (as in Definition 2.2) are locally bi-Lipschitz equivalent.

The implication (2)⇒(1) in Theorem 5.1 is a straightforward consequence of the following proposition.

Proposition 5.2. Let G be a Carnot group. The following are equivalent.
• G is k-hypergenerated.
• All vertical planes H ⊆ G of codimension k are Carnot subgroups of G.

In particular, if G is not k-hypergenerated, there exists a vertical k-codimensional plane H ⊆ G whose
intrinsic distance is not finite.

Proof. Let V1 ⊕ . . .⊕Vs be the stratification of the Lie algebra of G and ∆ be the left-invariant extension
of V1. Let H ⊆ G be a vertical plane of codimension k. Let us denote by h its Lie algebra. We have

h = PH ⊕ V2 ⊕ · · · ⊕ Vs, (5.1)

where PH := h ∩ V1 (cf. (2.3)). The subgroup H is a Carnot subgroup if and only if PH ⊕ V2 ⊕ · · · ⊕ Vs

is a stratification of h, that is, if and only if

Lie(PH) = PH ⊕ [g, g] (5.1)= h.

Since the latter equation holds for every PH ⊆ V1 of co-dimension smaller than k if and only if G is
k-hypergenerated, we proved the first part of the proposition.

Assume now that G is not k-hypergenerated. Then, there exists a k-codimensional subspace P ⊆ V1
such that

[g, g] ̸⊆ Lie(P ). (5.2)

Define
H := exp (P ⊕ [g, g]) .

For all g ∈ H we have that TgH ∩ ∆ = dLgP . Consequently, by (5.2), the Lie algebra generated by the
distribution TH ∩∆ ⊆ TH is strictly contained in TH, thus by Frobenius Theorem the intrinsic distance
is not finite. □
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5.1. Weak tangents of Lipschitz maps. To prove the implication (1)⇒(2) in Theorem 5.1 we show
that, given a hypersurface equipped with the intrinsic distance, all the weak tangents of the inclusion
map are isometric embeddings. First, we recall some basic concepts in metric geometry.

We denote with ω an arbitrary non-principal ultrafilter on the set of natural numbers [17]. For each
sequence (ti)i∈N in a compact metric space, we use ω to choose a point limω(ti)i∈N among the accumulation
points of (ti)i∈N.

Definition 5.3. The limit of a sequence of pointed metric spaces (Xi, di, xi)i∈N is the pointed metric
space (X, d, x) defined in the following way:

(1) As a set, we consider

X := {(yi)i∈N | yi ∈ Xi, sup
i∈N

(di(xi, yi)) < +∞)}/ ∼,

where (yi)i∈N ∼ (zi)i∈N if and only if limω di(zi, yi) = 0.
(2) As distance, we take d((yi)i∈N, (zi)i∈N) = limω di(zi, yi).
(3) As base point we consider x := (xi)i∈N.

Each sequence of L-Lipschitz maps fi : (Xi, di, xi) → (Yi, di, yi), with L ∈ R and where here and in
the following we adopt the same name for possibly different distances, induces in a natural way a limit
map f : (X, d, x) → (Y, d, y) between the limit spaces, defined by setting f((zi)i∈N) := (fi(zi))i∈N for all
(zi)i∈N ∈ X, which is well-defined and L-Lipschitz.

Definition 5.4. Let (X, d) be a metric space. We say that a pointed metric space (Y, d, y) is a weak
tangent of X at x if there exists sequence (ϵn, xn)n∈N ∈ (R×X)N, with limn→∞ ϵn = 0 and limn→∞ xn =
x, such that the limit of (X, 1

ϵn
d, xn) is isometric to (Y, d, y). We will write (X, d, x)(ϵn,xn)n∈N to denote

the weak tangent obtained via the sequence (ϵn, xn)n∈N ∈ (R × X)N. A weak tangent of a L-Lipschitz
map f : (X, d) → (Y, d), is the limit

f(ϵn,xn)n∈N : (X, d, x)(ϵn,xn)n∈N → (Y, d, f(x))(ϵn,f(xn))n∈N

of the sequence of maps

f : (X, 1
ϵn
d, xn) → (Y, 1

ϵn
d, f(xn)),

for some (ϵn, xn)n∈N ∈ (R ×X)N, with limn→∞ ϵn = 0 and limn→∞ xn = x.

We state a key result on weak tangents of maps that we will use in the proof Theorem 5.1.

Lemma 5.5. Let f : (X, d) → (Y, d) be an L-Lipschitz map between metric spaces. Assume that there
exists ρ > 0 such that, for all x ∈ X, every weak tangent f(ϵn,xn)n∈N of f at x satisfies

d(f(ϵn,xn)n∈N(z), f(ϵn,xn)n∈N(w)) ≥ ρd(z, w), for all z, w ∈ X(ϵn,xn)n∈N . (5.3)

Then, for all ρ̄ < ρ, the map f is a local
(

max
{

1
ρ̄ , L

})
-bi-Lipschitz embedding.

Proof. Assume by contradiction that the lemma does not hold. Then there exists ρ̄ < ρ, x ∈ X and
sequences (xn)n∈N, (yn)n∈N converging to x such that

d(f(xn), f(yn)) ≤ ρ̄d(xn, yn). (5.4)

Set ϵn := d(xn, yn). We have

d(f(ϵn,xn)n∈N((xn)n∈N), f(ϵn,xn)n∈N((yn)n∈N)) = lim
ω

1
ϵn
d(f(xn), f(yn))

(5.4)
≤ lim

ω

ρ̄

ϵn
d(xn, yn)

= ρ̄d((xn)n∈N, (yn)n∈N),

which contradicts (5.3). □
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5.2. Weak tangents of sub-Riemannian manifolds. In this section, we describe the weak tangents
of equiregular sub-Riemannian manifolds. We follow the ideas in [6], [26], [28] and [5], but in addition we
allow the base point of dilations to vary. Given a point in an equiregular sub-Riemannian manifold, we
prove that all weak tangents at that point are isometric to a Carnot group, which might depend on the
point. We do this by describing the metric on the weak tangent as a uniform limit of sub-Riemannian
metrics.

Let M be an equiregular sub-Riemannian manifold of step s. Fix a stratified basis X1, . . . , Xn and
denote with wi the weight of Xi (see Definition 2.1). Fix p ∈ M . We define exponential coordinates of
the second kind ψ : O → M at p by setting

ψ(x1, . . . , xn) := ϕx1
X1

◦ . . . ◦ ϕxn

Xn
(p), (5.5)

for all x1, . . . , xn ∈ O, where O ⊆ Rn is a suitable neighborhood of 0 ∈ Rn and ϕt
X denotes the flow at

time t along the vector field X. Moreover, we fix a neighborhood U of p ∈ M and an open set A ⊆ U×Rn

such that, for every q ∈ U , exponential coordinates of second type centered at q are a diffeomorphism
from A ∩ ({q} × Rn) onto U . Define δϵ : Rn → Rn by setting

δϵ(x1, . . . , xn) := (ϵw1x1, . . . , ϵ
wnxn), for all x1, . . . , xn ∈ R.

Set Aϵ := {(q, x) ∈ U ×Rn | (q, δϵ(x)) ∈ A} ⊆ U ×Rn. For i ∈ {1, . . . , n}, define Xϵ
i : Aϵ → Rn by setting

Xϵ
i (q, x) := ϵwi

(
δ 1

ϵ

)∗
ψ∗

qXi(x). (5.6)

The following proposition ensures that the above vector fields converge locally uniformly as ϵ → 0.

Proposition 5.6. For all i ∈ {1, . . . , n}, there exists X0
i : U × Rn → Rn such that, for all compact

neighborhoods H ⊆ Rn of 0 and for all compact sets K ⊆ U , there exists ϵ̄, C > 0 such that for all ϵ ≤ ϵ̄
we have K ×H ⊆ Aϵ and

∥Xϵ
i (q, x) −X0

i (q′, x)∥ ≤ C(d(q, q′) + ϵ), for all x ∈ H, for all q, q′ ∈ K.

Moreover, for all q ∈ U , the vector fields x 7→ X0
i (q, x), with i ∈ {1, . . . , n}, form a stratified algebra.

Proof. Let P k : A → R be the coefficients of ψ∗
qXi:

ψ∗
qXi(x) =

n∑
k=1

P k(q, x)∂k, for all x ∈ A.

Fix N := max{w1, . . . , wn}. Since the P k’s are smooth, we can expand them as a Taylor series in a
neighborhood of the origin

ψ∗
qXi(x) =

n∑
k=1


 ∑

α∈Nn

|α|≤N

ak
α(q)xα

 + o(∥x∥N )

 ∂k. (5.7)

where for a multi-index α = (α1, . . . , αn) we denote xα := xα1
1 · . . . · xαn

n , |α| := α1 + · · · + αn, and
ak

α : U → R are suitable smooth functions. Denote [α] :=
∑n

1 αiwi. By Bellaïche work [6], we have that
ak

α(q) = 0 if [α] < wk − 1. Define X0
i : U × Rn → Rn by setting

X0
i (x) =

n∑
k=1

 ∑
α∈Nn

[α]=wk−1

ak
α(q)xα

 ∂k, for all x ∈ A.

Set
C1 := 2

∑
k∈{1,...,n},

α∈Nn,
|α|≤N

max
{
ak

α(q)xα | q ∈ K,x ∈ H
}

and
C2 := 2 max{C1,LipK×H(X0

i )},
where LipK×H(X0

i ) denotes the Lipschitz constant of the smooth function X0
i on H ×K with respect to

d× ∥ · ∥. Since xα ◦ δϵ = ϵ[α]xα and (δϵ)∗
∂k = ϵ−wk∂k, we have
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Xϵ
i (q, x) =

n∑
k=1


 ∑

α∈Nn

|α|≤N

ϵ1+[α]−wkak
α(q)xα

 + o(ϵN−wk+1)

 ∂k.

Consequently, we can choose ϵ̄ such that

∥∥Xϵ
i (q, x) −X0

i (q, x)
∥∥ =

∥∥∥∥∥∥∥∥∥∥∥
n∑

k=1




∑

α∈Nn

|α|≤N
[α]>wk−1

ϵ1+[α]−wkak
α(q)xα

 + o(ϵN−wk+1)

 ∂k

∥∥∥∥∥∥∥∥∥∥∥
≤ C1ϵ,

for all x ∈ H and q ∈ K. Therefore,∥∥Xϵ
i (q, x) −X0

i (q′, x)
∥∥ ≤

∥∥Xϵ
i (q, x) −X0

i (q, x)
∥∥ +

∥∥X0
i (q, x) −X0

i (q′, x)
∥∥ ≤ C2(d(q, q′) + ϵ).

For the proof that for all q ∈ U , the vector fields x 7→ X0
i (q, x), with i ∈ {1, . . . , n}, form a stratified

algebra, we refer to [6, Propositions 5.17-5.22]. □

Continuing with the terminology for the setting discussed in this section, fix two compact sets H ⊆ Rn,
K ⊆ U and ϵ̄ such that K × H ⊆ Aϵ for all ϵ ≤ ϵ̄. Fix ϵ ≤ ϵ̄ and q ∈ K, denote with dϵ,q and d0,q

the sub-Riemannian distances on H induced respectively by the sub-Riemannainan metrics for which
{Xϵ

i (q, ·)}i∈{1,...,n},wi=1 and {Xi(q, ·)0}i∈{1,...,n},wi=1 are orthonormal frames respectively. An immediate
consequence of Proposition 5.6 and [5, Theorem C.2] is the following result.

Corollary 5.7. For all sequences ϵm → 0 and qm → q, the distances dϵm,qm converge uniformly on
compact sets to d0,q.

As a consequence of Corollary 5.7, we get the following.

Corollary 5.8. At every point of an equiregular sub-Riemannian manifold, there is a unique weak tangent
that is isometric to a Carnot group.

To prove Corollary 5.8 we state and prove a slightly stronger statement. Indeed, using the terminology
introduced in this section, we can explicitly describe the weak tangent of equiregular sub-Riemannian
manifolds.

Corollary 5.9. Fix q ∈ U . Every weak tangent of M at q is isometric to (Rn, d0,q, 0).

Proof. Fix a sequence (ϵm, qm)m∈N ∈ (R × X)N, with limm→∞ ϵm = 0 and limm→∞ qm = q. Fix R > 0
and denote with B := BR(0) the ball centered at 0 of radius R with respect to the distance dϵm,qm . Fix
N ∈ N and a compact neighborhood K of q such that for all m ≥ N we have K ×B ⊆ Aϵm and qm ∈ K.
Define the map φm : (B, dϵm,qm

, 0) → (M, 1
ϵm
d, qm) by setting

φm := ψqm
◦ δϵm

. (5.8)

We claim that φm is an isometry of pointed metric spaces. Indeed, clearly φm(0) = qm. Moreover, 1
ϵm
d

is the sub-Riemannian distance induced by {ϵmXi}i∈{1,...,n},wi=1. Thus, since the orthonormal frame
{Xϵm

i (qm, ·)}i∈{1,...,n},wi=1 for the distance dϵ,qm
is exactly {φ∗

mϵmXi}i∈{1,...,n},wi=1 (see (5.6)), we have
that φm is an isometric embedding. Finally, being φm an isometric embedding and being the map ψqm

surjective onto U , we must have that φm is surjective onto B(qm, ϵmR). Hence the two weak tangents
(BR(0), d0,q, 0) and (BR, d, q)(ϵm,qm)m∈N are isometric. Since the weak tangent of a sequence of isometries
is an isometric embedding, and by Corollary 5.7 the pointed metric spaces (B, dϵ,qm

, 0) converge to
(BR(0), d0,q, 0), the limit map of the sequence φm is an isometric embedding

φ : (BR(0), d0,q, 0) → (BR, d, q)(ϵm,qm)m∈N ≃ (BR(0), d0,q, 0),

where B is the ball of radius R in (M,d, q)(ϵm,qm)m∈N . Being φ an self isometric embedding of a proper
metric space it is an isometry. Since R > 0 was arbitrary, the corollary is proved. □

We now consider maps between M and a second equiregular sub-Riemannian manifold M ′. To
smoothen the notation, we will denote with an apex ′ all the object in M ′.
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Remark 5.10. In the proof of Corollary 5.9, we explicitly write the isometry between the weak tangent
(M,d, q)(ϵm,qm)m∈N and (Rn, d0,q, 0) as the limit of the maps in (5.8). Let f : M → M ′ be a map between
sub-Riemannian manifolds, and φ′

m := ψf(qm) ◦ δϵm . Denote with φ,φ′ the limit maps of φm and φ′
m

respectively. If fm := (φ′
m)−1 ◦ f ◦ φm = δ 1

ϵm
◦ ψ−1

f(qm) ◦ f ◦ ψqm
◦ δϵm

converges uniformly on compact
sets to a map f∞ : Rn → Rn′ , then the following diagram commutes:

(M,d, q)(ϵm,qm)m∈N (M ′, d, f(q))(ϵm,f(qm))n∈N

(Rn, d0,q, 0) (Rn′
, d0,f(p), 0)

f(ϵm,qm)n∈N

f∞

φ φ′

In this case, since the maps φ and φ′ are isometries, with a slight abuse of notation we will identify
f(ϵm,qm)m∈N with f∞ : Rn → Rn′ and say that f∞ is a weak tangent of f at q.

Using Remark 5.10, we prove that contact maps between equiregular sub-Riemannian manifolds admit
a unique weak tangent.

Definition 5.11. A map f : M → M ′ between sub-Riemannian manifolds is a contact map if it is
smooth and for all p ∈ M there holds

dfp (∆p) ⊆ ∆′
f(p). (5.9)

Before studying the weak tangents of contact maps, we state a useful technical lemma.

Lemma 5.12. Let gm : Rn → Rn′ a sequence of continuously differentiable maps and (ϵm, qm)m∈N ∈
(R ×X)N. Assume that the sequence qm converges to q ∈ Rn. If on every compact set dgmX

ϵm
i (qm, ·) is

uniformly bounded for all i ∈ {1, . . . , n}, then dgm is bounded on compact sets.

The following proposition shows that the weak tangent of contact maps at a point is unique and it is
a group homomorphism.

Proposition 5.13. Let f : M → M ′ to be a contact map between equiregular sub-Riemannian manifolds.
At every point p ∈ M , the map f has a unique weak tangent Pf,p : (Rn, d0,p, 0) → (Rn′

, d0,f(p), 0), that is
the unique group homomorphism satisfying

d(Pf,p)0(X0
i (0)) = πwi

((df̃p)0(X1
i (0))), for all i ∈ {1, . . . , n}. (5.10)

where f̃q := ψ−1
f(q) ◦ f ◦ ψq for all q ∈ M , and πwi

is the projection to the homogeneous component of
weight wi. In particular, when M ′ is a Carnot group, we have

d(Pf,p)0(X0
i (0)) = πwi

((df)pXi(p)), for all i ∈ {1, . . . , n}. (5.11)

Proof. By Remark 5.10 it is enough to show that fp,ϵ := δ 1
ϵ

◦ ψ−1
f(q) ◦ f ◦ ψq ◦ δϵ : Rn → Rn′ converges

uniformly on compact sets to a group homomorphism Pf,p : Rn → Rn′ satisfying (5.10) as ϵ tends to 0
and q tends to p. Fix two compact sets H ⊆ Rn and K ⊆ U , with p ∈ K. By (5.9), for all i ∈ {1, . . . , n},
we have

dfqXi ∈ (∆′)(wi)
f(q) , for all q ∈ M.

Consequently, we can write df̃q(X1
i ), where X1

i is Xϵ
i for ϵ = 1, as a combination of vector fields of weight

smaller than wi:

df̃q(X1
i (q, x)) =

∑
k∈{1,...,n′}

w′
k≤wi

ak
i (q, x)X ′

k(f(q), f̃(x)) for all (q, x) ∈ A, (5.12)

for some smooth functions a1
i , . . . , a

k
i : A → R, for all i ∈ {1, . . . , n}. From the above equation we get

dδ 1
ϵ
df̃qdδϵ(Xϵ

i (q, x)) (5.6)= ϵwidδ 1
ϵ
df̃q(X1

i (q, δϵ(x)))
(5.12)= ϵwid

∑
k∈{1,...,n′}

w′
k≤wi

ak
i (q, δϵ(x))dδ 1

ϵ
X ′

k(f(q), f̃(δϵ(x))) (5.13)
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=
∑

k∈{1,...,n′}
w′

k≤wi

ϵwi−w′
kak

i (q, δϵ(x))(X ′
k)ϵ(f(q), δ 1

ϵ
◦ f̃ ◦ δϵ(x)).

Fix now a sequence (ϵm, qm)m∈N ∈ (R ×X)N, with limm→∞ ϵm = 0 and limm→∞ qm = p, such that fq,ϵ

converges uniformly on compact sets to some f∞. The right-hand side of equation (5.13) converges to

Yi(q, x) :=
∑

k∈{1,...,n′}
w′

k=wi

ak
i (q, 0)(X ′

k)0(f(q), f∞(x))

as n tends to ∞. As a consequence, by Lemma 5.12 dfqm,ϵm is uniformly bounded. Thus, by Proposi-
tion 5.6 we have limm→∞ dfqm,ϵm(Xϵ

i (qm, x) −X0
i (q, x)) = 0. Consequently,

∥dfqm,ϵm
X0

i (x) − Yi(p, x)∥ ≤ ∥dfqm,ϵm
Xϵ

i (x) − dfqm,ϵm
X0

i (x)∥ + ∥dfqm,ϵm
(Xϵ

i (qm, x)) − Yi(p, x))∥
m→∞→ 0

Since
Yi(p, 0) = πwi((df̃q)0(X1

i (0))),
we proved that dfqm,ϵm converges uniformly to a map satisfying (5.10), thus f∞ is differentiable and it
is the unique map such that

df∞X
0
i (x) = Yi(p, x).

We finally remark that the vector fields Yi(p, ·)’s are a linear combination of the X ′
i’s and therefore they

are left-invariant vector fields for the group structure on Rn′ . It is an easy exercise to check that a smooth
map between Lie groups whose differential sends left-invariant vector fields to left-invariant vector fields
is a group homomorphism. When M ′ is a Carnot group, we can identify Rn′ with M ′ itself. We have
then that dψ′

f(p) = id. Hence, we get (5.11) by (5.10) observing that df̃0(X1
i ) = dfpXi(p) □

Definition 5.14. For k,m ∈ N define Ik
m := {(i1, . . . , ik) ∈ Nk | i1, . . . , ik ∈ {1, . . . ,m}}. Let M be a

smooth manifold and let X1, . . . , Xm ∈ Γ(TM). For k ∈ N and for a multi-index J = (j1, . . . , jk) ∈ Ik
m,

we define the iterated bracket associated to J as
XJ := [Xj1 , [. . . , [Xjk−1 , Xjk

] . . .]]. (5.14)

We are ready to prove the main result of this section.

Proof of Theorem 5.1. Since the implication (2)⇒(1) follows from Proposition 5.2, we are left to prove
(1)⇒(2). Let G be a k-hypergenerated group. Notice that G is k′-hypergenerated for every k′ ≤ k, thus we
do not lose generality if we prove that the intrinsic and the restricted distance are bi-Lipschitz equivalent
on surfaces that have codimension exactly k. Let S ⊆ G be an embedded surface of codimension k. We
start proving that ∆S := TS∩∆ is bracket-generating inside TS, and therefore that the intrinsic distance
di is finite. Fix p ∈ S. Up to performing a left-translation we can assume without loss of generality that
p = id. Since S is non-characteristic we can choose a left-invariant frame X1, . . . , Xm of ∆ such that

span{X1(id), . . . , Xr(id)} = TidS ∩ ∆id,

with r := m−k. Being S a smooth surface, there exists a neighborhood U ⊆ S of p and smooth functions
aj

i : U → R, with i ∈ {1, . . . , r}, j ∈ {r + 1, . . . ,m}, such that, if

Yi := Xi +
m∑

j=r+1
aj

iXj , (5.15)

for all i ∈ {1, . . . , r}, then Y1, . . . , Yr form a frame for the distribution ∆S on U . Notice that for all
i ∈ {1, . . . , r}, j ∈ {r + 1, . . . ,m}, we have aj

i (id) = 0. We claim that for every multi-index J ∈ Ih
r there

exist nJ ∈ N, RJ , T
1
J , . . . T

nJ

J ∈ Γ(TU) and α1
J , . . . , α

nJ

J : U → R smooth such that

YJ = XJ +RJ +
nJ∑
i=1

αi
JT

i
J , (5.16)

RJ(q) ∈ dLq(V1 ⊕ . . .⊕ Vh−1) for all q ∈ U, (5.17)
T i

J(q) ∈ dLq(V1 ⊕ . . .⊕ Vh) for all q ∈ U, for all i ∈ {1, . . . , nJ}, (5.18)
αi

J(id) = 0 for all i ∈ {1, . . . , nJ}, (5.19)
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where YJ and XJ are the iterated brackets of the Y ′
j s and X ′

js respectively (see (5.14)). We prove
the claim by induction over h. For j ∈ {1, . . . , r} we can choose Rj := 0, nj := m − r, αi

j := ar+i
j ,

T i
j := Xr+i. Thus the claim for h = 1 is proved. Assume now that the statement is true for some h and

let J = (j1, . . . , jh+1) ∈ Ih+1
r . Set J ′ := (j2, . . . , jh+1). By inductive hypotheses we can write

YJ = [Yj1 , YJ′ ] = [Yj1 , XJ′ +RJ′ +
nJ′∑
i=1

αi
J′T i

J′ ], (5.20)

for some nJ′ , RJ′ , T 1
J′ , . . . , T

nJ′
J′ , αJ′ , . . . , α

nJ′
J′ for which (5.16),(5.17),(5.18), and (5.19) hold. Thus

YJ
(5.20)= [Yj1 , XJ′ +RJ′ +

nJ′∑
i=1

αi
J′T i

J′ ]

= [Yj1 , XJ′ ] + [Yj1 , RJ′ ] +
nJ′∑
i=1

(
Yj1α

i
J′

)
T i

J′ +
nJ′∑
i=1

αi
J′ [Yj1 , T

i
J′ ]

(5.15)= XJ +
m∑

l=r+1
al

j1
[Xl, XJ′ ] −

m∑
l=r+1

(
XJ′al

j1

)
Xl + [Yj1 , RJ′ ]

+
nJ′∑
i=1

(
Yj1α

i
J′

)
T i

J′ +
nJ′∑
i=1

αi
J′ [Xj1 , T

i
J′ ] +

m∑
l=r+1

nJ′∑
i=1

al
j1
αi

J′ [Xl, T
i
J′ ],

−
m∑

l=r+1

nJ′∑
i=1

αi
J′

(
T i

J′al
j1

)
Xl.

Setting
nJ := (m− r + 1)nJ′ +m− r,

RJ := −
m∑

l=r+1

(
XJ′al

j1

)
Xl + [Yj1 , RJ′ ] +

nJ′∑
i=1

(
Yj1α

i
J′

)
T i

J′ −
m∑

l=r+1

nJ′∑
i=1

αi
J′

(
T i

J′al
j1

)
Xl,

T l
J := [Xl, XJ′ ], l ∈ {1, . . . ,m− r},

Tm−r+i
J := [Xj1 , T

i
J′ ], for all i ∈ {1, . . . , nJ′}

T
m−r+nJ′ l+i
J := [Xl+r, T

i
J′ ], for all l ∈ {1, . . . ,m− r}, i ∈ {1, . . . , nJ′}

αl
J := al

j1
, l ∈ {1, . . . ,m− r},

αm−r+i
J := αi

J′ , for all i ∈ {1, . . . , nJ′}

α
m−r+nJ′ l+i
J := al

j1
αi

J′ , for all l ∈ {1, . . . ,m− r}, i ∈ {1, . . . , nJ′},

it is an exercise to check that (5.16),(5.17),(5.18), and (5.19) hold, thus the proof of the claim is concluded.
For all h ∈ N we have (

∆h
S

)
id ⊆

(
∆h

)
id ∩ TidS. (5.21)

We prove by induction over h that (
∆h

S

)
id =

(
∆h

)
id ∩ TidS. (5.22)

For h = 1 the claim (5.22) is clear being the inclusion a contact map. Assume that (5.22) holds for some
h ∈ N with h ≥ 1. By (5.21) it is enough to prove

dim
((

∆h+1
S

)
id

)
= dim

((
∆h+1)

id ∩ TidS
)
. (5.23)

For every multi-index J ∈ Ih+1
m , by (5.16) and (5.19) we have that YJ(id) = XJ(id) + RJ(id) with RJ

satisfying (5.17), thus
dim

((
∆h+1

S

)
id

)
≥ dim

((
∆h

S

)
id

)
+ dim(span{XJ(id) | J ∈ Ih+1

r })
= dim

((
∆h

S

)
id

)
+ dim(Vh+1)

(5.22)
≥ dim

((
∆h+1)

id ∩ TidS
)
,
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where in the first inequality we used that RJ ∈
(
∆h

S

)
for all J ∈ Ih+1

r and in the second equality we used
that span{XJ | J ∈ Ih+1

r } = Vh+1 since the group is k generating and r = m− k. Consequently, we have
that (5.23) holds and that the claim (5.22) is proved. In particular, since ∆s = TG for some s ∈ N, by
(5.22) we have that ∆S is bracket-generating. Denote with f : S → G the canonical inclusion, where S
is equipped with the intrinsic distance di. Since di ≤ dr the map f is 1-Lipschitz. By Proposition 5.13,
f has a unique weak tangent Pf,p at p ∈ S, and for all i ∈ {1, . . . ,m} we have

(Pf,p)∗ (Y 0
i ) (5.11)= π1(dfpYi(p))

(5.15)= π1(Xi(p)) = Xi(p), (5.24)

where Y 0
i is the vector-field given by Proposition 5.6. Thus, being G k-hypergenerated, and r = m− k,

the Lie algebra generated by the image of the (Pf,p)∗ is span(X1, . . . , Xr) ⊕ [g, g]. Being Pf,p injective
by (5.24), the Lie algebra generated by {Y 0

i }i∈{q,...,m} is isomorphic to span(X1, . . . , Xr) ⊕ [g, g] via the
map Pf,p. Since the map Pf,p is an isometric embedding, by Lemma 5.5 we get that the map f is locally
C-bi-Lipschitz for all C > 1. □

Remark 5.15. In the proof Theorem 5.1, the injectivity of the Pansu differential of the inclusion is a
key ingredient. An arbitrary contact injective map may not be a bi-Lipschitz embedding. For example,
if M is a sub-Riemannian manifold and p ∈ M , there exists a neighborhood of p that can be embedded
with a contact map in a Carnot group of step 2 (see [29, Proposition 6.5.1]). Nontheless, if the step of
M is greater than 2, this embedding is not a bi-Lipschitz map.
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