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ABSTRACT. This paper deals with the Lipschitz continuity of solutions to variational ob-
stacle problems with nearly linear growth. The main tool used here is a new higher differen-
tiability result which reveals to be crucial because it allows us to perform the linearization
procedure to transform the constrained problem in an unconstrained one and it permits us to
deduce the equivalence between our minimization problem and its corresponding variational
formulation. Our results hold true for a large class of example for which the Lavrentiev phe-
nomenon does not occurr, not necessarily for lagrangians dependent on the modulus of the
gradient. We assume the same Sobolev regularity both for the gradient of the obstacle and
for the coefficients.

1. INTRODUCTION

In this paper we study the Lipschitz continuity of the solutions to variational obstacle prob-
lems of the form

min {/Qf(a:,Dw) ‘w € /cw(sz)} , (1.1)

in the case of nearly linear growth condition, where €2, f and IC,,(2) will be specified below;
the aim of our work is to complement the results cointained in the paper [13] where authors
assume that the integrand f(x, Dw) satisfies (p, ¢)—growth conditions and, as a function of
the x—variable, belongs to a suitable Sobolev class; they then prove the Lipschitz continuity
of the solutions to variational obstacle problems under the above-mentioned conditions.

A model functional that can be considered the following

w / Duw|log(1 + | Dw|) + a(x)(1 + | Dw)*” dx
Q
with ¢ > 1 and a(-) a Lipschitz or bounded Sobolev coefficient.

There are few results in literature dealing with the case of nearly linear growth condition,
see [36], [56] in the case of equations of functionals, see [35], [18] in the case of obstacle
problems, and more in general [2], [6], [21], [40], [41], [45], [47], [55] in the case with the
subquadratic growth.

The key tool we use here is a new higher differentiability result for solutions to obstacle
problems with nearly linear growth obtained in the paper [39] in the spirit of the recent
contributions [26], [27], [37], [38]; this new result allows us to adapt here the linearization
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technique already successfully employed in [4] is order to trasform the constrained problem
in an unconstrained one. Higher differentiability and higher integrability of second order
derivatives has been recently widely investigate both in the context of unconstrained and
constrained problems, see for instance [9], [10], [14], [42], [43], [57], [58], [59].

The main feature of the paper is that we consider the same Sobolev dependence either
for the gradient of the obstacle and for the partial map x +— D f(z, ), which turns to be a
quite natural assumption. The idea of replacing the Lipschitz dependence on the coefficients
in the non autonomous case with a Sobolev one has been intensively used in the last years,
see for instance the survey [53] together with the references therein for a general overview.
To better clarify the main technicalities, we will anyway state and prove first the case with
a Lipschitz dependence.

The relationship between the ellipticity and the growth exponent we impose, namely (1.9),
is the one considered for the first time in the series of papers [22], [23], [24], [25] and it is
sharp (in view of the well known counterexamples, see for instance [49]) also to obtain the
Lipschitz continuity of solutions to elliptic equations and systems and minimizers of related
functionals with p, g—growth; therefore our results can be framed into the research con-
cerning regularity results under non standard growth conditions, that, after the pioneering
papers by Marcellini [50]-[52] has attracted growing attention, see among the others [3], [5],
[15], [16], [19], [46], [53], [54], [60].

More in details, here € is a bounded open set of R™, n > 2, the function ¢ : Q — [—o00, +00),
called obstacle, belongs to the Sobolev space W1 (Q) and the class Iy (£2) is defined as follows

Kp(Q) == {w € up + Wy (Q) 1 w > 1 ace. in Q}, (1.2)

where ug € W11(Q) is a fixed boundary value.

To avoid trivialities, in what follows we shall assume that Ky is not empty. We also assume
that a solution to (1.1) is such that f(z, Du) € LL (Q). As it has been shown in [28], in
case of non-standard growth condition (at least in the autonomous case), this turns to be
the right class of competitors.

Remark 1.1. Let us notice that, by replacing ug by @y = max {ug, 1}, we may assume that
the boundary value function ug satisfies ug > ¢ in €. Indeed @y = (¢ — ug)* + ug and since

0< (¢ —up)™ < (u—mup)t € Wy (Q),

the function (1) — u)*, and hence u — o, belongs to Wy*(Q). Moreover assumptions
f(x,Du) € L () and f(z, Dug) € L .(Q) imply f(z, Dug) € L (). Indeed we have

Du = D d DY) d
/f x, UO /S;m{uo>w} f(xa UO) x+/§2m{u0<r¢;} f(l‘7 ¢) Xr
< / [ (2, Dug) + f(z, D)) dor < +oo
Q

where we used that f(x,&) > 0, by virtue of the left inequality in (1.5).
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As we are dealing with non standard growth conditions, the Lavrentiev phenomenon may
occurr (for more details see for instance [61], [29], [30], [7], [8]). On the other hand in
the paper [17] a wide discussion about obstacle problems and a related suitable notion of
relaxation has been introduced, and this setting can be extended to the case of nearly linear
growth in view of Proposition 1.1 of [18]. Therefore we will assume to be in a situation where
the Lavrentiev phenomenon does not appear. In the sequel we will denote with £(u, Q) the
gap functional over the set €2, in the spirit of [1], [29], [48].

As we already remarked, in order to better clarify the details of the techniques employed,
we first state and prove the result with Lipschitz dependence on both the obstacle and the
partial map z — D f(x,&) and we concentrate in a second step on the Sobolev dependence.
More precisely, we will deal with variational integral

F(u) ::/Qf(:v,Du)dw, (1.3)

where f : Q x R" — [0,400) is a Carathéodory function which is convex and of class C?
with respect to the second variable. We consider the exponents ¢ > 1 and p < 2 such that
the following bound holds

q 1
1< — <14+ - 1.4
S3on <1y (1.4)
We suppose that there exist two positive constants v, L and a function F :[0,+00) —
F
[0,400) such as lim £ = 400 such that
t—+oco ¢
— 2—p 9
vE(IE) +v(1+[6%)77 < f(,8) < LA+ [EP)z, (1.5)
v (L EP) 2N <D e, (. NN < L(L+ [EP)T AP, (1.6)
2
[fae(2, )] < L1+ [E*)7, (L.7)

forall A€ e R", A=\, £ =¢&,1=1,2,...,n, a.e. in 2. Our main result with these
hypothesis reads as follows

Theorem 1.2. Let u € K,(S2) be a solution to the obstacle problem (1.1) such that L(u, Bg) =
0 for all By € Q, under the assumptions (1.5)-(1.7) and (1.4). If » € W22(Q), then
u e W,h(Q) and the following estimate

loc

| Du|| (s, < C (/BR(l +f(x,Du))dx)ﬁ (1.8)

holds for every 0 < p < R and with positive constants C' and B depending on n,q, u,v, L, R, p
and the local bounds for || D]y .

In the second part of the paper, we consider instead the exponents ¢ and u, where again
i < 2 and ¢ > 1, bounded by
q r—n 1 1

1< —<1+4+ =1+-——- (1.9)
2—p ™ n T
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where r > n, so % < % Moreover, we suppose that there exist two positive constants v, L, a

_ EF(t
function F': [0, +00) — [0, +00) such as tligfn % = +o00 and a function h : Q — [0, +00)
—400
such as h(z) € Lj,.(2), such that (1.5) and (1.6) keep being valid and (1.7) is modified in
g—1
[fae(2, )] < h(z) (1+[€]*) = (1.10)

forall \,E e R", A=\, £=¢&,1=1,2,...,n, ae. in Q.

Our main result with these modified hypothesis reads as follows

Theorem 1.3. Let u € K,(S2) be a solution to the obstacle problem (1.1) such that L(u, Bg) =
0 for all Br € Q, under the assumptions (1.5), (1.6), (1.10) and (1.9). If ¢ € W2(Q), then
w e W.h(Q) and the following estimate

loc

[Dullzs,) < C (/BR(l +f($aDU))d$)B (1.11)

holds for every 0 < p < R and with positive constants C and 3 depending onn,q,u,v, L, R, p,
on the local bounds for || Dy ||y and ||h -

The paper is organized as follows. Section 2 contains the notations and some preliminary
results that will be needed in the sequel. Section 3 is devoted to the proof of Theorem 1.2
and Section 4 is dedicated to the proof of the main result, Theorem 1.3. Finally in Section
5 we provide some comments about the approximation and the conclusion.

2. NOTATIONS AND PRELIMINARY RESULTS

Throughout the paper we will denote by B, and By balls of radii respectively p and R (with
p < R) compactly contained in {2 and with the same center, let us say =y € 2. Moreover in
the sequel constants will be denoted by C| regardless their actual value. Only the relevant
dependencies will be highlighted.

First of all we state the following lemma which has important application in the so called
hole-filling method. Its proof can be found for example in [44, Lemma 6.1].

Lemma 2.1. Let h : [py, Ro))] — R be a non-negative bounded function and 0 < 9 < 1,
A, B >0 and B > 0. Assume that

h(s) < Oh(t) + + B,

A
(t—s)
for all pp < s <t < Ry. Then

cA

") o = o)

+ ¢B,

where ¢ = ¢(9, 5) > 0.

We now present the higher differentiability result we need in the sequel. The proof can be
found in [39].
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Theorem 2.2. Let u € Ky(2) be a solution to the obstacle problem (1.1), such that
L(u, Bg) =0 for all Bg € 2, under the assumptions (1.5), (1.6), (1.10) and (1.9). Then
Dy € WK (Q) = Vo, (Du) := (1 + |Dul>)™*Du € W,22(Q).

loc loc

This result allows us to obtain the validity of the variational inequality for our minimization
problem. This is a relevant point, already in the autonomous case, see for instance [11], [12],
[28].

Proposition 2.3. Let u € ICy(2) be a solution to the obstacle problem (1.1), under the
assumptions (1.5), (1.6), (1.10) and (1.9). Then, if DY € W, '(Q), then the following
variational inequality holds

/QDgf(:v,Du) -D(p—u)de >0 (2.1)

for all o € WH9(Q), ¢ > 9.

loc

The proof of this result can be achieved arguing as in [13], observing that, by virtue of
Theorem 2.2 and (1.9), we have the right higher integrability to pass to the limit in the
variational inequality, namely the fact that

2n

Vo, (Du) € L 2 () = Du € L (),
by virtue of (1.9), which yields

q 1 1 n
—<1l+-—-=-x .
2—pu +7" n n-—2

For more details see [39)].

3. A PRIORI ESTIMATE: THE LIPSCHITZ CASE

3.1. The linearization procedure. The linearization trocedure is a process which goes
back to [31] and later was refined in [20], see also [32], [33], [34]. We will follow the lines of
[4].

We consider a smooth function h. : (0,00) — [0, 1] such that h.(s) < 0 for all s € (0, 00) and

1 for s<e¢
h.(s) = -
() {O for s> 2¢

Consider the function

p=u+t-n-h(u—1)
with n € C(2), 7 > 0 and 0 < t << 1 as test function, in the variational inequality (2.1).
We have

| Det@, 00 Dlgha(u—v)drz 0 vye i),

Since

nHmeaéDd@meDmmm—¢»m
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is a bounded positive linear functional, by the Riesz representation theorem there exists a
nonnegative measure A, such that

| Det@Du)- Dlahu =) de = [ nar. vy e i),

It is not difﬁcultﬂto prove that the measure ). is independent to €. Therefore we can write
| DetaDu)- Dhetu =)y de = [nax vae i@,

By Theorem 2.2 we have that

Vo_u(Du) := (1 + |Dul>)~5 Du € W,22(Q), (3.1)

loc

Now, in order to identify the measure A, we may pass to the limit as ¢ | 0

/ —div(De f(z, Du)) Xju=yn dz = / nd\ Ve Gy(Q). (32)
Q Q
By introducing
g = —div(Def(x, D)) Xju=y}; (3.3)
and combining our results we obtain
/ D¢ f(z,Du) - Dndz = / gndr  VneCyR). (3.4)
Q Q

We are left to obtain an L™ estimate for g: since Du = D1) a.e. on the contact set, by (1.6)
and (1.7) and the assumption Dy € W,1>(Q; R"), we have

loc

MZMNDJ@DUMWMZMWDJ@DWH

< Z’fékxk r D¢ ‘+ Z |f§k€z x Dw)wwkmz

k=1

< L+ [DYP)'T + L1+ |Dy[*) = | D%

that is g € L. (Q).

3.2. A priori estimate and conclusion. Our starting point is now (3.4). We make use
of the supplementary assumption u € W,:>°(£2), which is needed in order to let (3.4) to be
satisfied; this assumption will be removed by means of the approximation procedure. By

this further requirement and Theorem 2.2, the “second variation” system holds
/ (Z Jeie, (2, Du)ug o, ;Uzgp—i—Zf&xs x, Du)D,, ) dr = / gD, pdx, (3.5)
Q Q
i,7=1

forall s=1,...,n and for all ¢ € WO’ (©). We fix 0 < p < R with B compactly contained
in Q and we choose n € Cj(€2) such that 0 <7 <1, n=1on B,, n = 0 outside Br and
| Dn| <1 C . We test (3.5) with ¢ = n*(1 + |Dul?)7u,,, for some v > 0 so that

Dayp = 27777@( + [Dul*) g, +20*y(1 + [Dul*) ! Du| Dy, (| Dulyug, +n*(L + |Dul*) g0,
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Inserting in (3.5) we get:

0 = / Z feie; (, Du)ug,z 20y, (1 + | Dul?) u,, do
Q-

ij=1

+/ Z feie; (z, Du)uxijUQ(l + |Du’2)7uxsxi dx
Q-

ij=1

+/ > fee, (@, Du)uy 0, 20°y(1 + [ Dul*) ™! | Du| Dy, (| Dul s, da
Q=1
+ [5 foe o U2 (14 DU,
Q=1
+/ Z feiw, (@, D)1+ | Dul*) gy, da
@ i=1

+/ > fewu (@, Du)2p*y(1 + | Dul?)"" | Du| D, (| Du|)u, dx
Q=

- / 92me, (1 + [ Dul) u,, de
Q

- / g2y (1 + | Dul?)" Y| Du| Dy, (|Dul) g, de
Q

- [+ 1D, d
Q
= Il,s + [2,s + [3,3 + [4,5 + 15,5 + Iﬁ,s + [7,3 + IS,s + [975-

We sum in the previous equation all terms with respect to s from 1 to n, and we denote by

I; — Iy the corresponding integrals.
By the Cauchy-Schwarz inequality, the Young inequality and (1.6), we have

| / (1 + DU Y fee, (5, D)t o oyt

1,J,5=1

< /277(1 + | Dul?)
Q

1 1
n n 2 n 2
X Z Z f&'{j (l‘, Du) nﬂcmwjuis Z féi{j (xa Du) Ugyz; Uzyz; dx
s=1 |ij=1 ij=1
< / 21 (1 + | Dul?)”
Q
1 1
n 2 n 2
X Z fﬁiﬁj (l‘, Du) nivinmjuis Z ffz{j (ZL‘, Du) Ugsz; Uzs; dzx

i,5,6=1 i,5,s=1



8 G. BERTAZZONI, S. RICCO

< ¢ [@+papy S fee, (0. Du) o i, | do
Q
2,7,5=1
1 n
+ - /772 (1+’Du‘2)’y Z féi&j(anu)uxszi Ug gz, dr
4 Ja ig,s=1
< oL [@rDa?)F| Y | da
0 ij,s=1
1 n
41 / PO+ DuPY S feo, (D)t t,
4 Jq £
1,7,s=1
< [ 1poP 1+ puP) Y | do
Q s=1
1 n
o1 [P S feg D)t 1,0, d
4 Ja ij,5=1
<

C/ |Dn|? (14 |Dul?)2*7 da
Q

1 n
+4_l /9772 (1+[Dul?)? Z feie; (@, Du) g 0, U, da

2,7,s=1

On the other hand, using (1.6) and the fact that D, (|Dul)|Du| = Y7} _| tg,z,Us,, We can
estimate the term I35 as follows:

I — / Z fese, (@, Duus o, [2029(1 + | DuP) ™ Dy (|Dul)| Du] u, de

i,7,s=1

> 2 [ FDuf S Jeg, (. Du) Dy (1Dl 1y, d
i,j,5=1

= 2 /n | Du|*~! Zf&gj (x, Du)D,,(|Dul) (Zumﬂsu%>
ij=1

- [4 D" S fe, (& Du)Dy, (| Dul) Dy (| Dul) da

ij=1
> 290 [ |Du|D(Du) (1 + |Duf) f do
> 0 "
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We can estimate the fourth term by the Cauchy-Schwarz and the Young inequalities, together
with (1.7), as follows

L] =

(L.7)

<

<

<

2 / 0+ 1Dy S fe (2, DUy, d
Q

i,5=1

n

oL / (1 + [DuPP S e,
Q

i,5=1

c/ n|Dnl|Dul (1 + | Dul?)™*7 da
Q

dx

c / (2 + |DyP)(1 + | Duf2)* da
Q

We can estimate the fifth term observing that

qg—1

29 — 2

_2q=2—ptp  p 29-2+p Looqg 2—p

2

4

1 =it 1~ ity GO

and by the Cauchy-Schwarz and the Young inequalities, together with (1.7), as follows

|15

I/\

<

‘/ (14 |Dul?) Z feiw,(x, D)y, ., dx

L
L
L
L

4

S
/9772
A

i,5=1

n
E Ug,, | d

i,5=1

1+ |Dul?

)7
)

1+ |Dul2)**z | D2u| da

1 vk
P+ Dy E D2 o (L [Dupy o]

—/772(1%—]Du\Q)'y_g]DQU\QOZ:E—|—C/772(1%—]Du\2)7+q_25H dx
Q Q

Finally, by (3.6), |D(|Dul|)| < |D?u|, the Cauchy-Schwarz and the Young inequalities and
(1.7) we have that

| s

2y / (14| Duf?)~>
Q

27L/
Q

27 / Z Jeio. (@, Du)n*(1 + [ Dul*)"! | Du| Dy, (| Dul Juz, dv

i,s=1

% / 2+ DU DUl S fe (2, Du) Dy (| Dul i, d
Q

i,s=1

> feun. (@, Du) Dy, (| Dul)u,

i,5=1
> D

i,6=1

dx

(1—|—|Du\ )~ i

Du|)u,,
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< 29L [P+ |DuPyEE D Dul) [P d

< 27L/Q772(1+|DUI2)”+(151|DQU|6193

(29 L/ [7)2(1+|Du|2)75]D2u|2]é [472772<1+|Du\2)7+q*2% i
Q

where the constant C' depends only on ¢, i, L but it is independent of ~.
Let us now deal with the terms containing the function g. We use the bound

< C,

established in Section 3.1; even in this case the constant C' is independent of ~.
We first have

191l 5z (@

loc

[I7] =

21 (1 4 [Dul*)? Zgnxsuxsdar
Q

- / 201 (1+ | DuP) gl ey | D1 | Dt di
Q
1
< Cllglli=n / D2 (1 + | DuP)* da
Q
< Cllgllimy / Dyl (1 + [ Duf?) " do
Q

_2—p
< CHgHLw(BR)/IDn|2(1+|DUI2)”+q 2 dr
Q

because we know that
q=2—p
20> q+2—p
2q—-2+p=>gq
so we have the inequality
2 — " 2q — 2+ B
2 2

1- > 2 (3.7)

We know that
| 15|

IN

gl / (1 + [Dul?) |D(|Dul)| | Duf? de

IA

g1 () / (1 + | Du?y~" D] | Dul da

and that
o] < ||g||L°°(BR)/Q772(1+ | Du|?)" | D?*u| dz
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so we can estimate them together and, going on as we did in I, we have

[Is| + |1y] < 27||9||L°°<BR>/772(1+|DUI2)7_1|D2U| | Dul? dx
Q

gl / 72 (1 + | Duf?) | D%l do
[9]

IN

20y + 1) gl (o / 72(1+ | Dul?) | D] de

L
Z/772\172u|2<1+|Du|2wé‘cz:c
Q

IA

£ gl (14 7?) / (14 |Dufy e de

Summing up and using (1.6) we obtain

11

/ i (14 [Dul?) 57 |D*uf? dz < C (1+47) / (? + | Dnl?) (1 + |Dul?)* 3" " dz (3.8)
Q Q

where the constant C' depends on v, L, n, q, u and on the local bounds on function g but is
independent of v. By Sobolev embedding theorem, recalling that p < 2, we have

IN

IN

IN

2
=

(/Q 7 (1+ | Du?) 05 dq}) 3

2

(/ ?72*(1 + |Du\2)(%+2%ﬂ)2* :c) o
Q
Q

c/|Dn|2(1+|Duy2)v+2z“ da
Q
Y 2—p 2
+CO (1472 /n2 [(1+|Du!2)§+7_1 yDuHD?u\] dz
Q
c/\Dn|2(1+|Duy2)v+%“ da
Q
+C (1447 /772(1 + |Dul?)* 32 | Duf? | D?uf* dx
Q
c/\Dn|2(1+|Du12)'v+22“ da
Q
L7 [ 0+ D)5 Dul? D%l d
Q

¢ [ 1Duf 1+ Duy s
Q

L7 [ U+ Du) DA,
Q
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where we set
2n

n—2

ifn>3
2" =
any finite exponent if n =2

and we can observe that 2* > 2. Thanks to the left hand side of (1.4), we know that

which allow us to say that

2—p 2—p
Z P g "
v+ 5 <q 5 + 7,

SO we can write

2
=

2—p ) 2* 2 —u
([ aepup 9% )™ < o oo a5
Q Q

+C(1+ 72) / n? (1+ ]Du|2)7’% \DQu\Q dx.
Q

Thanks to (3.8), we finally get

2
2

(énfﬂ+¢Dm%@#@quo*

from which we deduce

< C(1+72)/Q(772+ |Dn|?)(1 + | Duf?)71 5" da

2

2—p ) 2* > 2 2—pu
/ (1 + ’Du‘2>(7+7)7 dx < C (1+—7)2/ (1 + ‘DUIQ)’YJW*T dx
B, (R—p) Br

for any 0 < p < R.
We introduce now the quantity o such that

2 — 2 —
g——H_=" 1 (3.9)

2—2—1-0;

we observe that ¢ > 0 due to left hand side of assumption (1.4). Therefore

2

(/ (1 + |Du|2)(7+2%)% dx) : < CM/ (1 + ’Du|2)’y+q—2_7” dr
B, ( B
(

—/ (14 [Duf?) 55"+ da
Br
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which allows us to say that

2
*

2—p ) 2* 2 1+ 2 N
(/B (1+|Du|2)(’7+7u)7 d:p) SCM||(1+|DU|2)“%00(BR)/ (1+|Du|2)7+2T da

(R—p)? B
(3.10)
At this point we inductively define the exponents
2—p\ 2 2—p 2—p
= = — = — = — 11
7 =0, Vr+1 [(%+ 5 )2 5 }7 Q=+ 5 (3.11)
for every integer k > 1. It follows that
2 — 2* 2*
Q1 = (%+T'u) 52)(0% withX::5
By induction we can prove that
et k—1 1
Ve = 5 5
Now we consider 0 < py < Ry and set
Ro —
Ry, = po + w Vi > 1
so that Ryi1 < Ry for all £ > 1 and
(Ro — p
Ry — Rys1 = gk—H”)
We rewrite (3.10) with p = Rg; and R = Ry. We obtain
2—p ) 2* 2%
/ (1+ |Du) -+ 5)% o
BRk+1
(1 +713) 2 / 2 2op
< OC———=|(1+|D . 1+ [Dul)™*7=2 d 3.12
s ey (RA LRy IR Ui

from which we deduce
2

</ (1+ |Duf?) 0+ 54) 5 d:c) i

Rpt1
A (14 93)

< C
N (Ro — po)?

2—p
04 1D Gy [ (1 DUy da

R

1

—K

Ay = / (1+ ]Du|2)(7k+2%“) dx R
Bg,

We set
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Ay ( /
- (

In this way, (3.12) becomes

so that

1

+
(1 + [ Duf?)++555) dx) .

Ri41

2—py 2%
2

o (et 28 25 (v + 255
(1 4+ |Du|*) " 2% do

Rpiq

1

D 2\ |0 7k+%THA
11+ |Dul") T (85, ) k

4kt (1+ 7]@*)
(Ro — po)?

which can be also rewritten, in view of (3.11), as

Apr < {C

YKk

4k+1 1
L) 4 4 | D) e } 4,

(Ro — po)?

A < [C

1

k 1
A (1 +97) E
< 11 [cm 11+ 1 D) G, J A

We estimate now the term in the right hand side multiplying A; to show it is finite.
First of all, once more inductively by (3.11), we have

2—pu (2°\"
akH:T b}

so we can say that

We have for n > 3

. 2|0 i
kEI—PooH [||1 + | Dul ||Loo<BRi)}

k; 1
2|0 o
khm exp <log (H [Hl + | Dul ”LOO(BRO)] ))

IA

o log||1 + [Dul?|| L (Bg.)
= li :
k—1>r—i¥1c>o exp (Z ( o

=1

. UZ?:1<L.)
— 2 g
= kg{foo 11+ [Duj ||L°°(BRO)

= ol G
Lee( BR)
1001(2%)@'—1

= |1+ [Duf? ||Loo (Bry)
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i—1
o0 2% % ()
11+ [Duf? HLoo (Bry)

(q—2+n) o2, (Re2)it
11+ [Dul? ||LooBR i

2

—240) 725 iz
‘|1+|DU‘2HL°° BR ) o

11+ |Dul” IILoo BR

On the other hand, let us define

i 2 fit1
Mk:H[C4H1<1—|—%)}°‘Z = exp (Z log(C'(1 + i) 4 ))

and we have

IN

VAN

Since xy = & >

k——+o0

=1

a.
i=1 t

k- .
. log(C' (1 +77) 4™
kEI—Poo ; (0%}
k : 9
lim Z log(C) + (i + 1) log(4) + log(1 + ~7)

k—-4o00 O[Z'

i=1
i log(C) + (i + 1) log(4) + log(1 + ~2)
i=1 i

2 i log(C) + (i + 1) log(4) + log(1 + ~?)
2~ i1

2 i log(C) + (i + 1) log(4) + 2 log(7:)
2~ il

2 f: log(C) + (i + 1) log(4) + 2 log(x) (1 — 1)
2~ il

2 ~—Ai+B

S (2)

2—p &=

1 and A, B are constants, we have that

2 o) 9 i—1
i=1

15
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Thanks to that and the fact that Ry > R;, together with the fact that A; < oo, letting
k — 400, we can write that
2

(1+ |Dul? ) 2 dac)

M a—2+u
14+ 1D i) < ——— 1+ D55 |
(Ro = po)>r R

Assumption (1.4) implies:

Bry

—2
i_iﬂn_<_i__0n<L

2—pu 2—pu
so we can use the Young’s inequality with exponents (q_22_+‘L T and (Q_M)_Q(;f 5T tO get:
0 20
1 M o\ 2=n 2
I+ 1Dul*|re(,y) < 5 N+ 1Dl l|p(Br,) + | ———= / (1+ [Dul”) = dx
(Ro — po)>—+ Br,

for an exponent § = 6 (n,r, q, 1) > 0. Since previous estimate holds true for p < py < Ry < R
by Lemma 2.1 we get the desired a priori estimate

0 20
(w —K
||1+|Du|2||Loo(Bp) < | ———— (/ (14 |Dul? ) 2 dx)
(R—p)r* Br

The case n = 2 can be treated in an analogous way, only we need to observe that in this
case we would have
k 2*

TL (10 + D6 | < 1+ DRI

i=1
and passing to the limit in the exponent of the term in the right hand side as 2* — oo we
would obtain

20 3
—<leg< =(2—

which is exactly (1.4) in the case n = 2. The rest of the proof follows similarly.
4. A PRIORI ESTIMATE: THE SOBOLEV CASE

By proceeding along the same lines as in Section 3.1 to obtain
/Dgf(x,Du)-Dndx:/gndx Vne ). (4.1)
Q Q

We are left to obtain an L" estimate for g: since Du = D a.e. on the contact set, by (1.6)
and (1.10) and the assumption D € W' (Q;R"), we have

loc

MZMWDJ@DUMWNZWWDJ@DWN

< Z|f§kiﬂk x D¢ |+ Z |f§k§z X Dw)¢wk$z

k=1

< h(x) (1+|DY)*T + L(1 + [Dy[?) = | D2y

that is g € L, .(Q).
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By requiring the same additional a priori assumptions as in Section 3.2, also in this case we
can assume that the “second variation” system holds

/ (Z fizfj (Iv Du)uffjstIz‘90 + Zfiﬂs (377 DU)D%QO) dr = / gDy pdr, (4'2)
Q \yj=1 i—1 Q

forall s=1,...,n and for all p € WOM(Q). We fix 0 < p < R with Bi compactly contained
in Q and we choose 1 € C5(€2) such that 0 < n < 1,7 =1 on B,, n = 0 outside By and
|Dn| < (R%p). We test (3.5) with ¢ = n?(1 + |Dul?)7u,,, for some v > 0 so that

Do = 215, (1 + | Dul*) Vg, + 20*y(1 + [Dul*)" ™Y Du| Dy, (| Dulyuz, +1*(1 + [ Duf*) g,

Inserting in (4.2) we get:

0 = [ fee, (o Dt 20 (14 DU,
Q

ij=1

+/ S feey (2, Dultig o2 (1+ | Duf2) ., da
Q-

1,j=1

+/ > fee, (. Duug o, 20y (1 + | Dul*) [ Du| Dy (| Dul Y, dx
Q-

2,7=1

T / S fewe, (@, Du)2m,, (1 + | Dul) sy, da
€ =1

* / S fewwn (@, Dy (1 + | Dul?) iy, da
Q=1

+/ S fewe. (@, Du)2n*y(1 + | Dul?) | Dul D, (| Dul)u,, da
Q

i=1

- / 92, (1+ [ Dul?) u,, de
Q

- / 921y (1 + [ Dul?y | Du| D, (|Dul) ., da
Q

- [+ D Pt o
Q
= ]l,s + I2,s + I3,s + I4,s + 15,5 + ]6,3 + [7,5 + ]8,5 + 19,5‘

We sum in the previous equation all terms with respect to s from 1 to n, and we denote by
I; — Iy the corresponding integrals.

By the fact that D, (|Du|)|Du| = >} _; Us,q, s, , the Cauchy-Schwarz inequality, the Young
inequality and (1.6), we can estimate the terms [; and I3 as in Section 3.2.
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We can estimate the fourth term by the Cauchy-Schwarz and the Young inequalities, to-
gether with (1.10), as follows

L o= |2 / D+ DU S fe, (@) Du) a1, d
Q is=1
"o [ @ DY s
i,5=1

< ¢ / (@) 7| Dal|Dul (1 + | Duf2)+ 5" da
Q

= C/Q [h(x)] (n* + | Dnl*)(1 + [Duf*)"2

We can estimate the fifth term by (3.6) and by the Cauchy-Schwarz and the Young inequal-
ities, together with (1.10), as follows

[ PP Y fen (o D o
Q

2,5=1
§ Ug gz,

2,5=1

- /|h(93)|772(1+IDUIQ)W;IDQUWE
Q

[Is| =

/\h ) (1 + | Duf?) =

1 . 1
= [ [Py pnr) e s oy ]
Q

1 . .
1 / n*(1+ |Dul*)"" 2| D*ul* dw +/ R () n* (1 + |Du|2)7+q_2T dr.
Q Q

IN

Finally, by (3.6), |D(|Du|)| < |D?ul, the Cauchy-Schwarz and the Young inequalities and
(1.10) we have that

W= | [ S D0+ DUy Dl

1,5=1

Du|)u,, dzx

. / (1 + DUy DUl Y fe (2, Du)Der (| Dl i, d
(9]

1,5=1

dx

i,5=1
> b

2,5=1

< 2y [P Dapy
Q

< 2v/n2!h(w>|(1+\Dul yotE Dul)u
Q

_ 1,91
< 27/Q?72|h($)|(1+|DUI2)” "2 |D(| Dul)||Du| dx
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< 2y [ o @)l (14 [DuP) Dol da
Q

(3.6)

<

/ [P+ |Du2) =5 D22 | (49202 B2 (@) (1 + [ Du?) 58] do
Q

1

4

/ n?| D*u)?(1 + |Dul?)~% dz + C'~? / n? h2(z) (1 + |Dul?)7 2" da,
Q Q

where the constant C' depends only on ¢, i but it is independent of ~.

Let us now deal with the terms containing the function g. We use the bound

lgller @ < C,

loc

19

established thanks to the new assumption on the gradient of the obstacle; also in this case
the constant C' is independent of ~.
By (3.7), we first have

We know that

and that

so we can estimate them together and, going on as we did in I, we have

|Is| + |1o]

<

IN

IN

27/Q|g|?72(1+IDUIQ)”_IIDQUIIDUIQdﬂH/QIgInQ(HIDUI2)7|D2UId$

2
1

4

| = |/92?7(1+|DUI2)” igms Uy, dz
s=1
< / 25(1+ |Duf2)" |g|| D] | Dul da
< C / g/ 1Dyl (1 + | Duf?)y*4 da
< C / g/ 1Dyl (1 + | Duf?)y*4 do

< C [ 1ol 1Daf (14 1DuyF da
Q

L < 2 / gl (1 + |Duf2y~ |D(|Dul)| | Duf? dx

IN

29 [ lgli (L + [ Dy~ D] | Duf? do
Q

BI< [ lgl (14 [DuPy Dl da
Q

(19) [ lgloP 0+ D) [D*ul da
Q

/ 7*[D*ul*(1 4 |Dul?)™% dw
Q
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+C(1++%) / g2 (1 + | Duf?)+="3" da
Q
Summing up and using (1.6), we obtain

/ n? (14 |Dul>)~2%7 | D%ul? da
0

1

< CO(1+7) [ / (™ + | DyP™) (1 4 | Duf?) (=53 +0)m g | (4.3)

where the constant C' depends on v, L, ¢, u but is independent of v and where we set

O =1+1gll1-) + 117
and
S 4.4)
m r—2 (
By Sobolev embedding theorem, by the left hand side of (1.9), recalling that p < 2 and
proceding as we did in Section 3.2 we have

(/ 72 (1 + [Du?)0+55) % dx) < c/|Dn|2(1+|Du|2)q—25“+wx
Q Q

+C (1443 /n2(1 + |Dul?)"% |D?ul? da
Q

where we set 2* the same way we did before, a part from the case n = 2 for which we assume
2% > 2m.
Thanks to (4.3), we finally get

2
2

(/Q n* (1+ \DUP)(W%TH)% d:z:) *

< €O+ | [+ DI+ IDuP) o F I s

1
m

from which we deduce

</Bp(1 " |DU|2)(7+27TM)% d:x) ’ = O(?}(%%:’y;) {/BR(l + |Du|2)(q—g%"+v)m d:v] "

for any 0 < p < R.
At this point we introduce the quantity o defined as
2—p 2—p
2 2m
where we observe that o > 0 due to left hand side inequality of assumption (1.9) and the
fact that m > 1. That allow us to say that
2—p 2—p

1T T

g =4q



LIPSCHITZ REGULARITY FOR OBSTACLE PROBLEMS WITH NEARLY LINEAR GROWTH

Therefore
2

P

(R—p)?

which allow us to say that

2

(/ (1+ |Duf?)055)%5 dm) i

O (1++%) o m
< ¢TI DU s,y | [ (1 DuPY™ S da
(R—p)? B
We now inductively define the exponents
1 2— 2% 2— 2
7 =0, Ve+1 - — — %4——” c 2k , = myg + ———,
m 2 2 2

for every integer k > 1. It follows that
2—pu\ 2°
Q1 = (% + —5— EZXO%‘FT

where we have set
2* 2% 2°(2—p)
om ) r 2r

X =

By induction we can prove that
k—1

) 2 — .
Oék+12041Xk+TZXZ:—QﬂXk‘f‘TZXz
i=0 i=0
and
a r &
T = —(x" = 1) Zx = D+
1=0

For a later use, we record the elementary estimate

204 Xk+1 i P

< e
7k+1_X_1 X_IX
Now we consider 0 < py < Ry and set
Ro —
Rk:pOJrM vk > 1

2k

3=

21

</B e |Du|2)(%2w2;dx> | < C@(f(%%t?)z) VBR(l + | Duf?) (a2 7)m dm‘r

_ 090+ [/B (14 | Duf?) e+ 5 4)m d:v]

1
m

(4.5)
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so that Ry < Ry for all £ > 1 and
(Ro - ,00)

Ry — Ry1 = S,

We rewrite (4.5) with p = Ry1; and R = Ry,. We obtain

</ (1 + |Du|2>(’7k+2*7ﬂ)% dx> 2%

Rpiq

1
m

2 9y
@ (1 + 719) (1 + |Du|2)m7k+T d(B] (49)

< C——" (14 |Dul?)||9 /
(R — Ropr P 1L+ [Dul) | Tee (1, ) [ .

from which we deduce

(]

419 (1 4+~ "
< ¢ 00 14y DU g / (14 [Duf2)y™ 5 da
(RO PO) B,

k

2
oF

(14| Duf?)(w+534)% da:)
Rp41

1
m

and we can write

/ (14 | Dul?)++ 3% g
B

Ri41

2*
(1 2)1% 2z
|:C k :| ||(1 —+ |Du|2)||Lzo(BRk) /B
R

(Ro — po)?
For each k € N, we define:

(1+ |Dul? )””’ch dx] (4.10)

k

1

ag
Ay = / (14 |Dul?)**dx
Bp,

where oy, = my, + 52 and gy = (% + 277“) 27 So we can rewrite (4.8) as
2* 1
4510 (1+ )] 2wt 2o =S v
Ak+1 < {C (RO ~ pO)Zk :| (H(l + |Du|2)||Lz°(BRk)> Akkﬂ
[terating this inequality we obtain:
* k—1 1 k—1_4 I
4z+1 1 + 12 2a>2+1 2o T 2ico X ;ci
A < 2 10+ 1Du) AT (a)
(Ro — po)? (Br)

We can notice that

lim
k—+oc0 Ckk+1

kz POIPY

k’—)+00 alX +7-ZZ 0 X
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and that

We define:
k

My = [C4 (1447)] T = exp [

=1

. XkOél
lim =

I X1

im

k—+oo ag(x — 1)x* +7(x* — 1)
1

a(x—1)+r7
2

x—1)a

ar(x — 1)

o* k—i

and we have, thanks to (4.6):

log(C) (x = 1)

B ar(x —

1) +7

2041 4

k
S xF10g(C) + x* (i + 1) log(4) + x* " log(1 +2)

1)+ 7] X

.k
log(1+7) (x —

— T Xifk

Zx’“ "log (C4™H (1 497))

1og(4) (x —

23

(4.12)

1)

k
=1

[2
exp 3

)

M, 2
= X
‘ P 2 v i1
o,k
X i
T LT

Now we show that those three quantities are bounded by some constants C;,i =

- +7]x -

exp(Liy) + exp(Lax) + exp(Lsg)

depending only on the data n,r, u,q.
Let us start with the estimate of L; as follows:

k

T Xi—k

L, = lim zz log(C) (x — 1)
koo 2 oy (x — 1) + 7] X" —Tx7F
2y log(C)
= lim —
k—+oo 2 — Xi |:22u( _1) T_X_Z
k
o log(C)
s Mmoo Z 1) =
+ =1 X (X 1) 2
B 2% log ( )Z
FEnrEnp®
S 01 < 400

1)+ 7] x* —

T Xifk

1,...

|
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Then, for Ly we can say that:

L,

<

2" 3 (i+1)log(4) (x = 1)
kotoo 2 = oy (X — 1) + 7] X — 7 x*F
2* (i+1) log(C)

koo 2 4y [%T”(X—l)‘iﬂ'_;—k

OIS (1) S ()]
Cy < 40

And for Ls, thanks to (4.7), we can conclude that

Ls

IA

.k
2 3 log(1+97) (x — 1)
koo 2 oy (x — 1) + 7] X" —TxF

i= 5 (X 1) +7- %]
2% i log(1 +~2)
2—p i=2 X'
or = log <’le (1 + 7—?))
2- i X'
ox = log(7}) +log (1 + %2)
2—p = X'
1
D D D
2-p X 2-pig X

Ly+ Ls
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where we can say that

So we have that

k——+o0

Ly

IN

IN

IN

IN

IN

IA

IN

C3+ Cy < 400

2—p X!

1=2
2- D X'
292* Z 1
2= = X

22F & 1
2oy (B )

1
CSZW

=2 X

Xi—l_l
m

[e.9]

1
G52 (x—1)

=2 X
1=2 Xz
Ce < +00

(i exp(Dn) + Ji exp(La) + i exp(o)

25
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< exp(Ch) + exp(Cs) + exp(Cs + Cy + Cg)
< M<+o0

Last but not least we have that

k
o k—1
X = lim X
k—4-o00 205k+1
k
% Xk—z
= khm 522 - T
T 2T S X +TY 0 X
k
2* kaz
= lim —
k—+oo 2 ; 22u Xk‘i‘T);k,ll

IN
=
N
=
|
=
—
[\e}

Thanks to (4.12) and letting kK — +o0, noticing that Ry > Ry, we can we can rewrite (4.11)
as follows

26

M@X 2% & 2—p ﬁ
11+ |Dul?||1o(B,,) < 555 II1 + |[Duf?|| 700+ / (1+|Duf*)= dx
Bro) =Ry — po)2X Br,

Now we have that

Fla-C-n G+z)

p (2 ) 4 22w

2 [g— (2—p) (3+ )]
2—p) [, —1+%]
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and once more we have to prove that £ < 1. Now, if n > 3 then we are done if and only if

we have that
1 1 2% 2*
2* — (2 — -+ — 2 — — 14+ —
{q (2—n) (2+2m)}<( 1t) [Qm +T]

fon (e ren b b

but using the equality

1 1 1 1
T Ty (4.13)
we know that
1 1 1 1 1 2 2 1 1
2 T Ty T2 TR T Ty
11 2] 1
- [5 > 5}—;
1 n—2 2 1
- 2t 5}‘;
B n+n—2+4 1
N 2n o
— 1+1_17
n r

and the thesis is proved. On the other hand, if n = 2, then passing to the limit as 2* — oo
in the expression of £ we deduce

o
2=p) (35 +7

which is nothing but (1.9) with the choice n = 2. Thus we can use the Young’s inequality

2aq (x—1)+27 2a1 (x—1)+271 .
oo and 2on (;—1)+2T}—2*av to get:

)<1<:)q<(2—,u) E+%+ﬂ Wio-pw E_H

with exponents

209

1 MexX \’ S
1+ [Dul|l pooin s < = 11+ | Dul?|| 1 +(—) / 1+ |Dul?) " dx
I+ 1Duf By < 5 1L+ 1Dl (2ry) (o — o)X BRO( | Dul?)

for an exponent ¥ = 9 (n,r,q, u) > 0. Since previous estimate holds true for p < py < Ry <
R, once more by Lemma 2.1 we finally get

209

MeX v 2—p 2w
VDRl < (e ) ([ 0+ 1Du?) 7 i)
1L+ 1Dullle=s) = | BR( | Dul)
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5. CONCLUSION

The Lipschitz regularity results usually are carried out over three steps: approximation, a
priori estimates and passage to the limit. We note that our a priori estimates do not require
any additional assumption on the structure of the Lagrangian f. This means that we can
choose different methods in order to carry out our main results.

As long as we are in the situation where the Lavrentiev phenomenon does not occurr, we
can approximate from above like it has been done in [39], to which we refer for the details
(the only difference is obviously in the a priori estimate, but all the rest can be carried out
in the same way). We remark that, differently from [25], we have enough regularity to pass
to the limit without involving the relaxed functional.

In this respect, the presence of the function F' with superlinear growth and the strict con-
vexity of the functional reveal to be crucial in order to perform the passage to the limit.
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