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EQUATION IN THE HEISENBERG GROUP
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Abstract. This paper investigates the application of the classical Chernoff’s theorem to con-
struct explicit solutions for the heat and Schrödinger equations on the Heisenberg group Hd.
Using semigroup approximation techniques, we obtain analytically tractable and numerically
implementable representations of fundamental solutions. In particular, we establish a new
connection between the heat equation and Brownian motion on Hd and provide a rigorous
realization of the Feynman path integral for the Schrödinger equation. The study highlights
the challenges posed by the noncommutative structure of the Heisenberg group and opens new
directions for PDEs on sub-Riemannian manifolds.

1. Introduction

The study of partial differential equations (PDEs) on noncommutative spaces has attracted
significant attention in recent years, as such problems naturally arise in various branches of
mathematical physics, harmonic analysis, and geometric analysis [9, 17]. Among these, the
Heisenberg group Hd plays a fundamental role as a prototype of a noncommutative, sub-
Riemannian manifold, providing a rich structure that generalizes Euclidean settings while cap-
turing essential features of quantum mechanics and hypoelliptic analysis. In this context, the
heat equation and the Schrödinger equation on the Heisenberg group are of particular interest,
as they are closely related to fundamental operators in sub-Riemannian geometry, such as the
sub-Laplacian and the Rockland operators (see [17, 20, 31] and references therein).

The purpose of this paper is to construct explicit solutions to the heat equation and the
Schrödinger equation on the Heisenberg group using Chernoff’s theorem, a powerful tool from
semigroup theory. In particular, for what concern the heat equation we will study the Chernoff
approximation in different Banach spaces, i.e. L2 and C0. The theorem provides a method for
approximating strongly continuous semigroups, which are often used to describe the evolution
of solutions to parabolic and dispersive PDEs. Using this approach, we obtain approxima-
tions of the fundamental solutions of the heat and Schrödinger equations that are both ana-
lytically tractable and numerically implementable. Furthermore, the particular Chernoff-type
approximations presented in this paper allow for the construction of related functional integral
representations of the solutions. Indeed, in the case of the heat equation, we show how the
approximations for the classical solution in the Banach space C0(Hd) lead to the construction
of the Brownian motion on the Heisenberg group as the weak limit of a sequence of piecewise-
geodesic random walks. Moreover, in the case of the Schrödinger equation on L2(Hd) we provide
a rigorous mathematical realization of the heuristic Feynman path integral representation for
the solution. This problem is highly non-trivial and, to the best of our knowledge, it is tackled
here for the first time in a sub-Riemannian setting.

The application of Chernoff’s theorem to the Heisenberg group presents several challenges
and interesting features. Unlike the Euclidean setting, where the Laplacian generates a simple
Gaussian heat kernel, the sub-Laplacian on the Heisenberg group exhibits anisotropic diffusion
due to the underlying noncommutative structure. This requires careful adaptation of Chernoff’s
approximation techniques to the framework of the Heisenberg group. Furthermore, in the case
of the Schrödinger equation, the presence of nontrivial commutation relations in the Heisenberg
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algebra leads to a distinct form of wave propagation, which differs significantly from the classical
Schrödinger evolution in Euclidean space.

This work contributes to the existing literature by providing a constructive approach to heat
and Schrödinger equations in the Heisenberg group, complementing previous studies that have
relied on Fourier transform techniques, representation theory, and functional calculus; see, for
example, [12, 13, 14, 15, 31]. Our results highlight the applicability of Chernoff’s theorem in the
setting of sub-Riemannian geometry and open new directions for further investigation, including
potential extensions to other classes of nilpotent Lie groups and their associated PDEs.

The structure of the paper is as follows. In Section 2, we provide background information on
some well-known notions in semigroup theory, set the notation for the Heisenberg group, and
recall some useful facts. Section 3 is dedicated to constructing solutions for the heat equation
using Chernoff’s theorem. In Section 4, we also employ Chernoff’s theorem to construct solu-
tions for the Schrödinger equation, provide a Feynman-Kac formula, and interpret the results
through Feynman path integrals. In Section 5, we rigorously realize the Feynman path inte-
gral representation as an infinite-dimensional oscillatory integral on a suitable Hilbert space
of continuous paths. Finally, in Section 6, using the results from Section 2, we present a new
construction of Brownian motion in the Heisenberg group.
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2. Preliminary material

2.1. C0 semigroups, evolution equations and Chernoff Theorem. In the following we
shall denote with the symbol B a complex Banach space with norm ∥ ∥, and with B(B) the
set of bounded linear operators L : B → B. Finally R+ := [0,+∞). We recall that a mapping
V : R+ → B(B), is called a C0-semigroup, or a strongly continuous one-parameter semigroup
(of bounded operators) if it satisfies the following conditions:

• V (0) = I the identity operator on B,
• V (t+ s) = V (t)V (s) if t, s ∈ R+,
• R+ ∋ t 7→ V (t)x is continuous for every x ∈ B, i.e., V is continuous in the strong
operator topology. ■

As is well known [27], if (V (t))t≥0 is a C0-semigroup in Banach space B, then the set

D(L) :=

{
φ ∈ B

∣∣∣∣ ∃ lim
t→+0

V (t)φ− φ

t

}
is a dense linear subspace of B invariant under the action of each V (t), t ≥ 0. The operator
L : D(L) → B

Lφ = lim
t→+0

V (t)φ− φ

t
, φ ∈ D(L)
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is called the ( infinitesimal) generator of the C0-semigroup V . The generator turns out to be a
closed linear operator that defines V uniquely which, in turn, is denoted1 as V (t) = etL.
If L : D(L) → B with D(L) ⊂ B is an operator, the problem of finding a function u : R+ → B

such that

(1)

{
d
dt
u(t) = Lu(t); t ≥ 0,

u(0) = u0,

is called the abstract Cauchy problem (for the evolution equation) associated to L. A function
u : R+ → B is called a classical solution to the abstract Cauchy problem (1) if, for every
t ≥ 0, the function u has a continuous derivative (in the topology of B) u′ : R+ → B, it holds
u(t) ∈ D(L) for t ∈ R+, and (1) holds.

In the case where the operator L : D(L) → B in (1) is the generator of a strongly continuous
semigroup (V (t))t≥0 in the Banach space B, then it is well known (see, e.g., Proposition 6.2
in [27], p. 145) that for every u0 ∈ D(L) there is a unique classical solution to the abstract
Cauchy problem (1), which is given by formula u(t) = V (t)u0.
For later convenience, we recall here Chernoff’s theorem [22, 27]. The latter is a fundamen-

tal result in semigroup theory that provides a method for approximating strongly continuous
semigroups in terms of the limit of suitable operator-valued functions.

Theorem 1 (Chernoff theorem). Let (etL)t≥0 be a C0-semigroup on a complex Banach space
B with generator L : D(L) ⊂ B → B and let S : R+ → B(B) be a map satisfying the following
conditions:

i. S(0) = I, i.e., S(0)f = f for every f ∈ B;
ii. There exists ω ∈ R such that ∥S(t)∥ ≤ eωt for all t ≥ 0;
iii. The function S is continuous in the strong topology in B(B);
iv. There exists a linear subspace D ⊂ D(L) that is a core for the operator L and such that

limt→0(S(t)f − f − tLf)/t = 0 for each f ∈ D.

Then the following holds:

(2) lim
n→∞

sup
t∈[0,T ]

∥∥S(t/n)nf − etLf
∥∥ = 0, for every f ∈ B and every T > 0,

where S(t/n)n is a composition of n copies of the linear bounded operator S(t/n).

A map S : R+ → B(B) satisfying formula (2) is called a Chernoff function for operator L or
is said to be Chernoff-equivalent to the C0-semigroup (etL)t≥0, while the expression S(t/n)nf
is called a Chernoff approximation for etLf .

Remark 2. If u0 ∈ D(L) the B-valued function

u(t) := lim
n→∞

S(t/n)nu0 = etLu0

is the classical solution of the Cauchy problem (1), hence Chernoff approximation expressions
become approximations to the solution with respect to the norm in B.

2.2. The Heisenberg group. The Heisenberg group is the Lie group Hd := R2d × R whose
group law reads

(x, y, s) · (x′, y′, s′) := (x+ x′, y + y′, s+ s′ + x′y − xy′) ,(3)

1As is well known, this notation is only formal in the general case even if in some situations it has a rigorous
meaning in terms of norm-converging series if L is bounded respectively spectral functional calculus in Hilbert
spaces when L is normal.
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where x, x′, y, y′ ∈ Rd while s, s′ ∈ R. Occasionally we will adopt the short notation (x, y, s) =
(z, s), z ∈ R2d and set z ·σ z′ := x′y − xy′. The generators of the corresponding Lie algebra
hd := Lie(Hd) are given by

Xi = ∂xi + yi∂s , Yi = ∂yi − xi∂s , T = ∂s ,(4)

where i ∈ {1, . . . , d}. The only non-trivial commutator relations being

[Xj, Yj] = −2T, j = 1, . . . , d .

Thus the vector fields X1, . . . , Xd, Y1 . . . , Yd satisfy Hörmander’s rank condition [17], and Hd is
a step 2 Carnot group, the stratification of the Lie algebra of left invariant vector fields being
given by hd = V1 ⊕ V2

V1 = span {X1, . . . , Xd, Y1, . . . , Yd} and V2 = span {T}.
We recall that an absolutely continuous curve γ : [a, b] → Hd is horizontal if there exist
u1, . . . , u2d ∈ L1[a, b] such that for almost every t ∈ [a, b]:

γ′(t) =
d∑
i=1

(ui(t)Xi(γ(t)) + ui+d(t)Yi(γ(t))) .

Define the horizontal length of such a curve γ by L(γ) =
∫ b
a
|u(t)|dt, where u = (u1, . . . , u2d)

and | · | denotes the Euclidean norm on R2d. The Carnot-Carathéodory distance (CC distance)
between points x, y ∈ Hd is defined by:

dH(x, y) = inf{L(γ) : γ : [0, 1] → Hd horizontal joining x to y}.
The Chow-Rashevskii Theorem implies that any two points ofHd can be connected by horizontal
curves [17, Theorem 9.1.3]. It follows that the CC distance is indeed a distance on Hd. For
brevity we write ∥x∥ instead of dH(x, 0). It is well known that dH induces the same topology
as the Euclidean distance but the two are not Lipschitz equivalent.
It is also well known that the (2d + 1)-dimensional Lebesgue measure L2d+1 on Hd ≡ R2d+1 is
the so-called Haar measure of the group. Unless otherwise stated, when saying that a property
holds a.e. on Hd, we will always mean that it holds a.e. with respect to L2d+1. In what follows
we will denote by

L0 :=
d∑
i=1

(X2
i + Y 2

i ),(5)

the sub-laplacian of Hd defined on the space of smooth and compactly supported functions
C∞
c (Hd). It is easy to verify that L0 is symmetric with respect to the inner product of the

Hilbert space L2(Hd) = L2(R2d+1). Since the distribution generated by {Xi, Yi} is Lie-bracket
generating, then L0 is hypoelliptic (and indeed subelliptic). Moreover, L0 is essentially self-
adjoint on C∞

c (Hd) [53]. In the following we shall denote L = L̄0 the unique selfadjoint ex-
tension, which is the counterpart of the Laplacian on Rd. In addition, it is straightforward to
verify that the space of Schwartz functions S(Hd) = S(R2d+1) is a core for L and if ψ ∈ S(Hd)
an easy computation gives

Lψ(z, s) = (∆ + ∥z∥2∂ss + 2
d∑
i=1

(zi+d∂zis − zi∂zi+ds))ψ(z, s) .(6)

We shall also consider the operator L0 defined by (5) on the Banach space C0(Hd) of con-
tinuous functions vanishing at ∞. This functional setting is particularly relevant for the con-
struction of a corresponding Feller semigroup associated to a diffusion process known as the
Brownian motion on Hd[10]. This is constructed by considering a standard Brownian motion
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B(t) = (B1
1(t), B

2
1(t), . . . , B

1
d(t), B

2
d(t)) in R2d starting at 0 and the corresponding Lev̀ı Area

integral

(7) S(t) =
d∑
j=1

∫ t

0

B2
j (s)dB

1
j (s)−B1

j (s)dB
2
j (s)

and by defining the Hd-valued process W as W (t) = (B(t), S(t)). More generally, considered
ξ ∈ Hd, the horizontal Brownian motion starting at ξ is defined asWξ(t) := ξ ·W (t), we address
the interested reader to [11, 16, 45] for a detailed introduction.

With an abuse of notation, in the following we shall still denote with L
2
, where L : D(L) ⊂

C0(Hd) → C0(Hd), the generator of the Feller semigroup, heuristically written as V (t) = eL
t
2 .

Furthermore, the subspace C∞
c (Hd) is still a core for L, see e.g. [21].

In the sequel, we will consider modifications of the operator L by adding a zero-order term
in a certain class of bounded functions, namely

(8) Lc =
L

2
+ c .

with c ∈ L∞(Hd) in the case the semigroup is defined on L2(Hd), while c ∈ Cb(Hd) in the case
we consider a Feller semigroup on C0(Hd). In the first case, by Kato-Rellich theorem ([50], Th.
X.12) the operator Lc is selfadjoint on D(L) and essentially self-adjoint on any core of L. In the
second case, since the multiplication operator associated to the map c ∈ Cb(Hd) is bounded,
by Corollary 7.2 in [28] the operator sum Lc : D(L) ⊂ C0(Hd) → C0(Hd) generates a strongly

continuous semigroup etLc satisfying ∥etLc∥B(C0(Hd)) ≤ e
t∥c∥

Cb(Hd) . Moreover, any core for L is
also a core for Lc.

3. Heat equation

In this section we will define a Chernoff function for the semigroup generated by the operator
L defined in (8). We will be interested in the action of the latter semigroup either on L2(Hd)
or on C0(Hd). To this avail we consider the operator S(τ), τ ≥ 0, defined by

[S(τ)ψ](z, s) :=

∫
R2d

ψ(z +
√
τζ, s+

√
τz ·σ ζ)dµG(ζ) + τc(x)ψ(x) ,(9)

where ψ ∈ S(Hd) while dµG(ζ) = 1
(2π)d

e−|ζ|2/2d2dζ is the standard Gaussian measure. The

function c : Hd → R will be chosen in a suitable space related to the Banach space of interest.
Specifically, we will assume that c ∈ L∞(Hd) when dealing with the semigroup in L2(Hd), while
we will assume that c ∈ Cb(Hd) when considering the semigroup in C0(Hd). Our goal is to prove
that S(τ) fulfills the hypothesis of Theorem 1, thus S is a Chernoff function for the operator
defined in (8).

Proposition 3. Let c ∈ L∞(Hd). Then the operator defined in (9) extends to a linear and
continuous operator on L2(Hd). Furthermore,

lim
n→∞

sup
τ∈[0,τ0]

∥S(τ/n)ψ − etLcψ∥L2(Hd) = 0 ,

for all ψ ∈ L2(Hd) and τ0 > 0 where Lc is as in (8).
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Proof. Let us first assume c ≡ 0. We start by proving that S(τ) can be extended to an element
in B(L2(Hd)). Let ψ ∈ S(Hd). By Jensen inequality we find∫

R2d+1

|[S(τ)ψ](z, s)|2dsd2dz

=

∫
R2d+1

∣∣∣∣ ∫
R2d

ψ(z +
√
τζ, s+

√
τz ·σ ζ)dµG(ζ)

∣∣∣∣2dsd2dz

≤
∫
R2d+1

∫
R2d

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)|2dµG(ζ)dsd2dz

=

∫
R2d+1

∫
R2d

|ψ(z, s)|2dµG(ζ)dsd2dz

= ∥ψ∥2L2(Hd) ,

where we used the translation invariance of the Lebesgue measure on R2d+1 together with
Fubini-Tonelli’s Theorem. This proves that S(τ) is well-defined on S(Hd), moreover, it can be
extended by density to a bounded, linear operator S(τ) ∈ B(L2(Hd)). By direct computation,
S(0) = I and ∥S(τ)∥B(L2(Hd)) ≤ 1, hence condition i. and ii. of Theorem 1 are fulfilled

We now prove conditions iii.) and iv.) in Theorem 1.

iii.): We need to prove that,

∥[S(τ)− S(τ ′)]ψ∥L2(Hd) −→
τ→τ ′

0 ,

for all ψ ∈ L2(Hd). For simplicity we consider τ ′ = 0, the general case being treated
analogously. Let us first consider ψ2d ∈ L2(R2d) and ψ1 ∈ L2(R). Then

∥(S(τ)− I)(ψ2d ⊗ ψ1)∥2L2(Hd)

≤
∫
R2d+1

∫
R2d

|ψ2d(z +
√
τζ)ψ1(s+

√
τz ·σ ζ)− ψ2d(z)ψ1(s)|2dµG(ζ)dsd2dz

≤
∫
R2d+1

∫
R2d

|ψ2d(z +
√
τζ)(ψ1(s+

√
τz ·σ ζ)− ψ1(s))|2dµG(ζ)dsd2dz

+

∫
R2d+1

∫
R2d

|(ψ2d(z +
√
τζ)− ψ2d(z))ψ1(s)|2dµG(ζ)dsd2dz

=

∫
R2d

∫
R2d

|ψ2d(z)|2∥(T (1)√
τ(z−

√
τζ)·σζ − I)ψ1∥2L2(R)dµG(ζ)dsd

2dz

+

∫
R2d

∥(T (2d)√
τζ

− I)ψ2d∥2L2(R2d)∥ψ1∥2L2(R)dµG(ζ) ,

where T
(2d)
ζ , ζ ∈ Rk denotes the unitary group of translations on L2(R2d) and similarly

for T
(1)
s , s ∈ R. Since the latter operators are strongly continuous on the corresponding

L2 - spaces, the integrands

∥(T (2d)√
τζ

− I)ψ2d∥2L2(R2d) , ∥(T (1)√
τ(z−

√
τζ)·σζ − I)ψ1∥2L2(R) ,

vanish as τ → 0+ for almost all z, ζ ∈ R2d, moreover, each term is uniformly bounded:

∥(T (1)√
τζ

− I)ψ2d∥2L2(R2d) ≤ 2∥ψ2d∥2L2(R2d) ,

∥(T (2d)√
τ(z−

√
τζ)·σζ − I)ψ1∥2L2(R) ≤ 2∥ψ1∥2L2(R) .

Thus, by the dominated convergence theorem we have

∥(S(τ)− I)(ψ2d ⊗ ψ1)∥2L2(Hd) −→
τ→0+

0 .
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This proves that S(τ) is strongly continuous on L2(R2d) ⊗ L2(R), which is dense in
L2(Hd). The uniform bound on the operator norm of S(τ) allows to extend this result
to L2(Hd).

iv.): We will prove Condition iv.) on S(Hd), which is a core for L. To this avail, let ψ ∈ S(Hd).
Then

ψ(z +
√
τζ, s+

√
τz ·σ ζ) = ψ(z, s) +

√
τ [ζ∂z + z ·σ ζ∂s]ψ(z, s)

+
τ

2
[ζ∂z + z ·σ ζ∂s]2ψ(z, s) +

τ 3/2

6
[ζ∂z + z ·σ ζ∂s]3ψ(z, s)

+
1

6

∫ √
τ

0

( d

ds̃

)4
ψ(z + s̃ζ, s+ s̃z ·σ ζ)(

√
τ − s̃)3ds̃ ,

where ζ∂z = ζ i∂zi . Integrating the previous expansion with respect to µG leads to

∫
R2d

ψ(z +
√
τζ, s+

√
τz ·σ ζ)dµG(ζ) = ψ(z, s) +

τ

2

∫
R2d

[ζ∂z + z ·σ ζ∂s]2ψ(z, s)dµG(ζ)

(10)

+
1

6

∫
R2d

∫ √
τ

0

( d

ds̃

)4
ψ(z + s̃ζ, s+ s̃z ·σ ζ)(

√
τ − s̃)3ds̃dµG(ζ).

Now we claim that∫
R2d

[ζ∂z + z ·σ ζ∂s]2ψ(z, s)dµG(ζ) = Lψ(z, s).

Indeed,

[ζ∂z + z ·σ ζ∂s]2 = ζ iζj∂zizj + 2ζ iz ·σ ζ∂szi + (z ·σ ζ)2∂ss,

Integrating the previous expression with respect to the Gaussian measure, using a sym-
metry argument and the explicit formulas for the moments of the Gaussian measure we
get∫

R2d

[ζ∂z + z ·σ ζ∂s]2ψ(z, s)dµG(ζ)

=

∫
R2d

[ζ iζj∂zizj + 2ζ iz ·σ ζ∂szi + (z ·σ ζ)2∂ss]ψ(z, s)dµG(ζ)

= ∂zizjψ(z, s)

∫
R2d

ζ iζjdµG(ζ) + 2∂sziψ(z, s)

∫
R2d

ζ iz ·σ ζdµG(ζ) + ∂ssψ(z, s)

∫
R2d

(z ·σ ζ)2dµG(ζ)

= ∂ziziψ(z, s) + 2(zi+d∂zis − zi∂zi+ds)ψ(z, s) + ∥z∥2∂ssψ(z, s)
= Lψ(z, s)

Overall we may write∥∥∥∥S(τ)− I − τL

τ
ψ

∥∥∥∥2
L2(Hd)

≤ τ

6

∫
R2d+1

∣∣∣∣ ∫
R2d

∫ 1

0

[ζ∂z + z ·σ ζ∂s]4ψ(z +
√
τuζ, s+

√
τuz ·σ ζ)(1− u)3dudµG(ζ)

∣∣∣∣2dsd2dz

≤ τ

24

∫
R2d+1

∫
R2d

∫ 1

0

|[ζ∂z + z ·σ ζ∂s]4ψ(z +
√
τuζ, s+

√
τuz ·σ ζ)|2(1− u)3dudµG(ζ)dsd

2dz ,
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where we used again Jensen inequality with respect to the probability measure 4(1 −
u)3dudµG(ζ). We observe that if τ ∈ (0, 1), then∫

R2d+1

|[ζ∂z + z ·σ ζ∂s]4ψ(z +
√
τuζ, s+

√
τuz ·σ ζ)|2dsd2dz

can be bounded by a τ -independent polynomial function in u, ζ, which is integrable
with respect to 4(1− u)3dudµG(ζ). Thus, it follows that∥∥∥∥∥S(τ)− I − τ L

2

τ
ψ

∥∥∥∥∥
2

L2(Hd)

= O(τ) ,

proving condition iv.).

Let us now assume c ̸= 0. Let S0 denote the Chernoff function of L with c ≡ 0 and let S denote
the analog for the case c ̸= 0. If ψ ∈ L2(Hd), we have S(τ)ψ = S0(τ)ψ+ τcψ ∈ L2(Hd) because
S0(τ)ψ ∈ L2(Hd), ψ ∈ L2(Hd) and c ∈ L∞(Hd). This proves that S is an operator on L2(Hd),
moreover S is continuous because it is the sum of two continuous operators. Condition i.) is
clearly satisfied. Now,

∥S(τ)ψ∥L2(Hd) = ∥S0(τ)ψ + τcψ∥L2(Hd) ≤ ∥S0(τ)∥B(L2(Hd))∥ψ∥L2(Hd) + |τ |∥cψ∥L2(Hd)

≤ (1 + τ∥c∥L∞(Hd))∥ψ∥L2(Hd)

≤ eτ∥c∥L∞(Hd)∥ψ∥L2(Hd).

Finally, let ψ ∈ C∞
c (Hd), then exploiting Condition iv. in Theorem 1 for c = 0 we get

S0(τ)ψ = ψ + τ
L

2
ψ + o(τ)

therefore

S(τ)ψ = ψ + τLcψ + o(τ)

thus proving Condition iv. in Theorem 1. □

In the following theorem we show that Proposition 3 continues to hold by replacing L2(Hd)
with C0(Hd). The result will be applied in the section 6 to provide a new construction of the
Brownian motion in the Heisenberg group.

Theorem 4. Let c ∈ Cb(Hd). Then the operator defined in (9) is such that for all τ ≥ 0
S(τ)(C0(Hd)) ⊂ C0(Hd). Furthermore,

lim
n→∞

sup
τ∈[0,τ0]

∥S(τ/n)ψ − etLcψ∥C0(Hd) = 0 ,(11)

for all ψ ∈ C0(Hd) and τ0 > 0 where Lc is as in (8).

Proof. Let us begin by assuming c = 0. The continuity of the mapping (z, s) 7→ [S(τ)ψ](z, s)
follows from the continuity of the function (z, s) 7→ ψ(z+

√
τζ, s+

√
τz ·σ ζ) and the dominated

convergence theorem, given that ψ ∈ C0(Hd) by assumption.
Let us now show that the function S(τ)ψ vanishes at infinity. Given ϵ > 0, let R > 0 be such
that µG(BR(0)

c) < ϵ
2∥ψ∥∞ , where BR(0) denotes the ball in R2d centered at 0 with radius R.

We then obtain:∣∣[S(τ)ψ](z, s)∣∣ ≤ ∫
BR(0)

∣∣ψ(z +√
τζ, s+

√
τz ·σ ζ)

∣∣ dµG(ζ) + ϵ

2
.

Since ψ ∈ C0(Hd), there exists a compact set Kϵ ⊂ R2d+1 such that |ψ(z, s)| < ϵ
2
for all

(z, s) ∈ Kc
ϵ . Let us now consider the set A ⊂ R2d+1 defined as:

(12) A := {(z, s) ∈ R2d+1 : ∀ζ ∈ BR(0), (z +
√
τζ, s+

√
τz ·σ ζ) ∈ Kc

ϵ}
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and its complementary B := Ac given by

(13) B = {(z, s) ∈ R2d+1 : ∃ζ ∈ BR(0), (z +
√
τζ, s+

√
τz ·σ ζ) ∈ Kϵ}.

Clearly, B is a bounded set, hence its closure Kϵ,τ := B is compact and by definition of B we

have that for any (z, s) ∈ B
c ⊂ A we have

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)| < ϵ ∀ζ ∈ BR(0) ,

and we eventually get
|[S(τ)ψ](z, s)| < ϵ ∀(z, s) ∈ B

c
.

In order to prove (11) it is sufficient to show that the map S : R+ → B(C0(Hd)) satisfies the
four hypothesis of Theorem 1.
First of all, the condition S(0) = I as well as the inequality ∥S(τ)∥B(C0(Hd)) ≤ 1 for all τ ≥ 0
follow by direct computation. Let us now prove that the map τ 7→ S(τ) is strongly continuous.
Let us fix a τ0 ∈ R+ and consider for a generic ψ ∈ C0(Hd), then

∥S(τ)ψ − S(τ0)ψ∥C0(Hd)

= sup
(z,s)∈R2d+1

|S(τ)ψ(z, s)− S(τ0)ψ(z, s)|

≤ sup
(z,s)∈R2d+1

∫
R2d+1

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)− ψ(z +

√
τ0ζ, s+

√
τ0z ·σ ζ)|dµG(ζ) .

Fixed ϵ > 0, let us pick R > 0 such that µG(BR(0)
c) < ϵ

4∥ψ∥ , in such a way that∫
R2d+1

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)− ψ(z +

√
τ0ζ, s+

√
τz ·σ ζ)|dµG(ζ)

≤
∫
BR(0)

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)− ψ(z +

√
τ0ζ, s+

√
τz ·σ ζ)|dµG(ζ) +

ϵ

2
.

Further, let us consider the compact set Kϵ ⊂ R2d+1 such that |ψ(z, s)| < ϵ/4 for all (z, s) ∈ Kc
ϵ .

Considered the set Aϵ,τ0 ⊂ R2d+1 defined as

Aϵ,τ0 := {(z, s) ∈ R2d+1 : (z +
√
τζ, s+

√
τz ·σ ζ) ∈ Kc

ϵ ,∀ζ ∈ BR(0), τ ∈ [0 ∧ (τ0 − 1), τ0 + 1]}
we have that∫

BR(0)

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)− ψ(z +

√
τ0ζ, s+

√
τz ·σ ζ)|dµG(ζ) < ϵ/2

for all (z, s) ∈ Aϵ,τ0 . Moreover, the set Acϵ,τ0 given by:

Acϵ,τ0 := {(z, s) ∈ R2d+1 : ∃ζ ∈ BR(0), τ ∈ [0 ∧ (τ0 − 1), τ0 + 1] , (z +
√
τζ, s+

√
τz ·σ ζ) ∈ Kϵ}

is bounded by construction. Hence, the subset B ⊂ R2d+1 of points (z, s) ∈ R2d+1 of the form

(z, s) = (z′ +
√
τζ, s′ +

√
τz′ ·σ ζ)

for some (z′, s′) ∈ Acϵ,τ0 , ζ ∈ BR(0) and τ ∈ [0 ∧ (τ0 − 1), τ0 + 1] is bounded, and its closure B̄
is compact. If we now consider a generic point (z, t) ∈ Acϵ,τ0 , by the uniform continuity of the

map ψ : B̄ → C and the continuity of the map τ 7→ (z +
√
τζ, s+

√
τz ·σ ζ), it is now possible

to show that there exists a δ > 0 such that if τ ∈ [0 ∧ (τ0 − 1), τ0 + 1] and |τ − τ0| < δ we have

|ψ(z +
√
τζ, s+

√
τz ·σ ζ)− ψ(z +

√
τ0ζ, s+

√
τz ·σ ζ)| < ϵ/2

hence |S(τ)ψ(z, s)− S(τ0)ψ(z, s)| < ϵ.
We can now prove condition iv. of theorem 1 for ψ ∈ S(Hd), which is a core for L. By Eq.
(10) we have:

S(τ)ψ(z, s)− ψ(z, s)− τ
L

2
ψ(z, s) =

τ 2

6
rτ (z, s)
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where

rτ (z, s) =

∫
R2d

∫ 1

0

[ζ∂z + z ·σ ζ∂s]3ψ(z +
√
τuζ, s+

√
τuz ·σ ζ)(1− u)3dudµG(ζ)

=
∑
α

∫
R2d

∫ 1

0

Pα(z, s, u, ζ,
√
τ)ψ(α)(z +

√
τuζ, s+

√
τuz ·σ ζ)dudµG(ζ) .

where the sum is taken on multindex α = (α1, α2, α3) ∈ N3 such that α1+α2+α3 = 3, while Pα
denotes a suitable polynomial function and ψ(α) the α-order derivative of ψ. By the assumption
ψ ∈ S(Hd), the constraint u ∈ [0, 1] and the existence of all moments of the Gaussian measure
µG, it is now straightforward to check that ∥rτ∥C0(Hd) is finite for τ belonging to an arbitrary
bounded interval, hence condition iv. of theorem 1 is fulfilled.
Let us now consider c ̸= 0. Proceeding as in Proposition 3 we denote by S0 the Chernoff
function of L with c ≡ 0 and let S denote the analog for the case c ̸= 0. If ψ ∈ C0(Hd), we
have S(τ)ψ = S0(τ)ψ + τcψ ∈ C0(Hd) because S0(τ)ψ ∈ C0(Hd), ψ ∈ C0(Hd) and c ∈ Cb(Hd).
This proves that S is an operator on C0(Hd), moreover S is continuous because it is the sum
of two continuous operators. Condition i. is clearly satisfied. Now, proceeding exactly as in
Proposition 3 we have

∥S(τ)ψ∥C0(Hd) ≤ e
τ∥c∥

Cb(Hd)∥ψ∥C0(Hd).

and for every ψ ∈ S(Hd)

S(τ)ψ = ψ + τLcψ + o(τ)

thus proving Conditions ii. and iv. in Theorem 1. □

By remark 2 we get the following result.

Theorem 5. Under assumptions of Theorem 4, the classical solution of the Cauchy problem

(14)

{
∂
∂t
u(t, x) = Lcu(t, x)

u(0, x) = u0(x)

is given for u0 ∈ D(L) by
u(t, x) = lim

n→∞
(S(t/n)nu0)(x),

where S(t) is defined in (9).

4. The Schrödinger equation on Hd

Let us consider the Schrödinger equation on L2(Hd), i.e., the abstract Cauchy problem

(15)

{
i∂tψ = Hψ ,

ψ(0) = ψ0 .

In (15), ψ0 ∈ L2(Hd) is the initial datum, whileH : D(H) ⊂ L2(Hd) → L2(Hd) is the self-adjoint
operator defined as the closure of the symmetric operator H0 : C∞

0 (Hd) ⊂ L2(Hd) → L2(Hd),
given by

H0ψ(z, s) = −L
2
ψ(z, s) + v(z, s)ψ(z, s) , (z, s) ∈ Hd ,

where Lψ is given by Eq. (6), and v ∈ L∞(Hd) is a bounded potential. As discussed in Section
2.2 for the operator 8, H0 is essentially self-adjoint and in the following we shall denote with
the simbol H = H̄0 its closure, i.e. its unique self-adjoint extension [50, 53]. Moreover,

(16) D(H) = D(L), Hψ = −L
2
ψ + vψ .

and S(Hd) is a core.
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Let us denote by {U(t)}t∈R the strongly continuous group of unitary operators U(t) : L2(Hd) →
L2(Hd), constructed via functional calculus and the spectral measure of the self-adjoint operator
H, given by U(t) = e−iHt. In particular, if ψ0 ∈ D(H), then ψ(t) ≡ U(t)ψ0 belongs to D(H) for
all t ∈ R and is a classical solution of the abstract Cauchy problem (15). That is, for all t ∈ R,
the map t 7→ ψ(t) has a continuous derivative (in the topology of L2(Hd)), ∂tψ : R → L2(Hd),
and satisfies (15).

4.1. Costruction of a Chernoff function for the unitary Schrödinger group. Let us
consider the map S : R+ → B(L2(Hd) defined on S(Hd) by:

[S(τ)ψ](z, s) :=
1

(2πi)d

∫ o

R2d

ei|ζ|
2/2ψ(z +

√
τζ, s+

√
τz ·σ ζ)d2dζ ,(17)

where the integral is meant as an oscillatory integral [36]. More specifically, the right-hand side
of (35) is defined as the limit

(18) lim
ϵ↓0

1

(2πi)d

∫
R2d

ϕ(ϵζ)ei|ζ|
2/2ψ(z +

√
τζ, s+

√
τz ·σ ζ)d2dζ ,

where ϕ ∈ S(Hd) is such that ϕ(0) = 1 and the limit (18) is required to be independent on the
particular choice of ϕ.

Lemma 6. Let ψ ∈ S(Hd). Then the oscillatory integral (35) is well defined and can be
represented as

(19) [S(τ)ψ](z, s) =

∫
R2d+1

ei(η·z+αs)e−
i
2
τ |η+αz̃|2ψ̂(η, α)d2dηdα ,

where, for z = (z1, z2) ∈ R2d, z̃ := (z2,−z1), while ψ̂ is the (Euclidean) Fourier transform of
ψ, i.e.

ψ̂(η, α) =
1

(2π)2d+1

∫
R2d+1

e−i(η·z+αs)ψ(z, s)d2dzds .

Proof. Using the Fourier inversion formula

ψ(z, s) =

∫
R2d+1

ei(η·z+αs)ψ̂(η, α)d2dηdα ,

the limit (18) becomes:

lim
ϵ↓0

1

(2πi)d

∫
R2d

ei|ζ|
2/2ϕ(ϵζ)

∫
R2d+1

eiη·(z+
√
τζ)eiα(s+

√
τz·σζ)ψ̂(η, α)d2dηdαd2dζ .

By Fubini theorem, the latter is equal to:

lim
ϵ↓0

∫
R2d+1

ei(η·z+αs)ψ̂(η, α)

∫
R2d

ei|ζ|
2/2

(2πi)d
ϕ(ϵζ)ei

√
τ(η·ζ+αz̃·ζ)d2dζd2dηdα .

By applying Plancherel’s equality to the inner integral we get

lim
ϵ↓0

∫
R2d+1

ei(η·z+αs)ψ̂(η, α)

∫
R2d

e−
i
2
|k+

√
τ(η+αz̃)|2ϕ̂(k/ϵ)ϵ−2dd2dkd2dηdα

= lim
ϵ↓0

∫
R2d+1

ei(η·z+αs)ψ̂(η, α)

∫
R2d

e−
i
2
|ϵk+

√
τ(η+αz̃)|2ϕ̂(k)d2dkd2dηdα

and by dominated convergence theorem and the condition
∫
R2d ϕ̂(k)d

2dk = ϕ(0) = 1 we even-
tually get the thesis. □
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Lemma 6 allows us to show that for any τ ∈ R+, the operator S(τ) extends to a bounded
operator on L2(Hd), mapping S(Hd) into itself. Indeed, using Equation (19) and expressing ψ in
terms of its Fourier transform with respect to the variable s, we can represent the action of S(τ)
as the composition of bounded linear operators that map S(Hd) into itself. More specifically,
for ψ ∈ S(Hd) Equation (19) yields:

S(τ)ψ(z, α) = e−
i
2
τ |αz̃|2

∫
R2d

eiη·(z−ταz̃)e−
i
2
τ |η|2ψ̂(η, α)d2dη(20)

≡ e−
i
2
τ |αz̃|2Ψτ (z − ταz̃, α) ,

where Ψτ (z, α) denotes the z-Fourier transform of the map (η, α) 7→ e−
i
2
τ |η|2ψ̂(η, α) ∈ S(Hd).

Hence, by direct inspection, S(τ)ψ ∈ S(Hd). Moreover, it is possible to represent S(τ) :
S(Hd) → S(Hd) as the compositions of three unitary operators on L2(Hd), i.e.

(21) S(τ) = U2(τ)V (τ)U1(τ)

where:

• U1 : L
2(Hd) → L2(Hd) is defined on ψ ∈ S(Hd) as

(22) U1(τ)ψ(z, α) =

∫
R2d

eiη·ze−
i
2
τ |η|2ψ̂(η, α)d2dη

which is unitary, as associated, via Fourier transform, to a unitary multiplication oper-
ator.

• U2(τ) is the unitary multiplication operator defined as

(23) U2(τ)ψ(z, α) = e−
i
2
τ |αz̃|2ψ(z, α)

• V (τ) is the translation operator defined by

(24) V (τ)ψ(z, α) = ψ(z − ταz̃, α) ,

which is bounded on L2(Hd) since∫
R2d+1

|ψ(z − ταz̃, α)|2d2dzdα

=

∫
R2d+1

|ψ(z, α)|2

1 + α2τ 2
d2dzdα

≤
∫
R2d+1

|ψ(z, α)|2d2dzdα .

Hence, for all τ ∈ R+, S(τ) can be extended to a unitary operator on L2(Hd). Furthermore,
the collection (S(τ))τ≥0 fulfills the assumptions of Chernoff theorem 1.

Theorem 7. Let L : D(L) ⊂ L2(Hd) → L2(Hd) be the horizontal Laplacian and let {U(τ)}τ∈R
be the associated strongly continuous one-parameter group generated by the self-adjoint operator

L/2, denoted with U(τ) = eiτ
L
2 . Let S : R+ → B(L2(Hd)) be the map defined by Eq. (17).

Then S is Chernoff equivalent to (eiτ
L
2 )τ≥0

Proof. The four assumptions of Theorem 1 are satisfied, indeed: □

i. S(0) = I, as one can easily check by direct inspection.
ii. ∥S(τ)∥B(L2(Hd)) ≤ 1. This follows directly by the representation formula (21), giving
S(τ) as the composition of three unitary operators.

iii. S(τ) is continuous in the strong operator topology. Indeed, for ψ ∈ S(Hd), it is easy
to check that S(τ)ψ → S(τ0)ψ for τ → τ0 as an application of dominated convergence
theorem. Since by point 2. the family of operators (S(τ))τ≥0 is uniformly bounded and
it converges on a dense set, it converges on L2(Hd).
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iv. By considering again a vector ψ ∈ S(Hd) and using representations (19) and (20), we
get

S(τ)ψ(z, α) = ψ(z, α)− τ
i

2

∫
R2d

|η + αz̃|2eiηzψ̂(η, α)d2dη + τ 2R(τ, z, α)

= ψ(z, α) + τ
i

2
Lψ(z, α) + τ 2Rτ (z, α)

where the remainder Rτ (z, α) is given by

Rτ (z, α) = −1

4

∫ 1

0

∫
R2d

(1− u)|η+αz̃|4eiηze−
i
2
|η+αz̃|4τuψ̂(η, α)d2dηdu ,

and we just have to show that, for τ belonging in a neighborhood of 0, the L2-norm of
the map (z, α) 7→ Rτ (z, α) is bounded. By construction, the function Rτ (z, α) is given
by

Rτ (z, α) = −1

4

∫ 1

0

ϕτu(z, α)(1− u)du ,

where

(25) ϕτu(z, α) =

∫
R2d

P (α, η, z)eiηze−
i
2
|η+αz̃|4τuψ̂(η, α)d2dηdu ,

and P is a polynomial function in the variables α, k, η. In fact the function (25) is a
finite linear combination of terms of the form

ϕnα,n,m(z, α) = αnα
∏
i

zni
i

∫
R2d

∏
j

η
mj

j eiηze−
i
2
|η+αz̃|4τuψ̂(η, α)d2dηdu

=Mnα,,nU2(uτ)V (uτ)U1(uτ)Nmψ(η, α)(26)

where U1(uτ), U2(uτ) and V (uτ) are the bounded operators defined by (22), (23) and
(24) respectively, while

Mnα,,nψ(z, α) := αnα
∏
i

zni
i ψ(z, α)

N̂mψ(η, α) :=
∏
j

η
mj

j ψ̂(η, α)

One can easily verify that all the operators appearing on the right hand side of (26)
map S(Hd) into itself, hence the vector ϕτu defined by (25) belongs to S(Hd). Moreover,
by the boundedness and strong continuity of the operators U1(uτ), U2(uτ) and V (uτ)
as a function of τ , the map u 7→ ∥ϕτu∥ is continuous and bounded. Hence, by Jensen’s
inequality we have:

∥Rτ∥2 =
1

16

∫
R2d

|
∫ 1

0

ϕτu(z, α)(1− u)du|2dzdα

≤ 1

16

∫
R2d

1

2

∫ 1

0

|ϕτu(z, α)|2(1− u)dudzdα

=
1

32

∫ 1

0

∥ϕτu∥2(1− u)du < +∞ .

Remark 8. By applying a simple change of variable argument to the oscillatory integral (17),
the action of the operator S(τ) on a vector ψ ∈ S(Hd) can be equivalently represented as:

[S(τ)ψ](z, s) =
1

(2πiτ−1)d

∫ o

R2d

eiτ |ζ|
2/2ψ(z + τζ, s+ τz ·σ ζ)d2dζ ,(27)
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Remark 9. A direct consequence of theorem 7 is the following approximation formula for the
solution of Eq. (15) for v ≡ 0:

(28) lim
n→∞

sup
τ∈[0,T ]

∥∥S(τ/n)nψ − e−iHτψ
∥∥ = 0

4.2. The Feynman-Kac formula. Let us consider now the Schrödinger equation (15) associ-
ated to the Hamiltonian operator H given by (16). Consider the family of operators {Sv(τ)}τ≥0

defined on L2(Hd) by

(29) Sv(τ) = S(τ)e−ivτ

where, with some abuse of notation, v : L2(Hd) → L2(Hd) denotes the multiplication operator
associated to the potential v ∈ L∞(Hd).

Theorem 10. Let v ∈ L∞(Hd). Then the family of maps Sv(τ))τ≥0 defined by (29) is Chernoff
equivalent to the C0-unitary group U(τ) = e−iHτ . In particular for all ψ ∈ L2(Hd) and T > 0

lim
n→∞

sup
τ∈[0,T ]

∥∥Sv(τ/n)nψ − e−iHτψ
∥∥ = 0

and for ψ0 ∈ D(H) the map τ 7→ ψ(τ) = e−iHτψ0 is a classical solution of Schrödinger equation
(15).

Proof. By construction, for all τ ≥ 0 the operator Sv(τ) is the composition of S(τ) and the
unitary multiplication operator M(τ) = e−ivτ . Since the family of operators (M(τ))τ∈R is a
C0-group of unitary operators, it automatically fulfills properties i., ii. and iii. of theorem 1.
Concerning property iv., by taking a vector ψ ∈ S(Hd) we have:

Sv(τ)ψ − ψ + iτHψ

τ
=
Sv(τ)ψ − ψ − iτ L

2
ψ + iτvψ

τ

≤ e−iτv

(
S(τ)ψ − ψ − iτ L

2
ψ

τ

)
+
e−iτvψ − ψ + iτvψ

τ
+ i(e−iτv − 1)

L

2
ψ .

The first term converges to 0 since the operator M(τ) = e−iτv is bounded and S(τ) satisfies
condition iv. of Theorem 1 (see the proof of Theorem 7), the second term converges to 0 since
S(Hd) ⊂ D(v), while the last term converges to 0 by the strong continuity of the unitary group
(M(τ))τ∈R generated by the multiplication operator v. □

Remark 11. The same conclusion of Theorem 10 holds by switching the order of operators
S(τ) and T (τ), obtaining:

(30) lim
n→∞

sup
τ∈[0,T ]

∥∥(M(τ/n)S(τ/n))nψ − e−iHτψ
∥∥ = 0

4.3. Interpretation in terms of Feynman path integrals. Formulae (28) and (30) have a
direct interpretation in terms of the so-called Feynman path integral representation, a heuris-
tic construction procedure for the solution of the Schrödinger equation which is extensively
applied in the physics literature. Feynman formulae were introduced in the early 40’s in R.
Feynman’s PhD thesis[29, 30], where he proposed a suggestive representation for the solution
of the Schrödinger equation describing the time evolution of the state ψ of a non relativistic
quantum particle, the so-called wave function:

(31)

{
i ∂
∂t
ψ(t, x) = −1

2
∆ψ(t, x) + v(x)ψ(t, x), x ∈ Rd, t ∈ R .

ψ(0, x) = ψ0(x)

According to Feynman’s proposal, the solution ψ should be given by an integral formula of the
following form
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(32) ψ(t, x) = C−1

∫
Γ

eiS(γ)ψ0(0, γ(t))dγ ,

where Γ denotes the set of continuous paths γ : [0, t] → Rd with fixed endpoint γ(0) = x, the
symbol dγ stands for a Lebesgue-type measure on Γ, C is a normalization constant while the
integrand

S(γ) =

∫
L(γ(τ), γ̇(τ))dτ =

∫ t

0

(
|γ̇(τ)|2

2
− v(γ(τ))

)
dτ,

is the classical action functional evaluated along the path γ, where L denotes the Lagrangian.
Clearly, formula (32) lacks of mathematical rigour. Indeed, neither the Lebesgue measure on

the infinite-dimensional space Γ nor the normalization constant C are well defined and several
efforts have been devoted to the rigorous mathematical definition of formula (32) (see, e.g.
[38, 41, 33, 48] and references therein). The minimal interpretation of representation (32) is
in terms of the limit of a particular approximation procedure for the solution of (31). Indeed,
by dividing the time interval [0, t] into n equal parts of amplitude t/n and considering the
finite-dimensional space Γn of piecewise linear paths γn, i.e. those attaining constant velocities
on the partition subintervals

(33) γn(τ) := xj +
(xj+1 − xj)

t/n
(τ − jt/n), τ ∈

[
jt

n
,
(j + 1)t

n

]
,

where xj := γ(jt/n) and j = 0, . . . , n − 1, then formula (32) reduces to a finite dimensional
oscillatory integral over the set of positions xj attained by the paths γn at the endpoints tj of
the partition subintervals

(34) (2πit/n)−nd/2
∫ o

Rnd

ψ0(xn)e
i
∑n−1

j=0

|xj+1−xj |
2

2t/n
−i

∑n
j=1 v(xj)

t
ndx1 . . . dxn.

According to Feynman’s intuition, the sequence (34) should converge for n → ∞ to the solu-
tion of Eq. (31), and this Ansatz has been proved in various topologies and under different
assumptions on the potential v (see, e.g., [44, 46, 38, 57, 37]). In the case where the Eu-
clidean configuration space Rd is replaced by a general Riemannian manifold, the set Γn of
piecewise linear paths, on which the approximation procedure (34) relies, is replaced by a set
of piecewise geodesic paths. Contrary to on the Euclidean case, where a rich mathematical
literature is present, for Riemannian manifolds only a few rigorous results have been obtained,
mostly restricted to rather peculiar compact manifolds with additional algebraic structure such
as compact Lie groups or simmetric spaces [54, 55, 24], see also the recent work [34] where
approximations via piecewice classical paths are considered. In this section we show how the
Chernoff approximations developed in Sections 4.1 and 4.2 provide a rigorous mathematical
proof of Feynman construction procedure via piecewise geodesic paths on the Weyl-Heisenberg
group. In the following we shall restrict ourselves to the case v ∈ C∞

b (Hd).
First of all, let us remark that by applying an elementary change of variable in the regularized

integrals appearing on the right-hand-side of (18), for any τ > 0 the action of the operator
S(τ) on S(Hd) can be equivalently written as

[S(τ)ψ](z, s) =
1

(2πiτ−1)d

∫ o

R2d

eiτ |ξ|
2/2ψ(z + τξ, s+ τz ·σ ξ)d2dξ ,(35)

where the new variable ξ ≡ (ξx,1, . . . , ξx,d, ξy,1, . . . , ξy,d) ∈ R2d provides the components, under
the basis {X1, . . . , Xd, Y1, . . . , Yd} of the horizontal subspace of the Lie algebra, of the velocity
vector of the paths τ 7→ (z + τξ, s + τz ·σ ξ). By introducing this notation and relying on the
fact that S(τ) maps S(Hd) into itself and Eq. (28), for all t > 0 it it possible to approximate
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the solution ψ(t) of the Schrödinger equation (15) with v = 0 and ψ0 ∈ S(Hd) as the limit in
L2(Hd) of the sequence of vectors ψn(t) ∈ S(Hd) given by

(36) ψn(t)(z, s) = (2πi(t/n)−1)−nd
∫ o

R2d

· · ·
∫ o

R2d

ψ0(γξ1,...,ξn(t))e
i
2

∑n
j=1 |ξ|2

t
nd2dξ1 . . . d

2dξn

where γξ1,...,ξn : [0, t] → Hd is the piecewise-horizontal curve with components (z(r), s(r)) defined
by

(37)

{
γξ1,...,ξn(0) = (z, s)

γξ1,...,ξn(r) = (z(tj) + (r − tj)ξj+1, s(tj) + (r − tj)z(tj) ·σ vj+1), r ∈ [tj, tj+1]

where tj := jt/n, j = 0, . . . , n. In particular, γξ1,...,ξn is a piecewise-geodesic path, since for each

subinterval [jt/n, (j + 1)t/n] the curve γξ1,...,ξn is a geodesic with velocity
∑d

k=1

(
ξx,kj+1Xk + ξy,kj+1Yk

)
.

More generally, in the case where v ∈ C∞
b (Hd) we have that the unitary groupM(τ) = e−iτv,

τ ∈ R maps S(Hd) into itself and formula (30) for ψ0 ∈ S(Hd) can be interpreted as the
convergence in L2(Hd) of the sequence of vectors ψn(t) ∈ S(Hd) given by:

(38)

ψn(t)(z, s) = (2πi(t/n)−1)−nd
∫ o

R2d

· · ·
∫ o

R2d

ψ0(γξ1,...,ξn(t))e
i( 1

2

∑n
j=1 |ξ|2

t
n
−
∑n

j=1 v(γξ1,...,ξn (jt/n))
t
n)

d2dξ1 . . . d
2dξn

to the solution ψ(t) ≡ e−itHψ0 of the Schrödinger equation (15). The integral is meant as an
iterative oscillatory integral in the sense of Eq. (18). The exponent(

1

2

n∑
j=1

|ξ|2 t
n
−

n∑
j=1

v(γξ1,...,ξn(jt/n))
t

n

)

appearing on the right-hand-side of formula (38) can be interpreted as the classical action
functional evaluated along the path γξ1,...,ξn . In particular, the term 1

2

∑n
j=1 |ξ|2

t
n
is associated

to the kinetic part of the classical action 1
2

∫ τ
0
∥γ̇ξ1,...,ξn(r)∥2dr by computing the norm of the

vector γ̇ξ1,...,ξn with respect to an horizontal metric on Hd making the vectors Xj, Yj in (4)
orthonormal, while the term

∑n
j=1 v(γξ1,...,ξn(jt/n))

t
n
provides the Riemann sum approximation

of the integral
∫ t
0
v(γξ1,...,ξn(r))dr.

This analysis shows how, in a sub-Riemannian manifold, the paths γ ∈ Γ on which the
heuristic integration in (32) is performed are to be chosen among the horizontal ones.

5. Relation with the magnetic Laplacian

For any vector ψ ∈ L2(Hd), let us consider its representation in terms of the partial Fourier

transform ψ̂ defined as

(39) ψ̃(z, α) :=
1

2π

∫
R
e−iαsψ(z, s)ds .

In this representation, the horizontal vectors (4) of the Lie algebra assume the following form:

Xj = ∂xj + iαyj , Yj = ∂yj − iαxj ,
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and the horizontal Laplacian L on smooth compactly supported functions ψ̃ ∈ C∞
c (Hd) is given

by:

Lψ̃(z, α) =
d∑
j=1

(X2
i + Y 2

i )ψ̃(z, α)

= −
d∑
j=1

(
(−i∂xj + αyj)2 + (−i∂yj − αxj)2

)
ψ̃(z, α) .

The sum above can be written as (−i∇−A)2, where A denotes the vector field on R2 defined
as

(40) A(xj, yj) = (−αyj, αxj) ,
and represents the so-called magnetic Laplacian associated to a constant magnetic field B =
∇× A = 2α.

In this representation, the heat equation (14) and the Schrödinger equation (15), with d = 1
and respectively c = 0 and v = 0, assume the following form:

(41) ∂tψα(t, x, y) = −1

2
(−i∇− A)2ψα(t, x, y)

(42) i∂tψα(t, x, y) =
1

2
(−i∇− A)2ψα(t, x, y)

where ψα(t, x, y) ≡ ψ̃(t, x, y, α). In particular, Eq. (42) describes the time evolution of the
state of a charged quantum particle moving in the 2-dimensional Euclidean space under the
action of a constant magnetic field.

This is an exactly solvable model, the solution being given by

ψα(t, x, y) =

∫
R2

Kα(x, y, x
′, y′)ψα(0, x

′, y′)dx′dy′

with:

Kα(x, y, x
′, y′) =

α

2π sinh(αt)

1√
2πt

e−
α
2
coth(αt)((x−x′)2+((y−y′)2)−iα(xy′−x′y)

in the case of the heat equation (41) and

Kα(x, y, x
′, y′) =

α

2π sin(αt)

1√
2πit

e−
α
2
cot(αt)((x−x′)2+(y−y′2)−iα(xy′−x′y)

in the case of the Schrödinger equation (42) (see, e.g. [51] and references therein). Moreover,
the functional integral representation for the solution of Eq. (41) and Eq. (42), i.e. the
Feynman-Kac-Ito formula [51] and the Feynman path integral [2, 3], have been extensively
studied.

5.1. The Feynman-Kac-Ito formula. The classical Feynman-Kac formula for the proba-
bilistic representation of the solution of the heat equation on Rd in terms of the expectation
with respect to the distribution of Brownian motion can be extended to the case of equation
(41) and assumes the following form:

(43) ψα(t, x, y) = E
[
eiα(yB1(t)−xB2(t)+

∫ t
0 B2(r)dB1(r)−B1(r)dB2(r)))ψα(0, x+B1(t), y +B2(t))

]
,

Where B1, B2 are two independent standard Brownian motions and dB denotes the Ito stochas-
tic integral. The term A(t) :=

∫ t
0
B2(r)dB1(r) − B1(r)dB2(r)) represents the Levy stochastic

area. The solution ψt(z, s) can be recovered via inverse Fourier transform

ψt(z, s) =

∫
R
eiαsψ̃(z, α)dα
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yielding

ψt(z, s) =

∫
R
eiαsE

[
eiα(yB1(t)−xB2(t)+

∫ t
0 B2(r)dB1(r)−B1(r)dB2(r)))ψ̂0(x+B1(t), y +B2(t), α)

]
dα

(44)

= E
[
ψ0

(
x+B1(t), y +B2(t), yB1(t)− xB2(t) +

∫ t

0

B2(r)dB1(r)−B1(r)dB2(r)

)]
(45)

Remark 12. The formula for general magnetic fields contains in the exponent an additional
term of the form 1

2

∫ t
0
divA(x+B1(r), y+B2(r))dr, which in our case vanishes since the vector

potential A in (40) is divergence-free. The correction term is exactly the difference between Ito

stochastic integral
∫ t
0
A(B(r))dB(r) and Stratonovich stochastic integral

∫ t
0
A(B(r))◦dB(r) and

the general form of formula (43) is

ψα(t, x, y) = E
[
e−i

∫ t
0 A(x+B1(r),y+B2(r))◦d(B1(r),B2(r))ψα(0, x+B1(t), y +B2(t))

]
.

5.2. Feynman path integral construction in terms of infinite dimensional oscilla-
tory integrals. In the realm of the different approaches to the mathematical definition of the
heuristic Feynman formula (32), several efforts have been devoted to overcome the “minimal”
one, relying essentially on the proof of the convergence of the sequence (34) to the solution of
the Schrödinger equation (31). However, the presence of the imaginary unit i in the heuristic
Feynman formula (32) and in its finite-dimensional approximations (34) does not allow to con-
struct the Feynman integral in terms of a well defined (in Lebesgue sense) integral over a space
Γ of continuous paths with respect to a complex σ-additive measure on it. In other words,
for Schrödinger equation it is not possible to construct a measure on Γ that plays the same
role played by the Wiener measure for the heat equation (see [19, 56, 41] for a discussion of
this no-go result). Due to these difficulties, it becomes necessary to adopt a different point of
view to infinite dimensional integration and realize the “Feynman integral” as a linear contin-
uous functional on a suitable class of integrable functions, in the spirit of Daniell’s approach to
integration theory. This line of thought lead to different approaches to Feynman integration,
including e.g. infinite dimensional distribution theory and white noise analysis [35], analytic
continuation of Wiener integrals [38], infinite dimensional oscillatory integrals. In particular,
the latter technique allowed to address non trivial quantum models [4, 7] and to study, via
an infinite dimensional version of the classical stationary phase method[36, 25], the detailed
semiclassical asymptotic behavior of the solution of the Schrödinger equation in the limit where
the (reduced) Planck ℏ is regarded as a small parameter which is allowed to converge to 0. This
approach is based on the generalization of the definition and the main properties of classical
oscillatory integrals [36] to the case where the integration domain is a real separable infinite
dimensional Hilbert space [1, 26, 41] and will be adopted in the rest of this section.

Finite dimensional oscillatory integrals are objects of the following form

(46)

∫
Rn

eiΦ(x)f(x)dx,

where Φ : Rn → R and f : Rn → C are Borel functions, Φ is usually called phase function.
Particular example of integrals of this form are the so-called Fresnel integrals, where Φ is a
non-degenerate quadratic form. They find applications in optics and in the theory of wave
diffraction and, from a purely mathematical point of view, they have been extensively studied
in connection with the theory of Fourier integral operators [36, 25]. Remarkably, even in the
cases where the function f is not summable, the oscillatory integrals (46) can be defined and
computed as the limit of a sequence of regularized integrals. More specifically, as mentioned
in Eq. (18), if for any test function ϕ ∈ S(Rn) such that ϕ(0) = 1 and for all ϵ > 0 the
integral Iϵ,ϕ ≡

∫
Rn ϕ(ϵx)e

iΦ(x)f(x)dx is well defined (in Lebesgue sense) and if it exists the limit
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limϵ↓0 Iϵ,ϕ ≡ I and it is independent of ϕ, then it is called oscillatory integral of f with respect
to the phase Φ and denoted

∫ o
Rn e

iΦ(x)f(x)dx. This definition allows to take advantage of the
cancellations due to the oscillatory behaviour of the integrand and to prove, e.g., identities such

as
∫ o
Rn e

i
∥x∥2

2 dx = (2πi)n/2. In the case the phase Φ is a non-degenerate quadratic form, the
oscillatory integral is called Fresnel integral.

In [5, 26, 1] the definition of Fresnel integral has been extended to the case where the under-
lying integration space Rn is replaced by an infinite dimensional real separable Hilbert space

H. The definition of an infinite dimensional Fresnel integral, formally denoted
∫̃
He

i
∥x∥2

2 f(x)dx
relies on an approximation procedure via finite dimensional integrals which allows to overcome
the non existence of the Lebesgue measure dx on infinite dimensional Hilbert spaces [58, 41].

Definition 13. A function f : H → C is said to be Fresnel integrable if for any sequence
{Pn}n of projectors onto n-dimensional subspaces of H, such that Pn → I strongly as n → ∞
( I being the identity operator in H), the oscillatory integrals∫ o

PnH
ei

∥Pnx∥2
2 f(Pnx)d(Pnx),

are well defined and the limit

(47) lim
n→∞

(2πi)−n/2
∫ o

PnH
ei

∥Pnx∥2
2 f(Pnx)d(Pnx)

exists and is independent of the sequence {Pn}n. In this case the limit is called infinite dimen-
sional oscillatory (Fresnel) integral of f and is denoted by∫̃

H
ei

∥x∥2
2 f(x)dx.

Remark 14. It is worthwhile to point out the importance of the requirement that the limit of the
sequence of finite dimensional approximations (47) does not depend on the choice of the sequence

of finite dimensional projectors {Pn}n. This makes the Fresnel integral
∫̃
He

i
∥x∥2

2 f(x)dx a well-
defined object, whose value does not depend on the specific finite dimensional approximation
implemented for its computation.

The description of the full class of Fresnel integral functions is still an open problem of
harmonic analysis, even in finite dimension. However, it is possible to provide some explicit
examples of subclasses F ⊂ CH of Fresnel integrable function where explicit representation
formulae for the Fresnel integral can be proved. In addition, under suitable topologies the
infinite dimensional Fresnel integral turns out to be a linear continuous functional on F [5, 8, 42].
Within this abstract framework, the heuristic Feynman path integral representation (32) for

the solution of the Schrödinger equation (31) can be rigorously mathematically realized as an
infinite dimensional oscillatory integral on a suitable Hilbert space of continuous “paths”. Let
us consider the so-called Cameron-Martin space Ht, that is the Hilbert space of absolutely
continuous paths γ : [0, t] → Rd with fixed initial point γ(0) = 0 and square integrable weak

derivative
∫ t
0
|γ̇(r)|2dr <∞, endowed with the inner product

⟨γ1, γ2⟩ =
∫ t

0

γ̇1(r) · γ̇2(r)dr.

Under suitable assumptions on the potential v and the initial datum ψ0 it is possible to prove
that the function f : H → C given by

f(γ) = e−i
∫ t
0 v(γ(r)+x)drψ0(γ(0) + x), x ∈ Rd, γ ∈ Ht,
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is Fresnel integrable. Further, its infinite dimensional oscillatory integral∫̃
Ht

e
i
2
⟨γ,γ⟩f(γ)dγ ≡

∫̃
Ht

e
i
2

∫ t
0 |γ̇(r)|2dre−i

∫ t
0 v(γ(r)+x)drψ0(γ(0) + x)dγ,

provides a representation for the solution of (31) (see, e.g., [5, 26, 1, 41]). The traditional
“minimal” construction of the Feynman integral in terms of the limit of the approximations on
piecewise-linear paths (see Eq. (34)) can be recovered in the framework of infinite dimensional
oscillatory integrals by considering a specific sequence of finite dimensional projection operators
{Pn}n. Indeed, for any n ∈ N consider the projector operator Pn : Ht → Ht onto the subspace
Γn ⊂ Ht of paths of the form (33). In this case the finite dimensional approximations appearing
in formula (47) resemble the integrals appearing in the traditional construction (34).

In [3] the Feynman path integral for the Schrödinger equation associated to the magnetic
Laplacian (42), i.e. the heuristic representation formula

ψ(t, x) =

∫
γ(0)=x

e
i
2

∫ t
0 |γ̇(r)|2dr−i

∫ t
0 A(γ(r))·γ̇(r)drψ0(γ(t))dγ,

has been studied within the framework of infinite dimensional oscillatory integrals. In partic-
ular, for a linear vector potential of the form (40) two interesting results have been obtained.

First, by taking an initial datum ψ0 ∈ S(Hd) such that its Fourier transform ψ̂0 is compactly
supported and considering the sequence {Pn}n of projection operators onto the subspaces Γn
of piecewise linear paths, it is possible to show that the sequence of finite dimensional approx-
imations of the infinite dimensional oscillatory integral over the Cameron Martin space
(48)

(2πit/n)−nd/2
∫ o

Rnd

ψ0(xn)e
i
2

∑n−1
j=0

|xj+1−xj |
2

t/n
−i

∑n−1
j=0

∫ (j+1)t/n
jt/n

A

(
xj+r

(xj+1−xi)

t/n

)
·(xj+1−xi)dr

dx1 . . . dxn.,

with x0 ≡ x, converges to the solution ψ(t, x) of Eq. (42). Actually, this result holds for a
large class of vector potentials A, including also the linear ones. In particular for d = 1 and A
of the form (40), by adopting the notation zj = (xj, yj) ∈ R2 j = 1, . . . , n the action integrals
appearing in the exponent in (48) reduces to∫ (j+1)t/n

jt/n

A

(
zj + r

(zj+1 − zi)

t/n

)
· (zj+1 − zi)dr = α (xj(yj+1 − yj)− yj(xj+1 − xj)) .

Let us consider again the Schrödinger equation (15) on H with v = 0 and let us assume

that the initial datum ψ0 ∈ S(R3) has a compactly supported Fourier transform ψ̂0(η, α) =
1

(2π)3

∫
R3 e

−i(η·z+αs)ψ0(z, s)d
2dzds. In particular, this implies that for each α ∈ R the vector

ψα(0) ∈ S(R3) defined by ψα(0)(x, y) = ψ̃0(x, y, α) has a compactly supported Fourier trans-
form and therefore the results of [3] can be applied. In particular, the finite dimensional
approximations (48) for the solution ψα(t, z) of (42) are equal to

(2πit/n)−n
∫ o

R2n

ψ0(zn)e
i
∑n−1

j=0

|zj+1−zj |
2

2t/n
−iα

∑n−1
j=0 (xj(yj+1−yj)−yj(xj+1−xj))dz1 . . . dzn ,

with z0 ≡ z. By introducing the variables ξj :=
zj−zj−1

t/n
, j = 1, . . . , n, resorting to the partial

inverse Fourier transform of (39)

ψ(z, s) =

∫
R
eiαsψ̂(z, α)ds
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and exploiting the continuity of the Fourier transform in the L2-topology, we get the following
sequence of approximations for the solution of Eq. (15) on Hd in the case d = 1 and v = 0:

ψn(t)(z, s) = (2πi(t/n)−1)−n
∫
R

∫ o

R2n

ψ0(zn, α)e
iα(s+

∑n−1
j=0 zj ·σξj+1)e

i
2

∑n
j=1 |ξj |2

t
nd2dξ1 . . . d

2dξnds

= (2πi(t/n)−1)−n
∫ o

R2n

ψ0

(
zn, s+

n−1∑
j=0

zj ·σ ξj+1

)
e

i
2

∑n
j=1 |ξj |2

t
nd2dξ1 . . . d

2dξn

where zj = z0 +
∑j

k=1 ξkt/n, j = 1, . . . , n and z0 ≡ z. Actually the last line of the equation
above resembles exactly the form of the finite dimensional approximations (36). Indeed, the
point (zn, s +

∑n−1
j=0 zj ·σ ξj+1) coincides with the position γξ1,...,ξn(t) attained at time t by the

piecewise geodesic path γξ1,...,ξn defined by (37).
As already pointed out in Remark 14, a crucial feature of definition 13 is the requirement that

the limit of the sequence of finite dimensional approximations (47) does not depend on the se-
quence of finite dimensional projection operators {Pn}. However, as extensively discussed in [3],
in the presence of a non trivial magnetic field the limit of the finite dimensional approximations
of the oscillatory integral

(49)

∫
Ht

e
i
2

∫ t
0 |γ̇(r)|2dr−i

∫ t
0 A(x+γ(r))·γ̇(r)drψ0(x+ γ(t))dγ

do explicitly depend on the sequence of projections {Pn} on the Cameron-Martin space Ht.
However, it is possible to recover the uniqueness of the limit by introducing in the finite dimen-
sional approximations of (49) some specific renormalization couterterms.

More precisely, considered a generic orthonormal basis {en} of Ht and the corresponding
sequence of projectors Pn : Ht → Ht onto the span of the first n vectors {e1, . . . , en}, it is
possible to prove that the sequence of renormalized finite dimensional oscillatory integrals

(2πi)−n/2
∫ o

PnHt

e
i
2
∥γn∥2e−i

∫ t
0 A(γn(r)+x)γ̇n(r)dr−Rnψ0(γn(t) + x)dγn

converges to the solution of Eq. (42) independently of the choice of the basis {en}. The
additional renormalization terms {Rn} are explicitly given by

(50) Rn =
B

2

n∑
k=1

∫ t

0

ek(r) ∧ ėk(r)dr ,

where B = rotA and each term in the sum on the right-hand side of (50) provides the area
integral swept by the path r 7→ ek(r) in R2. In the particular case where the vector potential
A is given by (40), Rn reduces to

Rn = α

n∑
k=1

∫ t

0

ek(r) ∧ ėk(r)dr =
n∑
k=1

∫ t

0

A(ek(r)) · ėk(r)dr ,

and by resorting to the partial inverse Fourier transform of (39) and to the continuity of the
Fourier transform in the L2 topology, it is possible to obtain the approximating sequence for
the solution of Eq. (15) (with v = 0 and d = 2):

(51)

∫ o

PnHt

e
i
2
∥γn∥2

(2πi)n/2
ψ0

(
z + γn(t), s−

∫ t

0

(z + γn(r)) ∧ γ̇n(r)dr + i
n∑
k=1

∫ t

0

ek(r) ∧ ėk(r)dr
)
dγn ,

or, equvalently

(52)

∫ o

PnHt

e
i
2
∥γn∥2

(2πi)n/2
ψ0

(
z + γn(t), s+

∫ t

0

(z + γn(r)) ·σ γ̇n(r)dr − i
n∑
k=1

∫ t

0

ek(r) ·σ ėk(r)dr
)
dγn .
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It is important to note that formulae (51) and (52) are meaningful thanks to the assumption
on the compactness of the support of the Fourier transform of the initial datum ψ0. Indeed, in
this case the function ψ0 can be extended to a holomorphic function on C3 and the integrand
in (51) is well defined.

In the particular case of projection operators onto the subspaces Γn of piecewise linear paths,
it can be easily verified that Rn = 0 (since the path {en}n spanning Γn swept a vanishing area,

while the term z ·σ γn(t)−
∫ t
0
γn(r)∧ γ̇n(r)dr associated with the area swept by the path γn ∈ Γn

reduces to the expression
∑n−1

j=0 zj ·σ ξj+1, where zj = z0 + γ(tj) and ξj = γ̇(s) for s ∈ (tj, tj+1).

According to formula (51), in the construction of the Feynman representation for the solution
of the Schrödinger equation on H1 the integration has to be restricted to a peculiar class of
paths γ on the horizontal space, which contribute to the s variable of the function ψ(t) via

their area integral
∫ t
0
γ(r) ∧ γ̇(r)dr. In fact, this can be considered to be the analogue of the

Wiener integral representation (44) for the solution of the heat equation. The renormalization

term
∑n

k=1

∫ t
0
ek(r)∧ ėk(r)dr due to the implementation of different approximation procedures

arises as a consequence of the well known non-continuity of the stochastic integral or, more
generally, of the solution of stochastic equations as a function of the driving noise. In fact,
the Levy stochastic area is a paradigmatic example of this issue (see e.g. [32] Proposition1.1),
which can be addressed via different techniques of stochastic analysis, ranging from Malliavin
calculus to rough path theory [32, 49].

6. Construction of the Brownian motion on Hd as weak limit of random walks

Below, we review some well-known facts in stochastic processes and refer the reader to [18, 28]
for the proofs.

6.1. Weak convergence of probability measures on path spaces. Given a locally com-
pact and separable metric space (E, dE), we will denote with the symbol DE[0,+∞) the set of
cádlág E-valued paths, i.e. the set of paths γ : [0,+∞) → E satisfying

∀t ≥ 0, exists lim
s→t−

γ(s) ≡ γ(t−) and lim
s→t+

γ(s) = γ(t) .

It is possible to define a metric d on DE[0,+∞) under which it becomes a complete separable
metric space. The topology induced by the metric is called Skorohod topology [18, 28]. Further,
if (γn)n is a sequence in DE[0,+∞) converging in the Skorohod topology to a continuous path
γ ∈ DE[0,+∞), then (see [28] Lemma 3.10.1) (γn)n converges uniformly to γ on compact sets:

(53) d(γn, γ) → 0 , γ ∈ CE[0,+∞) ⇒ ∀u > 0 sup
t∈[0,u]

dE(γn(t), γ(t)) → 0

Let FD denote the Borel σ−algebra on DE[0,+∞). It can be proved that it coincides with
the σ-algebra σ(πt, t ≥ 0) generated by the projection maps πt : DE[0,+∞) → E defined by
πt(γ) := γ(t). Hence, a stochastic process X = (Ω,F ,P, (Ft)t∈R+ , (Xt)t∈R+) with trajectories in
DE[0,+∞) can be looked at as a DE[0,+∞)−valued random variable, i.e. as a map X : Ω →
DE[0,+∞) defined as:

X(ω) := γω, γω(t) := X(t)(ω), t ∈ [0,+∞), ω ∈ Ω.

We shall denote with the symbol µX the distribution of X, i.e. the probability measure on FD

obtained as the pushforward of P under X:

µX(I) = P(X(ω) ∈ I) , I ∈ FD .

Another important class of sample paths is provided by the set CE[0,+∞) of continuous E-
valued paths, endowed with the topology of uniform convergence on compact sets, i.e γn → γ
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in CE[0,+∞) if:

(54) sup
t∈[0,T ]

dE(γn(t), γ(t)) → 0 ∀T > 0

Analogously to the case of stochastic processes with cádlág sample paths, given a stochastic
process X ≡ (Ω,F ,P, (Ft)t∈R+ , (Xt)t∈R+) with continuous trajectories, it can be regarded as a
CE[0,+∞)-valued random variable and it induces a probability measure µX on B(CE[0,+∞)).
If (µn)n and µ are distributions of random variables (Xn)n and X taking values in S, then,

by definition, (µn)n weakly convergences to µ if and only if (Xn)n converges in distribution
to X. This applies in particular if S = DE[0,+∞) or S = CE[0,+∞), i.e. if (Xn)n and X
are stochastic processes with cádlág, respectively continuous, E-valued paths. It is important
to point out that whenever (µn)n weakly converges to µ then, according to the Skorohod
representation theorem, it is possible to construct a probability space (Ω,F ,P) and random
variables (Xn)n and X on (Ω,F) taking values in S such that Xn → X almost surely:

P( lim
n→∞

Xn = X) = 1 .

The convergence in distribution of stochastic processes, or more specifically, of weak con-
vergence of probability measures on the most relevant sample path spaces CE[0,+∞) and
DE[0,+∞), is an extensively studied topic [18]. In the case of stochastic processes with con-
tinuous sample paths, the following theorem provides an important tool for the proof of their
convergence in distribution. In order to state it, let us recall the definition of the modulus of
continuity wT (γ) of a path γ : [0, T ] → E, defined as the map wT (γ) : R+ → R

(55) wT (γ)(δ) ≡ wT (γ, δ) := sup
s,t∈[0,T ],|t−s|<δ

dE(γ(t), γ(s)) .

The following result is proved in [18], Theorem 7.5.

Theorem 15. Let (Xn)n and X be stochastic processes with sample paths in CE[0,+∞). If:

(1) for all k ≥ 1, t1, . . . , tk ∈ [0,+∞) the sequence of random variables (Xn(t1), . . . , Xn(tk))
converges in distribution to the random variable (X(t1), . . . , X(tk));

(2)

(56) lim
δ→0

lim sup
n

P(wT (Xn, δ) ≥ ϵ) = 0 ∀T > 0 , ∀ϵ > 0

then (Xn) converges in distribution to X.

Condition (56) is equivalent to the requirement that for all T > 0, fixed ϵ > 0 and η > 0 it
is possible to find 0 < δ < 1 and n0 ∈ N such that :

P(wT (Xn, δ) ≥ ϵ) < η, ∀n ≥ n0 .

6.2. A sequence of random walks associated to the Chernoff approximation. First of
all, let us point out that the convergence result in (11) can also be formulated in the following
way (see [27] Th 5.2 Ch. III) for all T ≥ 0 and f ∈ C0(Hd):

lim
n→∞

sup
t∈[0,T ]

∥∥∥S(1/n)⌊nt⌋f − V (t)f
∥∥∥
C0(Hd)

= 0 .

where ⌊·⌋ denotes the integer part. Let us now consider the sequence {Xn(t)}n≥1 of jump
processes on Hd defined as

(57)

{
Xn(0) ≡ (z, s),

Xn(t) := Xn(⌊nt⌋/n) = Yn(⌊nt⌋) t > 0,
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where (Yn)n is a discrete-time Markov process with Markov transition function 2 P ((z, s), B)
given by

(58) P ((z, s), B) =
1

(2π)d

∫
R2d

e−|ζ|2/2χB(z +
√
tζ, s+

√
tz ·σ ζ)d2dζ, B ∈ B(Hd) ,

with χB being the indicator function of the Borel set B ∈ B(Hd) and t = 1/n.
By construction, the sample paths of each random walk (Xn) are cádlág functions belonging

to the space DHd [0,+∞), hence each Xn induces a probability measure µn on the Borel sets of
DHd [0,+∞). By [28, Theorem 2.6 Ch 4], (see also [39, Theorem 19.25]), the following holds:

Theorem 16. The sequence of processes Xn converges weakly in DHd [0,+∞) and its weak limit
is the Feller process X associated with the Feller semigroup (V (t))t≥0

In other words, according to Theorem 16, the sequence of probability measures {µXn}n on
the Borel σ-algebra of DHd [0,+∞) converges weakly to the distribution µ of process X, i.e. the
Brownian motion on Hd.
As a diffusion process, X has continuous sample paths, hence it is meaningful to investigate
alternative approximation of X in terms of sequences of random walks on Hd with trajectories
in CHd [0,+∞). To this end, let us consider the sequence of processes (Zn)n with sample paths
obtained by continuous interpolation of the paths of (Xn)n by means of geodesic arcs. More
specifically, for any t ∈ [0,+∞) the random variables (Zn(t))t≥0 are defined by

(59)


Zn(0) ≡ (z, s),

Zn(m/n) ≡ Xn(m/n), m ∈ N,
Zn(t) = γXn(m/n),Xn((m+1)/n)(t−m/n), t ∈ [m/n, (m+ 1)/n]

where γx,y(t) denotes an arbitrary shortest geodesics inHd such that γx,y(0) = x and γx,y(1/n) =
y. Let us denote with µZn , resp. µX , the Borel measure over CHd [0, T ] induced by the process
Zn, resp. X. The following holds.

Theorem 17. Under the assumptions above, Zn converges in distribution to X on CHd [0, T ]
(equivalently the sequence of measures {µZn} converges weakly to µX .

The proof of this result relies on Theorem 15 and on the following lemma (see also [52]).

Lemma 18. let νn be a sequence of probability measures on DE[0,+∞) converging weakly to a
finite measure ν which is concentrated on CE[0,+∞). Then for any T > 0 and for any ε > 0

(60) lim
δ↓0

lim sup
n∈N

νn({wT (γ, δ) > ε}) = 0

Proof of Lemma 18. By the Skorohod representation theorem there exist a probability space
(Ω,F ,P) and DE[0,+∞)-valued random variables (Xn), X ( i.e. stochastic processes with
paths in DE[0,+∞)) such that (νn) and ν are the corresponding distributions and Xn → X
a.s. Hence, there exists a set A ∈ F , with P(A) = 1, such that for all ω ∈ A the sequence of
paths γn,ω ≡ Xn(ω) converges to the path γω ≡ X(ω) in the topology of DE[0,+∞). By Eq.
(53), for any compact set [0, T ] γn,ω converges uniformly on [0, T ] to γω for any ω ∈ A. Since
by assumption ν is concentrated on CE[0,+∞), the paths γω are a.s. continuous, hence for all
T > 0 we have wT (γ, δ) converges a.s. to 0 for δ ↓ 0. This gives for all T > 0 the convergence
of wT (γ, δ) in probability:

(61) ∀ϵ > 0 lim
δ→0

P(wT (γ, δ) > ϵ) = 0 .

2P : Hd × B(Hd) → [0, 1] is the map associated to the discrete time Markov chain Y = (Yn)n by

P(Yn+1 ∈ B|FY
n ) = P (Yn, B) ,

where (FY
n ) is the filtration generated by the process Y .
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Let us fix a compact interval [0, T ] and consider now the sample paths (γn,ω)n of the sequence
of processes (Xn)n. For any ω ∈ Ω and δ > 0 the following holds:

wT (γn,ω, δ) ≤ wT (γω, δ) + 2 sup
t∈[0,T ]

dHd(γn,ω(t), γω(t)) .

Hence, by the a.s convergence of γn to γ and (61) we have:

(62) P(wT (γn,ω, δ) > ϵ) ≤ P
(
wT (γω, δ) > ϵ− 2 sup

t∈[0,T ]
dHd(γn,ω(t), γω(t)

)
.

Let us now fix ϵ > 0 and η > 0. Since γn → γ a.s., we have that supt∈[0,T ] dHd(γn,ω(t), γω(t)) → 0
in probability, hence there exists an n0 ∈ N such that

(63) P
(

sup
t∈[0,T ]

dHd(γn,ω(t), γω(t)) > ϵ/2
)
<
η

2
, ∀n ≥ n0 .

Moreover, by inequality (62) we have:

P(wT (γn,ω, δ) > ϵ) ≤ P
(
w(γω, δ) > ϵ− 2 sup

t∈[0,T ]
dHd(γn,ω(t), γω(t)) > ϵ/2

)
+ P

(
wT (γω, δ) > ϵ− 2 sup

t∈[0,T ]
dHd(γn,ω(t), γω(t)), sup

t∈[0,T ]
dHd(γn,ω(t), γω(t)) ≤ ϵ/2

)
≤ P

(
sup
t∈[0,T ]

dHd(γn,ω(t), γω(t)) > ϵ/2
)
+ P

(
sup
t∈[0,T ]

dHd(γn,ω(t), γω(t)) ≤ ϵ/2, wT (γ, δ) > ϵ/2
)

≤ P
(

sup
t∈[0,T ]

dHd(γn,ω(t), γω(t)) > ϵ/2
)
+ P(wT (γ, δ) > ϵ/2)

By Eq. (61), there exist a δ∗ such that P(wT (γ, δ) > ϵ/2) < η/2 for all δ < δ∗, which together
with Eq. (63) gives (60). □

Proof of Theorem 17. Let us consider the trajectories γω of the process Zn, defined as γω(t) :=
Zn(t)(ω). Fix δ > 0 and take n in a sufficiently large way that 1/n < δ. Consider s, t ∈ [0, T ],
s < t, |t− s| < δ. We will have s ∈ [m/n, (m+ 1)/n] and t ∈ [m′/n, (m′ + 1)/n], with m ≤ m′,
hence:

d(γω(s), γω(t))

≤ d (γω(s), γω((m+ 1)/n)) + d (γω((m+ 1)/n), γω(m
′/n)) + d (γω(m

′/n), γω(t))

≤ d (γω(m/n), γω((m+ 1)/n)) + d (γω((m+ 1)/n), γω(m
′/n)) + d (γω(m

′/n), γω((m
′ + 1)/n))

≤ 3max{d (γω(m/n), γω(m′/n)) , |m/n−m′/n| < δ}

We can then estimate the probability that the modulus of continuity of the trajectories of
Zn exceeds a given ε > 0 as

µZn ({γ ∈ CHd [0, T ] : w(γ, δ) > ε})

≤ µZn

(
{γ ∈ CHd [0, T ] : max

m
{d(γ(m/n), γ(m+ 1)/n))} > ε/3}

)
= µXn ({γ ∈ DHd [0, T ] : w(γ, δ) > ε/3})

By Theorem 16 and Lemma 18, we get for any ε > 0

lim
δ↓0

lim sup
n

µZn ({γ ∈ CHd [0, T ] : w(γ, δ) > ε}) = 0

Since Zn(0) = (z, s) for any n, the sequence of probability measures {µZn} is tight [18] and the
measure µX , i.e. the law of X, is the only possible limit point. □
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