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Abstract

This paper builds on classical distributionally robust optimization techniques to
construct a comprehensive framework that can be used for solving inverse problems.
Given an estimated distribution of inputs in X and outputs in Y, an ambiguity set
is constructed by collecting all the perturbations that belong to a prescribed set K
and are inside an entropy-regularized Wasserstein ball. By finding the worst-case
reconstruction within K one can produce reconstructions that are robust with respect
to various types of perturbations: X-robustness, Y'|X-robustness and, more general,
targeted robustness depending on noise type, imperfect forward operators and noise
anisotropies.

After defining the general robust optimization problem, we derive its (weak) dual
formulation and we use it to design an efficient algorithm. Finally, we demonstrate
the effectiveness of our general framework to solve matrix inversion and deconvolution
problems defining K as the set of multivariate Gaussian perturbations in Y| X.

Keywords. Distributionally Robust Optimization, Inverse Problems, Duality.

1 Introduction

Optimization under uncertainty has always played a central role in decision-making pro-
cesses across various fields such as operation research, engineering, economics, and machine
learning. Classical methods assume that the probability distribution governing uncertain
parameters is known. However, due to limited samples and imperfect measurements, it is
very common in practice to require the uncertainties to be considered for the final decision.
Distributionally robust optimization (DRO) addresses this challenge by seeking solutions
that are robust against distributional ambiguity. Instead of optimizing over a single distri-
bution, DRO considers a family (or ambiguity set) of distributions and identifies decisions
that perform well in the worst-case scenario within this set.

One prominent formulation of DRO uses the Wasserstein distance as a measure of proxim-
ity between probability distributions to define the ambiguity set. Indeed, the Wasserstein
distance, rooted in optimal transport theory, is particularly attractive for DRO, due to its
intuitive geometric interpretation and its ability to capture discrepancies in both support
and mass between distributions. Moreover, it allows for smoothing strategies (e.g., entropic
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regularization) that make the computation of the Wasserstein distance more efficient and
scalable.

DRO frameworks are explicitly designed for optimizing in the presence of uncertainties.
For this reason, it is natural to draw a connection to inverse problems, where the mea-
surement process H : X — Y is often imperfect and the observation y = Hx is corrupted
by different types of noise. Despite this analogy, the relation between DRO approaches,
inverse problems reconstruction, and regularization is currently substantially unexplored.
In this paper, we aim to make a first step to bridge this gap by designing a general DRO
framework that is flexible to be used in inverse problems. In particular, given an in-sample
estimation of the data acquisition process p* € P(X x Y) (often given as an empirical
estimation) we define a perturbation-aware DRO framework, where the ambiguity set is
constrained to all possible perturbations of p* that belong to a given class K C P(X xY).
This framework builds on Bayesian variants of DRO [15, 24]. It allows - by making suitable
choices of K - to enforce the desired robustness in the reconstruction and is ultimately
linked to specific choices for Tikhonov-type regularization. For example, by choosing
K C P(X), one could enforce robustness to perturbations of the input, while by choosing
K c{peP(XxY):puy\ € P(X) is the X-marginal of u}, one instead enforces robust-
ness with respect to perturbations in the conditional distribution of Y|X, thus mimicking
the uncertainty of the data acquisition process. Moreover, by further specifying K one
can recover robustness to prescribed distributions (e.g. Gaussian, Poisson) and impose
desired anisotropies.

In practice, we define the perturbation-aware DRO as a min-max problem where the am-
biguity set includes all perturbations of u* in K that additionally belong to the entropy-
regularized Wasserstein ball. To implement an efficient numerical method to compute re-
constructions of inverse problems we derive a (weak) dual formulation for the perturbation-
aware DRO. Although this provides only an upper bound for the problem, we believe that
under suitable assumptions a strong duality result should hold. However, we leave this
proof up to future research. This allows us to rely on a biased stochastic mirror descent
approach [17], where we follow [22] which was designed for entropy-regularized Wasserstein
DRO with no perturbation constraints. To showcase the effectiveness of our framework
for inverse problems, we present several examples. First, we set K as the family of multi-
variate Gaussian perturbations in Y'|X with varying (scalar) variance. Subsequently, we
consider the case where the Gaussian perturbations can have an arbitrary covariance ma-
trix, allowing for anisotropic perturbations and robustness. Finally, we apply our method
to solve image deconvolution problems with Gaussian and Poisson noise.

Main contributions. The main contributions of this paper can be summarized as follows:

1. We introduce a perturbation-aware DRO framework, where perturbations of an in-
sample estimated distribution are constrained to be in a set K C P(X x Y).

2. We show how this framework naturally applies to inverse problems and is amenable
to different kinds of robustness, resulting in a flexible inverse that can be applied to
measurements corrupted by any type of noise.

3. We derive a weak duality formula for the problem, enabling the design of efficient
numerical schemes. Under suitable assumptions, we believe strong duality will hold.

4. We demonstrate the effectiveness of our method for matrix inversion tasks and decon-
volution problems, by enforcing robustness in the reconstruction through different



types of Gaussian perturbations (isotropic and anisotropic).

1.1 Related works

Distributional Robust Optimization approaches have been extensively studied in recent
years [4]. While several works focused on Optimal Transport approaches [16, 13, 5, 2], a
vast literature exists also for different metrics and divergences [25, 12, 3, 22|. Bayesian
variants of DRO have been explored in several works [15, 24]. Another approach would
be to consider DRO with data augmentation [21], but we aim to give a model-based
perspective with more flexibility and theoretical guarantees. Finally, we mention that
DRO frameworks have proven useful in data-driven contexts [13, 19] and to defend against
adversarial attacks [6, 14]. Other relevant applications of DRO include Kalman filtering
[20] and fairness [23].

2 Preliminaries

2.1 Distributional Robust Optimization (DRO)

Distributional Robust Optimization (DRO) frameworks propose an adversarial approach
that, given an estimated in-sample distribution p*, can find the best parameter estimation
in © that is robust to out-of-sample distributions that belong to a given set of perturba-
tions. This is achieved by considering a min-max optimization problem, where the optimal
parameter is found by solving

min max (s, g)du(s), 1
min max [ (5. 0)dns) (1)
with a measurable loss £ : S x © — [0,00) and where B.(p*) is the set of perturbations
around the given estimated distribution p* € P(S). Note that this is typically defined
as the e-ball given a suitable discrepancy D : P(S) x P(S) — R between probability
measures.

2.2 Wasserstein distances and entropy regularization

Given a distance ¢ : S xS — [0, 0o}, the Wasserstein-1 distance W; : P(S) x P(S) — [0, c0)
between two probability measures p and v is defined as

Wi(p,v) = inf / c(s,r)dm(s,r),
mell(p,v) JSx S

where II(p, v) is the set of admissible transport plans defined as the probability measures in

Sx .S with marginals 4 and v. Moreover, we consider the entropy-regularized Wasserstein-1

distance [18], defined as

Wi(u,v) == inf / c(s,r) + dlog (dw) dm(s,r) (2)

mell(pv) J5x 8 dn
where 6 > 0 is a regularization parameter and n € P(S x S) is a reference measure. Note
that the previous minimization problem is performed on the transport plans = € II(u, v)
that are absolutely continuous with respect to n. It is well-known that the optimization
problem (2.2) is strictly convex in m € II(u,v) due to the addition of the entropy term.
This important property allows for explicit optimality conditions [18, 22], which enable
the introduction of fast algorithms [9]. For this reason, we use W¢ (u, v) as the discrepancy
in our framework.



2.3 Inverse problems

The main goal of this paper is to apply the perturbation-aware DRO problem to inverse
problems. For simplicity, assume we have a linear operator H : X — Y, representing the
data acquisition process, whose output is corrupted by noise as

y = Hx + noise. (3)

The goal of inverse problems is to reconstruct the true parameter x € X from the noisy
measurements y € Y produced as in (2.3). Crucially, this reconstruction process is often ill-
posed. This is due to H possibly being ill-conditioned or not injective, and the sensitivity of
the reconstruction process with respect to the presence of noise [11]. To solve these issues,
many approaches have been proposed, both based on classical optimization tools and data-
driven techniques [8, 1]. Notably, one can aim at approximating a good reconstruction of
x by solving a variational problem of the form

.o 1L 2
inf S|1Hz — yl + ()

where R : X — [0, o0] is a suitable regularizer, responsible for encoding a priori information
in the reconstruction. The most well-known example of such regularization is Tikhonov-
regularization, where R(x) = ||z||3. Other notable approaches are based on a Bayesian
interpretation of the problem (2.3) see, e.g. [10], where the measurement process (2.3)
induces a joint distribution P(X x Y') of parameters and (noisy) measurements and the
goal is to construct the full posterior distribution of x given y.

In this work, we propose an alternative framework based on robustness against perturba-
tionsin § =X x Y.

3 A perturbation-aware framework for DRO

This section is devoted to defining our novel framework for perturbation-aware distribu-
tional robustness. First, we prescribe the set of admissible perturbations by fixing an
a-priori family of perturbations K C P(S). The set K includes all perturbations of the
in-sample estimated distribution p* € P(S) that could be employed by an adversary in
the worst-case optimization problem in (2.1). More precisely, we consider the set of ad-
missible perturbations of the measure p* that are constructed as the second marginal of
any measure v € P(S x ) of the form

v=pu"®ms,

where 75 : S — P(S) is any conditional distribution such that 75, € K for u*-a.e. s € S.
We denote such a space by

By = {p € M(S), 2" marginal of u* ® m, : m, € K for p*-ae. s € S}.

We then consider only admissible perturbations that are inside an e-ball centered in p*
according to a given discrepancy D : P(S) x P(S) — [0,00]. This leads us to define the
following sets of admissible perturbations

Bpex(p*) == Bxk N{p € P(S): D(p*, n) < e}

In this paper, we aim to study distributionally robust optimization (DRO) settings for
perturbations defined as above. Therefore, given a parameter space ©® and a measurable
loss £: S x © — [0,00) we define the perturbation-aware DRO problem as follows.



Definition 3.1. The perturbation-aware DRO problem is defined as

inf sup / 0(s, g)du(s).
960 ueBp k(1) J S

Moreover, we choose as D the entropy-regularized Wasserstein-1 distance defined in (2.2).
This leads to the perturbation-aware W{S—DRO problem

inf sup / 0(s, g)du(s). (4)
9SO uEBys . (1) IS

We remark that the choice of W as discrepancy enables the use of efficient algorithms for
DRO optimization that rely on the specific properties of the entropic regularization [22].

3.1 Perturbation-aware DRO meets inverse problems

When dealing with inverse problems, that is, when S = X x Y, the choice of admissible
perturbations K C P(X x Y) should reflect the type of the robustness that we want to
enforce in the solution; so this is naturally a problem-dependent decision. In particular,
we adopt a Bayesian interpretation of problem (2.3) and assume that this induces a joint
distribution P(X x Y') over the joint parameter/measurement space. Therefore, when
searching for a posterior, we can look for the worst-case scenarios for different, suitably
chosen sets K. In particular, we pinpoint four different classes of perturbations that are
worth considering;:

1. X-perturbations. This case models perturbations of the input distribution (e.g.
equivariant transformations, frequency modifications or shifts). The set K is chosen
so that K C P(X).

2. Y-perturbations. This case models perturbations of the full measurements distri-
bution, or, equivalently, transformations of the output distribution. The set K is
chosen so that K C P(Y).

3. Y|X-perturbations. This case models perturbations in the conditional process
Y| X and is therefore of crucial importance for inverse problems. One main example
of such perturbations is given by the additive noise in the measurements, c.f. (2.3).
This is particularly relevant since it mimics the data acquisition process and can
be adapted to different types of noise that might be present in the measurements.
Moreover, any other form of conditional modification of measurements, such as im-
perfect forward measurements [7], belongs to this class. The set K is chosen as
Kc{peP(XxY):u% € P(X) is the X-marginal of u}.

4. X|Y-perturbations. This case is similar to the mentioned Y|X-perturbations,
but now only perturbations in the inverse conditional process X|Y are considered
instead. The set K is chosen as K C {y € P(X xY) : pj- is the Y-marginal of p}.

In this paper, we will focus on examples from class 3, due to their relevance for inverse
problems and their novelty compared to traditional DRO frameworks.



4 Upper bounds and weak duality results

In this section we derive duality results for the worst-case term in Definition 3.1:

I=  suwp / I(s, g)du(s),

NeBwf?E’K(M*) S

where we suppress the dependence on ¢ in the definition of I. Apart from its theoretical
interest, such a result will be fundamental to design an implementable algorithm to solve
(3.1). We prove the following weak duality result, under the choice of the reference measure
n = u* ®ns for a given ns : S — P(9).

Proposition 4.1. It holds that

I > inf s *
;\rglo)\e—i—/sh (N)du*(s)

where

hs(X) := sup /Sl(r,g) — Ae(s,r) — Adlog <;l,u,> dp(r). (5)

pneK s

Proof. Note that we can write I as

I= sup/sxsf(r, g)dms(r)du*(s)

Ts

where 7, € K for p* —a.e, s € S and [g [yc(s,r) + dlog (zllz;j) drms(r)du*(r) < e. Intro-

ducing the Lagrange multiplier A > 0 for such constraint we obtain that

dm
I < sup inf As—l—/ £(s,g) — Ae(s,r) — Adlo < -
me%»o[ s O AT = Ao (G

) dna(r)in 0]

Ts

dm
< inf su )\6+/ £(s,g) — Xe(s, ) — Ao < S>d7rs7“d*s]
ot swp et [ toug) < )~ Ao (7 ) () (o)

= inf [)\5 + sup. /S < /S 0(r, g) — Ae(s,r) — A log (ZZ;) dTrS(r)> d,ﬁ(s)]

dp
< inf )\E—i-/ su /Er, — Xe(s,r) — Mo < )d r) | du*(s
Inf S(ﬂeg : (r,9) = Ac(s, 1) e\ an. u(r) | dp(s)
as we wanted to prove. ]

Remark 4.2. In [22], it has been shown that if K = P(S x S), meaning no perturbation
constraints are imposed, then strong duality holds and hs(\) has an explicit expression
given by

£L(r,g)—Xc(s,r)

ha(2) = A6 /S Araelan)

5 Numerics

5.1 Algorithm description

To compute the optimal g € © solving (3.1) we rely on the (weak) dual formula for the
perturbation-aware DRO problem derived in Proposition 4.1. In particular, we numerically



solve the following optimization problem

;161(2 ili% )\5+/Shs(>\)dﬂ (s) (6)

where hg is defined as in (5.2). Thanks to Proposition 4.1, this is an upper bound for
(3.1). Note that, even if we will not prove it in the current paper, we believe that under
suitable assumptions on the set K and the loss ¢ a strong duality result would hold.

The algorithm used to compute solutions of (5.1) is adapted from [22]. Crucially, we
assume that the set K can be parametrized by a vector ¢ € @ and the objective is
differentiable with respect to q. This will be true for all the numerical examples considered
in this paper. We perform a bisection search algorithm to determine the optimal A, while
the optimal g and ¢ for a given A are found using an alternating Biased Stochastic Mirror
Descent (BSMD) algorithm.

The bisection search algorithm iteratively narrows its search interval by evaluating the
objective function at the mid- and endpoints of the current interval (using the BSMD
algorithm), adjusting the bounds based on which point results in a smaller function value.
This process continues until the interval is sufficiently small, resulting in an optimal A.

For each A\, the BSMD algorithm iteratively finds the optimal g and ¢. Every iteration,
q is first updated by adding its gradient scaled by its learning rate in a maximization
step. Afterwards, g is updated by subtracting its gradient scaled by its learning rate in
a minimization step. Both gradient updates are estimated by a Randomized Truncation
MLMC (RT-MLMC) estimator, which provides a biased gradient estimate with controlled
bias. For more details on the algorithm, we refer to [22].

5.2 Isotropic Gaussian perturbations for matrix inversion

We consider as first example the case where K is defined as
K={ux®N(Hz,0):0<oc< M}

where N(p,o) is a Gaussian with average p and covariance matrix o - Id, M is a fixed
positive constant and % is a given empirical distribution in X

2%2

Note that this choice of perturbation belongs to class 3 described in Section 3.1 and
enforces robustness against Gaussian noise.

In this experiment, we simply aim to perform matrix inversion. To this end, we consider
H to be a given matrix in R"*™ © = R™ ™ and {((x,y),9) = |lg(y) — x||3 for g € R™*™
and we aim at solving (3.1) to find the inverse of H from an initial in-sample estimation
p* € P(X xY) given by

1 N
= N Z 5(%,%) (7)
=1

where y; = Hx; + noise. Note that, by choosing as reference measure v = p% ® dy one
can compute hs = hz ) explicitly as

hiagy(\) = sup /X e =9I = Xel(.5). (.9) (8)

o€(0,M]



— XNlog [N(Hzx,0)] N(Hzx,o)(y)dydu (x).

We test the algorithm for the simple case of inverting the 2 x 2 matrix given as H = 2 1d.
We consider (z;)7% sampled uniformly in the square [0,1]> and we generate y; as Hz;.
The cost used inside W{S is simply the Euclidean distance, while the parameters are set as

0 = 0.1 and ¢ = 0.001. The optimal g,y and o,y obtained by the algorithm are

0.442  0.039

Jopt = [ 0.038  0.450 ] Topt = 0.280

and the convergence graph is reported in Figure 1.
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Figure 1: Left: entries of the reconstructed g through the iterations. Right: values of the
standard deviation o through the iterations.

Note that the discrepancy between the reconstructed inverse and the true inverse has to
be expected as a result of the regularization effect of the robust framework. This has
been shown in [2, Proposition 2| for linear regression and we expect a similar effect in our
model, resulting in an attenuation of the spectral norm of g;.

5.3 Anisotropic Gaussian perturbations for matrix inversion

In this example we consider the case where K is defined as
K={u"N(Hz,X):0<X <M}

where N(p, Y) is a Gaussian with average p and covariance matrix ¥, M is a fixed positive
constant and ;% is a given empirical distribution in X. Note that also this case belongs to
class 3 described in Section 3.1. However, it enforces robustness with respect to noise that
exhibits anisotropic behaviour. Similarly to Section 5.2, given a matrix H in R™*™ we
perform matrix inversion by solving (3.1) for £((x,y),g) = ||g(y) —z||3 and p* € P(X xY)
given as in (5.2).

Similarly to the isotropic case, by choosing as reference measure v = p% ® dy one can
compute hs = h(z 5 explicitly as in (5.2). Note that in order to preserve the constraint
0 < ¥ < M in the supremum above, we factorize X using its Cholesky decomposition.

We test the algorithm for a 2 x 2 matrix given as



We consider (;)%% sampled uniformly in the square [0,1]> and we generate y; as Hz;.

The cost in Wf is simply the Euclidean distance, while the parameters are set as § = 0.1
and € = 0.001. The optimal g,, and X,,; are

[ 0195 —0.0607 . o 0.111 —0.000107
ort = | _0.0309 0.380 |’ TP | —0.000107 0.167

and the convergence graph is reported in Figure 2. It is worth to notice that the opti-
mal perturbation in K, that is a multivariate Gaussian with covariance matrix ¥,,; has
anisotropy in the direction of the eigenvector of the maximal eigenvalues of H. This is
reported in Figure 3 and it confirms that the admissible perturbation is capturing the
deformation induced by the operator H.
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Figure 2: Left: entries of the matrix g through the iterations. Right: entries of the
covariance matrix Y through the iterations. Note that the lines for ”01” and ”10” in X
overlap.
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Figure 3: Samples from a Gaussian with average Hx and optimal covariance X,,; together
with the ellipse representing the of eigenvectors of H.

5.4 Image deconvolution

Finally we apply the framework outlined in Section 5.2 (isotropic Gaussian perturbation)
for image deconvolution. In particular, here H : R?8%28 _ R26%26 g chosen to be a
convolution operator with a 3 x 3 Gaussian filter. Given samples (xz,yl)lli({ where y;
are constructed as Hz;, we construct a robust version of a deconvolution operator. We
apply the optimal deconvolution operator to reconstruct 1) blurred MNIST images that
are additionally corrupted by Gaussian noise of standard deviation o € {0.01,0.05,0.1}



and 2) blurred MNIST images corrupted by Poisson noise where the image y; is generated
as y; ~ Pois(Hxz /o) with o € {0.01,0.05,0.1} and Hz representing the blurred MNIST
image. Parameters are set to § = 0.1 and € = 0.001. The result is reported in Figure 4,
compared to a reconstruction using an inverse with generalized Tikhonov regularization
with the Laplacian operator and regularization parameter A. The optimal regularization
parameter A is determined via bisection search, minimizing the MSE computed over the
entire MNIST dataset (rather than individual images). Error metrics based on 10000
MNIST images are reported in Table 1.

Table 1: Comparison of PADRO and generalized Tikhonov deconvolutions with different
noise levels (o) based on MSE and SSIM metrics over 10000 MNIST images.

(a) Gaussian noise

o =10.01 MSE | SSIM o =0.05 MSE | SSIM c=0.1 MSE | SSIM
PADRO | 0.0132 | 0.821 PADRO | 0.0195 | 0.707 PADRO | 0.0307 | 0.621
Tikhonov | 0.0137 | 0.754 Tikhonov | 0.0230 | 0.682 Tikhonov | 0.0340 | 0.608

(b) Poisson noise

o =10.01 MSE | SSIM o =0.05 MSE | SSIM c=0.1 MSE | SSIM
PADRO | 0.0160 | 0.846 PADRO | 0.0222 | 0.779 PADRO | 0.0254 | 0.742
Tikhonov | 0.0176 | 0.725 Tikhonov | 0.0241 | 0.668 Tikhonov | 0.0289 | 0.619

Original Noisy convolution PADRO deconv Tikhonov deconv Original Noisy convolution PADRO deconv Tikhonov deconv
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Figure 4: Deconvolution result for a given MNIST image with different noise types and
levels, compared to a Tikhonov regularized inverse.

Our framework results in a blurred reconstruction of the original MNIST image, this is an
effect of the low-complexity inverse we consider. This disadvantage is compensated for by
the fact that our framework can handle different types and levels of noise with the same
optimal deconvolution operator. It is also seen that our framework has very similar results
to the Tikhonov regularized inverse. However, the advantage of our framework is that we
learn the inverse, which can now be applied to any MNIST image corrupted by any type
of noise, while model-based regularization learns the best reconstruction for each input
individually. Our framework slightly outperforms the Tikhonov regularized inverse in all
error metrics reported in Table 1.

6 Conclusion

We have introduced the novel perturbation-aware DRO framework which can be used to
solve inverse problems and prescribe different types of robustness. This results in a flexible
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inverse that can be applied to measurements corrupted by any type of noise. Moreover,
we proved a weak duality result, allowing us to demonstrate the method numerically for
matrix inversion and deconvolution problems with promising results.
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