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Abstract. We investigate the formation of singularities in a baby Skyrme type energy model,
which describes magnetic solitons in two-dimensional ferromagnetic systems. In presence of a

diverging anisotropy term, which enforces a preferred background state of the magnetization,

we establish a weak compactness of its topological charge density, which converges to an atomic
measure with quantized weights. We characterize the Γ-limit of the energies as the total variation

of this measure. In the case of lattice type energies, we first need to carefully define a notion

of discrete topological charge for S2-valued maps. We then prove a corresponding compactness
and Γ-convergence result, thereby bridging the discrete and continuum theories.
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1. Introduction

Magnetic solitons are localized, stable solutions to nonlinear equations governing magnetic
systems which play a central role in materials science. These solitons, such as vortices, domain
walls, and chiral magnetic skyrmions, are characterized by a nontrivial topology that prevents
them from being continuously deformed into a uniform state (a trivial ground state of all such
models). Very recent real space observations of these structures on the plane (see for instance
[28, 38, 43]) have generated considerable theoretical interest. In two dimensional models for
magnetic solitons, one typically considers a magnetization field u : Ω ⊂ R2 → S2, where Ω ⊂ R2 is
open and bounded and S2 denotes the unit sphere in R3. An energy functional is then associated
to u to drive the system toward equilibrium. The choice of the energy model is often made
in order to single out one or more physical phenomenon one aims to focus on. In particular
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energy concentration on topological singularities can be effectively captured by the so-called baby
Skyrme model. This model encapsulates the interplay between energy minimization, localization,
and topological properties of solitons, and provides insight into the behavior of more complex
systems where additional interactions may be present. Its energy can be written as

(1.1) FBS(u) =
1

2

ˆ
Ω

|∇u|2 dx+ κ

ˆ
Ω

u · (∇× u) dx+ λ

ˆ
Ω

|u− n|2 dx ,

where n ∈ S2 is a fixed unit vector representing the background state and κ and λ are two positive
constants. The Dirichlet energy of u physically models the so called exchange interaction, which
favors a uniform (or slowly varying) magnetization. The second term, known as the Dzyaloshinskii-
Moriya interaction (DMI), favors twisting of the magnetic texture and stabilizes chiral structures
in magnets. The third term, associated with the Zeeman interaction, penalizes deviations of u
from the uniform state n. In this context, a soliton is characterized by a topological charge defined
as the Brouwer degree of the map u ◦ σ, where σ is the stereographic projection mapping n to ∞,
and given by

deg(u) =
1

4π

ˆ
Ω

u ·
(
∂xu× ∂yu

)
dx .

This integer corresponds to the number of times (with sign determined by the orientation) the
domain Ω is ”wrapped” around the target sphere S2. The quantization of the topological charge
translates the physic idea of topological protection: solitons cannot simply ”unwind” without en-
countering a discontinuity, which would cost an infinite amount of energy.

Topologically non-trivial energy minimizers of (1.1) have been recently associated to local min-
imizers of the micromagnetic energy [14, 15, 16, 17], and as such they have been recognized as
attractive candidates for information technology applications (see for instance [29, 42]). From a
mathematical perspective, instead, the appeal of models like the baby Skyrme one described above
lies in their balance of simplicity and richness: while the energy functionals are relatively straight-
forward, their minimizers exhibit intricate patterns and nontrivial topological features. As a result,
over the past decades, much effort has been devoted to understanding both the existence and the
qualitative properties of solitons in such models, employing tools from the calculus of variations
and geometric measure theory. In this framework the first rigorous mathematical studies of chiral
magnetic skyrmions driven by an energy of the type (1.1) goes back to [35] (see also [34]) in which
the existence of degree-one global energy minimizers in the whole plane is established. However,
a comprehensive mathematical characterization of solitons remains incomplete. Recently some
relevant results concerning the existence (under confinement or in specific topological classes) or
the optimal profile of solitons have been obtained (see for instance [23, 30, 31, 8, 27, 9, 36, 22, 37]).
Continuum models for magnetic solitons, like the baby Skyrme model, not only provide a fertile
ground for new mathematical developments and have significant practical applications, but they
also serve as crucial benchmarks for numerical simulations. The latter have already been very
helpful in uncovering a vast array of possible local minimizers (see [25, 32, 33]). However, a
mathematically rigorous transition from theoretical models to numerical applications necessitates
discretizing the problem and thus passing to a lattice formulation. The discrete framework is also
interesting in its own right, as it offers insight into the energetic behavior of classical lattice spin
systems and their variational coarse graining that occurs as the lattice spacing vanishes (see for
instance [1] and the reference therein for a recent account of this topic when the energy concen-
trates at the surface scaling). In both cases, ensuring that the discrete formulation accurately
captures the energetic structure and topological invariants of the continuum theory is a challeng-
ing task. A particularly delicate issue in the discrete setting is the definition of the topological
charge. For S1-valued maps this has been successfully done in several recent papers concerning
the variational analysis of classical spin systems like the ferromagnetic and antiferromagnetic XY
models ([2, 3, 4, 18, 19, 20, 6]), simple models for nematic liquid crystals [12] and even models
describing the emergence of dislocations in microplasticity ([5, 39]). In all these cases one can
take advantage of the well-understood description of the energy concentration phenomenon in the
Ginzburg-Landau setting (see for instance [10, 40]) and relate the computation of the degree of the
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relevant order parameter of each model to the winding number of a field defined on a lattice. This
discrete winding number is then obtained by summing the oriented phase differences along the
lattice edges, an approach that leverages the natural cyclic order of S1. By contrast S2 lacks such
a canonical ordering, making such a task harder. In this paper, our construction aims at assigning
to each lattice triangle a signed area and defines the degree as the sum of these contributions.
However, such an assignment becomes ambiguous in the case that neighbouring lattice points are
mapped into antipodal vectors on the two-dimensional sphere. We point out that such an ambi-
guity is the result of the finite resolution of the reference lattice and that more work is required
to take care of such ambiguities. To make this task even more difficult, our discrete topological
charge of a lattice spin field u needs to match the degree of its continuous interpolation leaving
both energies (of the discrete and of the continuum field) essentially unchanged. To this end,
we make use of a refined interpolation constructed on a finer lattice. The definition of discrete
topological charge is discussed in Section 5 and is one of the main contribution of this paper. To
the best of our knowledge, such a general construction appears here for the first time (see [7] for
a definition when non ambiguites occur).

In the rest of the introduction we summarise the main results of the paper. We are interested in
the onset of topological singularities and in their description through energy concentration. More
precisely, we study baby skyrmion-type energies in both continuum and discrete settings. In the
continuum formulation, for a bounded open set Ω ⊂ R2 and n ∈ S2, we consider the space of
admissible spins

U(Ω) = {u ∈ H1(R2;S2) : u(x) = n for a.e. x ∈ R2 \ Ω} ,

and define the energy obtained, for ε > 0, from (1.1) when κ = 0 and λ = 1/ε2, namely

(1.2) Fε(u,Ω) =
1

2

ˆ
Ω

|∇u|2 dx+
1

ε2

ˆ
Ω

|u− n|2 dx .

As explained in Section 3.1, one can incorporate in the analysis below also the case κε = κ 6= 0,
since the additional DMI term

´
Ω
u · (∇ × u) dx is a continuum and vanishing perturbation in

the topology chosen to perform the Γ-limit (for a detailed presentation of this notion we refer to
the monographs [11, 21]). Our first main result is the compactness Theorem 3.1 asserting that
if a sequence (uε) ⊂ U(Ω) satisfies supε Fε(uε,Ω) < +∞, then the associated topological charge
densities

q(uε) = uε · (∂xuε × ∂yuε)
converge (in the weak∗ sense of measures) to an atomic measure µ ∈ M(Ω) such that µ/(4π)
has integer coefficients. This result suggests that to track energy concentration one can define an
energy which depends on the concentration measure itself, namely Fε :M(Ω)→ [0,+∞]:

Fε(µ) = inf {Fε(u,Ω) : u ∈ U(Ω), q(uε) dx = µ} .

In Theorem 3.2 we prove that, as ε → 0, Fε Γ-converge with respect to the weak∗ topology of

M(Ω) to F :M(Ω)→ [0,+∞] which is finite on those atomic measures µ = 4π
∑N
i=1 diδxi , di ∈ Z,

on which it takes the value

F (µ) = |µ|(Ω) .

Theorem 3.2 can be seen as the extension to low energy configurations of one of the results proved
for minimizers in [37, Theorem 2.5].

In the discrete setting, the analysis becomes considerably more intricate. We consider a regular
triangular lattice Lε ⊂ R2 of spacing ε and define the set of admissible spin fields

SFε(Ω) = {u : Lε → S2 : uε ≡ n in Lε(R2 \ Ω)} .

For u ∈ SFε(Ω), we introduce its discrete energy Eε(u,Ω) given by

Eε(u,Ω) =
∑

T∈Tε(Ω)

(
Hε(u, T ) + Zε(u, T )

)
,
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where the sum is extended to all elementary triangular cells T := [i, j, k] ⊂ Ω of the lattice Lε,
and where

Hε(u, T ) =
1

2

(
|u(i)− u(j)|2 + |u(j)− u(k)|2 + |u(k)− u(i)|2

)
,

and

Zε(u, T ) =
1

2

(
|u(i)− n|2 + |u(j)− n|2 + |u(k)− n|2

)
are the exchange and anisotropy discrete energies, respectively. If on one side the form of Hε and
Zε is suggested by the straightforward discretization of the corresponding continuum energies in
(1.2), on the other side the function space where we want to consider the discrete energies requires
a nontrivial definition of discrete topological charge. As already discussed in this introduction, the
latter turns out to be one of the major challenges in this framework and it is analyzed in Section 5.
Based on that, one defines a family of admissible discrete topological charges associated with a
spin configuration u (see Definition 5.8). With that at hand, in Theorem 3.3 one proves that if a
sequence (uε) ⊂ SFε(Ω) satisfies supεEε(uε,Ω) < +∞, then, up to subsequences, any associated
discrete topological charge µε ∈Madm(Ω;uε) converges (in the weak∗ sense) to an atomic measure

µ ∈M(Ω) of the type µ = 4π
∑N
i=1 diδxi , di ∈ Z. Also in this case, the compactness result suggests

to define a concentration energy obtained optimizing a certain charge over all possible spin fields
associated to the same admissible measure. Hence we set Eε :M(Ω) → [0,+∞] to be the family
of functionals defined by

Eε(µ) = inf{Eε(u) : u ∈ SFε(Ω), such that µ ∈Madm(Ω;u)} ,

and in Theorem 3.4 we show that the sequence Eε Γ-converges with respect to the weak∗ topology
ofM(Ω) to the functional E :M(Ω)→ [0,+∞] which turns out to be finite on measures µ of the

type µ = 4π
∑N
i=1 diδxi , di ∈ Z where it takes the form

E (µ) =

N∑
i=1

ψ(di) .

Here ψ(d) is given by the cell formula in (3.5) and can be interpreted as the minimal discrete baby
Skyrme energy associated with the formation of a singularity of degree d. Also in this setting our
result is actually more general (see Section 3.1) as it extends to energies including antisymmetric
exchange interactions, namely a sum over all the elementary triangles T = [i, j, k] of the lattice of
terms of the type

Aε(u, T ) =
1

2
(Dij

ε · (u(i)× u(j)) +Djk
ε · (u(j)× u(k)) +Dki

ε · (u(k)× u(i))) ,

provided the (material dependent) interaction coefficients are of the type Dij
ε = εD(i − j). We

observe that an appropriate choice of D makes the antisymmetric exchange interaction energy
contribution the lattice analogue of the DMI interaction term considered in the continuum setting.

As a final remark we find it worth stressing that in both the continuum and the discrete set-
ting our Γ-convergence result does not give information on the optimal value of the degree of
minimizers. This appears to be a delicate question which requires a better understanding of the
interactions between the degree one minimizers, namely the magnetic skyrmions.

The rest of the paper is organized as follows. In Section 2 we introduce the basic notation
and recall essential background material on Sobolev maps, Radon measures, and the topological
degree. In Section 3 we state our main results precisely, both in the continuum and in the discrete
setting. In particular, Theorem 3.1 provides the compactness and concentration properties of the
continuum energy Fε, while Theorem 3.2 establishes its Γ-convergence. These two theorems are
then proved in Section 4 using blow-up and covering arguments. In Section 5 we develop the
discrete framework by introducing admissible interpolation regions and surfaces, which are crucial
for defining a discrete notion of topological charge (see Definition 5.8). Section 6 is then devoted
to the proof of the compactness and Γ-convergence results in the discrete setting (Theorems 3.3
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and 3.4). Finally, Appendix A and Appendix B collect several technical lemmas that underpin
the analysis throughout the paper.

2. Basic Notation

Basic Notation. We denote with S2 = {y ∈ R3 : |y| = 1} the set of unit vectors of R3 and we set
n = (0, 0, 1). Given p, q ∈ S2, we say that p, q are antipodal if p = −q. If p and q are not antipodal
we denote by γp,q : [0, 1] → S2 the unique lenght minimizing geodesic curve satisfying γ(0) = p
and γ(1) = q. With a slight abuse of notation, we denote by γp,q also the image of the curve in
S2.

We denote by {e1, e2} the standard basis of R2 and for every x ∈ R2 we set x⊥ = (−x ·e2, x ·e1).
For 0 < r < s, we denote

Br = {z ∈ R2 : |x− z| < r} , AR,r = {z ∈ R2 : r < |x− z| < R} ,

Qr =
{
z ∈ R2 : |z · ei| ≤

r

2
, for i = 1, 2

}
,

and for x ∈ R2 we set Br(x) = Br + x, Ar,R(x) = Ar,R + x and Qr(x) = Qr + x.
Given Ω an open set of R2, we denote by M(Ω) the set of real valued Radon measures on Ω

endowed with the usual notion of weak∗ convergence, and we call µ ∈M(Ω) an atomic measure if

µ =
∑
x∈E

cxδx ,

for some finite set E ⊂ R2 and some family of coefficents cx ∈ R. We also say that µ has integer
coefficents if cx ∈ Z for every x ∈ E. We observe that the set{∑

x∈E
cxδx : E finite, cx ∈ {±1}

}
is weakly∗ dense in the set of Dirac measures with integer coefficents. Given µ ∈M(Ω) and U ⊆ Ω
an open set, we define its flat norm ‖µ‖flat,U as follows:

‖µ‖flat,U = sup

ßˆ
U

φdµ : φ ∈ C∞c (U), ‖φ‖L∞(U) ≤ 1, ‖∇φ‖L∞(U) ≤ 1

™
.

Whenever ‖µ‖flat,U is finite, we can equivalently compute the right hand side of the previous
identity by taking the supremum among Lipschitz functions compactley suported in U . Note that

if (µn) ⊂M(Ω) is such that supn |µn| <∞ then ‖µn‖flat,Ω → 0 if and only if µn
∗
⇀ 0.

Topological charge. Throughout the paper, as it is customary, we set

H1(R2;S2) = {u ∈ H1(R2;R3), |u| = 1 a.e. in R2} .

Given Ω ⊆ R2 a bounded open set we then define U(Ω) ⊂ H1(R2;S2) as follows

(2.1) U(Ω) = {u ∈ H1(R2;S2), u(x) = n for a.e. x ∈ R2 \ Ω} .

For u ∈ U(Ω) we define the the topological charge density as

q(u) = u · ∂xu× ∂yu .

The topological charge or Skyrmion number of u is then given by

deg(u) =
1

4π

ˆ
R2

q(u) dx =
1

4π

ˆ
Ω

q(u) dx .

For u ∈ U(Ω)∩C1(Ω̄;S2), the quantity deg(u) corresponds to the Brouwer degree of the self map
of S2, u ◦ σ : S2 → S2, where σ is the stereographic projection mapping n to ∞. In particular,
deg(u) ∈ Z. This remains true for a general u ∈ U(Ω) by approximation, see [41] (see also [13,
Lemma A.1]). Moreover notice that for u ∈ U(Ω) it holds, by Schwarz inequality, q(u) ∈ L1(Ω) so
that q(u)dx ∈M(Ω).
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Remark 2.1. For a Lipschitz map u : R2 → R3, with |u| ≡ 1, a simple algebraic computation
shows that the Jacobian determinant,

J(u) =
»

det(∇u∗∇u)

can be expressed as

J(u) = |∂xu× ∂yu| = |q(u)| .
In particular, by the area formula it holds

(2.2)

ˆ
u(R)

#{x ∈ R : u(x) = y} dH2(y) =

ˆ
R

|q(u)|dx , for every measurable set R ⊂ R2 .

Simple regions. In the sequel we will use the follwing notion of simple region, see for instance
[24, Sec. 4.5]. Given an orientable surface M (in this paper M = S2), a relatively open and
connected subset S ⊂M is said to be a simple region on M if it is homeomorphic to the disk and
its boundary ∂S is the trace of a simple closed piecewise regular curve α : I → ∂S, being I ⊂ R
some closed interval. In this case, it is customary to say that α is positively oriented with respect
to S, if the vector h(t) = nM (α(t)) × α′(t), where nM (α(t)) is the normal vector field of M at
α(t), points toward S, that is: for every ε > 0 and every differentiable curve β : (0, ε) → S such
that β(0) = α(t) and β′(0) 6= α′(t) it holds

h(t) · β′(0) ≥ 0 .

The curve α is said to be negatively oriented with respect to S if the previous inequality holds
with the opposite sign. When M = R2, the curve α is positively oriented with respect to S, if it
parametrizes ∂S counterclockwise.

We notice that the following are simple regions of S2:

- Given three linear independent unitary vectors p1, p2, p3 ∈ S2, the geodesic triangle with
vertices p1, p2, p3, given by

S = S(p1, p2, p3) =


∑3
i=1 λipi∣∣∣∑3
i=1 λipi

∣∣∣ : λi > 0

 ⊂ S2 .

In this case ∂S =
⋃
i6=j γpi,pj .

- Given four unitary vectors p1, p2, p3, p4 ∈ S2, such that respectively p1, p3, p4 and p2, p3, p4

are linearly independent, the union of the two adjacent geodesic triangle

S = S(p1, p3, p4) ∪ S(p2, p3, p4) .

Here ∂S = γp1,p3
∪ γp3,p2

∪ γp2,p4
∪ γp1,p2

.
- For a unitary vector h ∈ S2, any hemisphere centered in h, that is

S = {q ∈ S2 : q · h > 0} .

In this latter case ∂S = {q ∈ S2 : q · h = 0}, is commonly called a great-circle of S2.

Triangular lattice. We consider the triangular lattice L ⊂ R2, given by

(2.3) L = {ae1 + bê2 : a, b ∈ Z} , where ê2 =
1

2
(e1 +

√
3e2) .

For i, j, k ∈ R2 we denote by [i, j, k] and [i, j] the closed convex hull of i, j, k and of i, j respectively.
We set T to be the family of triangles subordinated to the lattice L

T = {[i, j, k] : i, j, k ∈ L, |i− j| = |i− k| = |j − k| = 1} ,

and E to be the family of edges subordinated to the lattice L

E = {[i, j] : i, j ∈ L, |i− j| = 1} .
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For ε > 0 we consider the rescaled versions of L, T and E , namely Lε = εL, Tε = εT and Eε = εE .
For A ⊆ R2 we use the following notation:

Lε(A) = {i ∈ Lε(R2) : i ∈ A} ,
Tε(A) = {T ∈ Tε(R2) : T ⊆ A} ,
Eε(A) = {Γ ∈ Eε(R2) : Γ ⊆ A} .

In what follows, we say that a closed subset R ⊂ R2 is a ε-triangular region, or simply a
triangular region, if it is obtained as finite union of triangles in Tε.

We denote by SFε the set of spin fields:

SFε = {u : Lε → S2} .
Given Ω ⊂ R2 a bounded open set, we define, in analogy with (2.1), the following set of spin fields
satisfying a discrete Dirichlet boundary condition

SFε(Ω) = {u : Lε → S2 : uε ≡ n in Lε(R2 \ Ω)} .

3. Statment of the main results

In this paper, for a given bounded open set Ω ⊂ R2 and for ε > 0, we consider two different
types of energies: one defined for maps in H1(R2;S2) and one defined for spin fields in SFε.

More precisely, for u ∈ H1(R2;S2) we define

(3.1) Fε(u,Ω) =
1

2

ˆ
Ω

|∇u|2 dx+
1

ε2

ˆ
Ω

|u− n|2 dx .

Instead, for u ∈ SFε, we define

(3.2) Eε(u,Ω) =
∑

T∈Tε(Ω)

Hε(u, T ) +
∑

T∈Tε(Ω)

Zε(u, T ) ,

where for T = [i, j, k] ∈ Tε(R2), Hε(u, T ) and Zε(u, T ) are respectively given by

Hε(u, T ) =
1

2
(|u(i)− u(j)|2 + |u(j)− u(k)|2 + |u(k)− u(i)|2)

and

Zε(u, T ) =
1

2
(|u(i)− n|2 + |u(j)− n|2 + |u(k)− n|2) .

For notation convenience, when in the right hand side of (3.1), respectively (3.2), Ω is replaced
by some measurable set A ⊂ R2 we write Fε(u,A), respectively Eε(u,A).

Our first result is as follows.

Theorem 3.1. Let Ω ⊂ R2 be a bounded open set and let (uε) ⊂ H1(R2;S2) satisfy

sup
ε>0

Fε(uε,Ω) < +∞ .

Then, there exists an atomic measure µ ∈ M(Ω) such that (up to subsequences) q(uε)dx weak∗

converge to µ. Moreover µ
4π has integer coefficents.

Building up from Theorem 3.1 we deduce the following Γ-convergence results for the family of
functionals Fε :M(Ω)→ [0,+∞]:

(3.3) Fε(µ) = inf {Fε(u) : u ∈ U(Ω), q(uε) dx = µ} .1

Theorem 3.2. Let Ω ⊂ R2 be a bounded open set. Let F : M(Ω) → [0,∞] be the functional
defined as

F (µ) =

®
|µ|(Ω) if µ

4π is an atomic measure with integer coefficents,

+∞ otherwise.

Then, the sequence of functionals Fε Γ-converge with respect to the weak∗ topology of M(Ω) to
F as ε→ 0.

1Hereinafter the convention inf ∅ =∞ is adopted .
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Theorem 3.2 provides the protototypical result that we aim to achieve in the discrete setting.
However, in this setting a major difficulty appears already in order to give a rigorous notion of
topological charge density for a spin field u ∈ SFε. We do this by partioning the plane into
triangular regions whose boundaries do not contain pairs of nearest neighborhoods on which the
spin field u assumes antipodal values. On each of such region it is then possible to define a
proper continuos inteprolation and accordingly a notion of topological charge. Nevertheless, this
procedure cannot be free from a certain level of arbitrariness as explained below. As a consequence
we end up defining, for each u ∈ SFε, a set of admissible topological chargesMadm(Ω;uε) ⊂M(Ω)
(see Definition 5.8). We then prove the following compactness result.

Theorem 3.3. Let Ω ⊂ R2 a bounded open set and let (uε) ⊂ SFε(Ω) satisfy

sup
ε>0

Eε(uε,Ω) < +∞ .

Let (µε) ⊂ M(Ω) be a family of atomic measures such that for every ε > 0 it holds µε ∈
Madm(Ω;uε). Then, there exists an atomic measure µ ∈M(Ω) such that (up to subsequences) µε
weak∗ converge to µ. Moreover µ

4π has integer coefficents.

At last, letting Eε :M(Ω)→ [0,+∞] to be the family of functionals defined by

(3.4) Eε(µ) = inf{Eε(u) : u ∈ SFε(Ω), such that µ ∈Madm(Ω;u)} ,

we show that, for every d ∈ Z, the following quantity is well defined

(3.5) ψ(d) = lim
ε→0

Ç
inf

®
Eε(w,B1) :

w ∈ SFε(B1−3ε), s.t. there exists ζ ∈Madm(Ω;w)

with ζ(B1) = 4πd

´å
,

and we prove the following convergence result.

Theorem 3.4. Let Ω ⊂ R2 be a bounded open set. Let E : M(Ω) → [0,+∞] be the functional
defined by

E (µ) =

®∑N
i=1 ψ(di) if µ

4π =
∑
i diδxi , di ∈ Z ,

+∞ otherwise.

Then, the sequence of functionals Eε Γ-converge with respect to the weak∗ topology of M(Ω) to E
as ε→ 0.

3.1. The baby Skyrme model with diverging Zeeman term. In this paragraph we briefly
show how to extend the results stated above to cover the full baby Skyrme model both in the
continuum and in the discrete setting.

For u ∈ H1(R2;S2) the DMI energy D(u,Ω) and the full baby Skyrme energy FBS
ε (u,Ω) are

given by

D(u,Ω) =

ˆ
Ω

u · (∇× u) dx .

and

FBS
ε (u,Ω) = Fε(u,Ω) +D(u,Ω) ,

respectively. We observe that by Young’s inequality

|D(u,Ω)| ≤ 1

2
Fε(uε,Ω) + 4|Ω| ,

hence

FBS
ε (uε,Ω) ≥ 1

2
Fε(uε,Ω)− 4|Ω| .

As a result Theorem 3.1 applies with FBSε in place of Fε. We further observe that for sequences
(uε) with supε>0 Fε(uε,Ω) < +∞, by the weak L2 convergence of ∇uε and the strong L2 conver-
gence of uε to n, D(uε,Ω) vanishes. As a result Theorem 3.2 holds with FBS

ε in place of Fε.
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As for the discrete setting, for u ∈ SFε, we define the DMI interaction, or antisymmetric exchange
term, as

Aε(u,Ω) =
∑

T∈Tε(Ω)

Aε(u, T ) ,

where for T = [i, j, k] ∈ Tε we have set

Aε(u, T ) =
1

2
(Dij

ε · (u(i)× u(j)) +Djk
ε · (u(j)× u(k)) +Dki

ε · (u(k)× u(i))) ,

beingDij
ε a family of vectors in R3. Furthermore, we introduce the discrete baby Skyrme functional

EBS
ε (u,Ω) = Eε(u,Ω) +Aε(u,Ω) .

Similarly to what was noted above we have

|Aε(u, T )| ≤ 1

2
Hε(u, T ) +

2
√

3

ε2
‖Dε‖2∞|T | ,

which implies

|Aε(u,Ω)| ≤ 1

2
Hε(u,Ω) +

2
√

3

ε2
‖Dε‖2∞|Ω| .

Assuming

Dij
ε = εD(i− j), for some D : {±e1,±ê2,±(e1 − ê2)} → R3 ,

one can argue as above and conclude that both Theorem 3.3 and Theorem3.4 apply with EBS
ε in

place of Eε.

4. Concentration of topological charge

We prove Theorem 3.1 by combining a blow-up argument, proved in Lemma 4.1 and a suitable
covering argument. Throughout the section we assume Ω to be a bounded open set and (uε) ⊂
H1(Ω,S2) to be a sequence satisfying

(4.1) sup
ε>0

Fε(uε,Ω) < +∞ .

Within the proofs of the results of this section we use the symbol C to denote some universal
constant C > 0 which may depend on Ω and on supε>0 Fε(uε,Ω) and whose value may change
from line to line.

Lemma 4.1. Let (uε) ⊂ H1(R2;S2) satisfying (4.1), be such that q(uε) dx
∗
⇀ µ for some µ ∈

M(Ω). Then, µ({x}) ∈ 4πZ for every x ∈ Ω.

Proof. Let x ∈ Ω and suppose without loss of generality that x = 0. We set νε = |∇uε|2 dx ∈
M(Ω), and observe that (4.1) implies sup |νε|(Ω) < +∞. Up to a not relabelled subsequence, we

have that νε
∗
⇀ ν, for some ν ∈ M(Ω). We select a sequence of balls (Brm) with vanishing radii

such that Brm ⊂ Ω for every m ∈ N. We also require that

(4.2) µ(∂Brm) = 0 ,

and

(4.3) ν(∂Brm) = 0 ,

for every m ∈ N. Thanks to (4.2), we have

µ({0}) = lim
m→+∞

lim
ε→0

ˆ
Brm

q(uε) dx = lim
m→+∞

lim
ε→0

ˆ
B1

q(umε ) dx .

where umε : B1 → S2 is defined by umε (x) = uε(rmx). Thus in order to conclude it is enough to
show that right hand side of the previous identity belongs to 4πZ.

For the sake of brevity we set νmε = |∇umε |2dx, and denote νm the measure on B1, defined on
every measurable set A ⊂ B1 as

νm(A) = ν(rmA) .
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It is straightforward to check that νmε
∗
⇀ νm when ε→ 0. Furthermore (4.3) implies

(4.4) νm(∂B1) = 0 ,

for every m ∈ N.
Let us introduce a second familiy of parameters (ρm) ⊂ (0, 1/4), chosen in such a way that

ρm ↘ 0 and

(4.5) νm(∂B1−2ρm) = 0 , and νm(Ā1,1−2ρm) < 2−m ,

for every m ∈ N. We employ for the sake of brevity the following notation

fm,ε : (1− 2ρm, 1− ρm)→ R , fm,ε(s) :=

ˆ
∂Bs

Å
|∇umε |2 +

r2
m

ε2
|umε − n|2

ã
dH1 .

Notice that the coarea formula together with a simple change of variables and (4.1) give

C ≥ Fε(uε, rmA1−ρm,1−2ρm) ≥
ˆ 1−ρm

1−2ρm

fm,ε(s) ds .(4.6)

For every t > 0, we let
It = {s ∈ (1− 2ρm, 1− ρm) : fm,ε(s) ≤ t} .

Markov-Chebyshev inequality gives:

H1(It) ≥ ρm −
1

t

ˆ 1−ρm

1−2ρm

fm,ε(s) ds .

By letting tm,ε = 2
ρm

´ 1−ρm
1−2ρm

fm,ε(s) ds, the previous inequality and (4.6) respectively give

(4.7) H1(Itm,ε) ≥
ρm
2
, tm,ε ≤

2C

ρm
.

By applying again the coarea formula we select ρm,ε ∈ (1− ρm, 1− 2ρm) ∩ Itm,ε such thatˆ
∂Bρm,ε

|∇umε |2 dH1 ≤ 1

H1(Itm,ε)

ˆ
Itm,ε

ˆ
∂Bs

|∇umε |2 dH1 ds .

In particular, thanks to (4.1), (4.4), (4.5) and (4.7), for ε > 0 small enough, we get

(4.8)

ˆ
∂Bρm,ε

|∇umε |2 dH1 ≤ C

ρm
2−m .

Moreover, since ρm,ε ∈ Itm,ε , by (4.7) we also haveˆ
∂Bρm,ε

|∇umε |2 dH1 +
r2
m

ε2

ˆ
∂Bρ̄m,ε

|umε − n|2 dH1 = fm,ε(ρm,ε) ≤ tε,m ≤
2C

ρm
.

This, implies

(4.9)
r2
m

ε2

ˆ
∂Bρ̄m,ε

|umε − n|2 dH1 ≤ C

ρm
.

Let ũmε : ∂B1 → S2 be the rescaled maps defined by ũmε (x) = umε (ρ̄m,εx). From (4.9) we deduce
that, as ε → 0, the sequence (ũmε − n) converges to 0 strongly in L2(∂B1). Moreover, thanks to
(4.8), we have that the sequence (ũmε − n) is bounded in H1(∂B1), uniformly in ε. In view of
the embedding H1(∂B1) ↪→ C0,1/2(∂B1), we thus have that (ũmε − n) converges up to some not
relabelled subsequence uniformly in ∂B1, as ε→ 0. This in turn implies that ‖ũmε −n‖L∞(∂B1) → 0
as ε→ 0 and therefore that

(4.10) ‖umε − n‖L∞(∂Bρm,ε ) → 0

as ε → 0. Let ϕρm ∈ C∞c (B1) be such that ϕρm ≡ 1 on B1−ρm and ‖∇ϕρm‖L∞(B1) ≤ Cρ−1
m . We

then define vε : A1,ρm,ε → R3 to be

vε(x) = ϕρm(x)uε

Å
ρm,εx

|x|

ã
+ (1− ϕρm(x))n .
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From (4.10) we have |vmε | ≥ 1
2 for ε small enough. In particular, for ε small enough, the map

V mε ∈ H1(B1;R3) given by

V mε (x) =


vmε (x)
|vmε (x)| if x ∈ Aρ̄m,ε,1 ,
n if x ∈ ∂B1 ,

umε (x) if x ∈ Bρ̄m,ε .

is well defined and we have V mε ∈ U(B1). As noticed in Section 2, this providesˆ
B1

q(V mε ) dx ∈ 4πZ .

Note that ˆ
B1

q(umε ) dx =

ˆ
B1

q(V mε ) dx−
ˆ
A1,ρ̄m,ε

q(V mε ) dx+

ˆ
A1,ρ̄m,ε

q(umε ) dx ,

Hence to conclude it is enough to prove that the last two terms of the previous identity vanish in
the limit as first ε→ 0 and then m→∞. With this aim, we first observe that, Schwarz inequality,
(4.4) and (4.5) give

lim
m→∞

lim
ε→0

∣∣∣∣∣
ˆ
A1,ρ̄m,ε

q(umε ) dx

∣∣∣∣∣ ≤ lim
m→∞

lim
ε→0

ˆ
A1,1−2ρm

|∇umε |2 dx = lim
m→∞

νm(A1,1−2ρm) = 0 .

Additionally, note that for every x ∈ A1,ρm,ε we have

|∇vε(x)|2 ≤ 2|∇ϕρm(x)|2
∣∣∣∣uε Åρm,ε x|x|ã− n∣∣∣∣2 +

4ρm,ε
|x|

∣∣∣∣∇uε Åρm,ε x|x|ã∣∣∣∣2
≤ C

ρ2
m

∣∣∣∣uε Åρm,ε x|x|ã− n∣∣∣∣2 + C

∣∣∣∣∇uε Åρm,ε x|x|ã∣∣∣∣2 .
Integrating the previous inequality on A1,ρ̄m,ε and using the coarea formula and (4.8) we getˆ

A1,ρ̄m,ε

|∇vmε |2 dx ≤ C

ρm
‖umε − n‖2L∞(∂Bρm,ε ) + Cρm

ˆ
∂Bρm,ε

|∇uε|2 dH1

≤ C

ρm
‖umε − n‖2L∞(∂Bρm,ε ) + C2−m .

This implies

lim
m→∞

lim
ε→0

ˆ
A1,ρ̄m,ε

|∇vmε |2 dx = 0 .

This in turn provides

lim
m→∞

lim
ε→0

∣∣∣∣∣
ˆ
A1,ρ̄m,ε

q(V mε ) dx

∣∣∣∣∣ ≤ lim
m→∞

lim
ε→0

ˆ
A1,ρ̄m,ε

|∇V mε |2 dx

≤ 4 lim
m→∞

lim
ε→0

ˆ
A1,ρ̄m,ε

|∇vmε |2 dx = 0

and concludes the proof. �

Proof of Theorem 3.1. The existence of µ follows by weak∗ compactness. Thanks to Lemma 4.1,
to show the desired result, it is enough to prove that there exist N ∈ N and {x1, . . . , xN} ⊆ Ω
such that

(4.11) |µ|(Ω \ {x1, . . . , xN}) = 0 .

Furthermore, we can assume that (uε) ⊂ C∞(R2;S2). This follows at once, using a standard diag-
onal argument, being C∞(R2;S2) dense into H1(R2;S2) with respect to the strong H1 topology,
see [41] (see also [13, Lemma A.1 ]). For the sake of readability, we divide the proof into several
steps.
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STEP 1. We show that there exists ε0 > 0, which depends on Ω and supε>0 Fε(uε,Ω), such that
for every ε < ε0, we can construct a family of disjoint balls Bε such that

(4.12) {x ∈ Ω: |uε(x)− n|2 >
√
ε} ⊆

⋃
B∈Bε

B

and

(4.13)
∑
B∈Bε

rB ≤ C
√
εFε(uε; Ω) ,

where C > 0 is a constant depending only on Ω and for B ∈ Bε, rB denotes the radius of B. We
proceed as follows. We apply Young inequality to get

2εFε(uε; Ω) ≥ ε
ˆ

Ω

|∇uε|2 dx+
1

ε

ˆ
Ω

|uε − n|2 dx ≥
ˆ

Ω

|(uε − n)∇uε|dx =
1

2

ˆ
Ω

|∇|uε − n|2|dx .

By coarea formula, the latter providesˆ ∞
0

P ({|uε − n|2 > t}; Ω) dt ≤ 4εFε(uε; Ω) .

Thus, there exists τε ∈ (
√
ε/2,
√
ε) such that

(4.14) P ({|uε − n|2 > τε}; Ω) ≤ 8
√
εFε(uε; Ω) .

Furthermore, by Sard’s theorem we can assume τε to be such that the open set {|uε − n|2 > τε}
has smooth boundary. By the very definition of Fε we also have

(4.15) |{|uε − n|2 > τε}| ≤ 2ε
√
εFε(uε; Ω) .

Let ε0 be such that

2ε0
√
ε0 sup

ε
Fε(uε; Ω) < |Ω|/2 .

Let Mε be the number of connected components of {|uε−n|2 > τε} and denote by {|uε−n|2 > τε}n
denote the n-th. Then, for every ε < ε0, (4.15) and the relative isoperimetric inequality give

(4.16)
»
|{|uε − n|2 > τε}n| ≤ CP ({|uε − n|2 > τε}n; Ω) .

Since, for every connected open set of finite perimeter E ⊂ Ω, it holds

(4.17) diam(E) ≤ C(
»
|E|+ P (E; Ω)) ,

by combining (4.16) and (4.17), we deduce that there exists C > 0 depending only on Ω such that

(4.18) diam({|uε − n|2 > τε}n) ≤ CP ({|uε − n|2 > τε}n; Ω) .

Notice that achiving the inequality (4.17) is standard when Ω = R2, while we refer to Lemma A.2
in Appendix A to treat the slighty more delicate case when Ω is a regular bounded open set.

We follow a standard merging procedure. We denote by rn the left hand side of (4.18) and for
every n = 1, . . . ,Mε we select xn ∈ {|uε − n|2 > τ}n and let

Bε
1 = {Brn(xn) : n = 1, . . . ,Mε} .

Note that by construction we have {|uε− n|2 > τ}n ⊂ Brn(xn). If Bε
1 is made of disjoint balls we

set Bε = Bε
1. If this is not the case, we take any pair of indices n1, n2 ∈ {1, . . . ,Mε}, n1 6= n2, for

which Brn1
(xn1

) ∩Brn2
(xn2

) 6= ∅ and we consider the ball Brn1+n2
(xn1,n2

), where

xn1,n2
=

rn1

rn1
+ rn2

xn1
+

rn2

rn1
+ rn2

xn2
.

It is easy to verify that

Brn1
(xn1

) ∪Brn2
(xn2

) ⊂ Brn1
+rn2

(xn1,n2
) .

We then define

Bε
2 = {Brnk (xnk) : k 6= 1, 2} ∪ {Brn1+rn2

(xn1,n2
)} .
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If Bε
2 is made of disjoint balls we set Bε = Bε

2. Otherwise we repeat the merging procedure. We
iterate this scheme m times until we find a family of disjoint balls. We then set Bε = Bε

m. By
construction we have ∑

B∈Bε
rB =

Mε∑
n=1

diam({|uε − n|2 > τ}n; Ω) .

By combining the latter inequality with (4.14) and (4.18) we deduce (4.13). Moreover, by recalling
that τ <

√
ε, we have

{|uε − n|2 >
√
ε} ⊂ {|uε − n|2 > τ} ⊂

⋃
B∈Bε

B .

So (4.12) holds as well.

STEP 2. For every η > 0 we define a sub-family of Bε as follows:

(4.19) Bε
η = {B ∈ Bε : Fε(uε;B) > η} .

Notice that, by a simple energetic consideration, the number of balls in Bε
η is finite. Taking into

account (4.13) we conclude that the Hausdorff limit, as ε→ 0, of the set
⋃

Bεη
B̄ consists of a finite

family of points. We call them {x1, . . . , xNη}.

STEP 3. We fix φ ∈ C∞c (Ω \ {x1, . . . , xNη}). Let σ > 0 and

Ωσ = Ω \
Nη⋃
i

B̄σ(xi) .

be such that the sptφ b Ωσ. By Hausdorff convergence, there exists 0 < ε1 < ε0 such that

B ⊂
Nη⋃
i=1

Bσ(xi) , for every ε < ε1 , B ∈ Bε,
η .

Being sptφ b Ωσ, we also select 0 < ε1 < ε0 to be such that for every B ∈ Bε, with B ∩ sptφ 6= ∅
it holds B b Ωσ and we relabel ε0 = min{ε1, ε2}. Note that at this stage ε0 may depend on η and
φ. We now deduce a preliminary estimate, see (4.24) below.

In the rest of the proof we will write
⋃
B and

∑
without subscript to denote respectively the

union and the summation taken among balls in Bε \Bε
η that intersect sptφ, and we will indicate

by u1
ε and u2

ε the first two components of the vector field uε. By using the identites

q(uε) = q(uε − n) + n(∂xuε × ∂yuε)

n(∂xuε × ∂yuε) = ∇× j(u1
ε, u

2
ε) with j(u1

ε, u
2
ε) =

u1
ε∇u2

ε − u2
ε∇u1

ε

2
,

(4.20)

and Stoke’s theorem we getˆ
⋃
B

q(uε)φdx =

ˆ
⋃
B

q(uε − n)φ dx−
ˆ
⋃
B

j(u1
ε, u

2
ε)∇⊥φ dx+

∑ˆ
∂B

φj(u1
ε, u

2
ε)τ∂B dH1 .

Similarly,ˆ
Ωσ\

⋃
B

q(uε)φdx =

ˆ
Ωσ\

⋃
B

q(uε − n)φ dx−
ˆ

Ωσ\
⋃
B

j(u1
ε, u

2
ε)∇⊥φdx−

∑ˆ
∂B

φj(u1
ε, u

2
ε)τ∂B dH1 .

Notice that in the previous equalities, the sign in the last terms kept track of the boundaries
orientations. Adding up the two previous identities we obtain:ˆ

Ω

q(uε)φdx =

ˆ
Ωσ

j(u1
ε, u

2
ε)∇⊥φdx+

ˆ
Ωσ\

⋃
B

q(uε − n)φdx+
∑ˆ

B

q(uε − n)φ dx .(4.21)
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Denoting by φB the average of φ in the ball B, for every x ∈ B we have

|φ(x)− φB | ≤ 2rB‖∇φ‖L∞(Ω) , |φB | ≤ ‖φ‖L∞(Ω) .

In particular, on adding and subtracting φB and using (4.13) we get

(4.22)

∣∣∣∣∑ˆ
B

q(uε − n)φdx

∣∣∣∣ ≤ C‖∇φ‖L∞(Ω)Fε(uε,Ω)
√
ε+ ‖φ‖L∞(Ω)

∑∣∣∣∣ˆ
B

q(uε − n) dx

∣∣∣∣ .
On the other hand the second term in the right hand side of (4.21) is easily estimate thanks to
the definition of Bε:∣∣∣∣∣

ˆ
Ωσ\

⋃
B

(uε − n)(∂xuε × ∂xuε)φ dx

∣∣∣∣∣ ≤ ε1/4‖φ‖L∞(Ω)Fε(uε; Ω) .

Thanks to the energetic bound and up to subsequences (not relabelled), uε satisfiesˆ
Ω

|uiε|2 dx ≤
ˆ

Ω

|uε − n|2 dx ≤ ε2Fε(uε,Ω) , for i = 1, 2 ,

so that, Hölder inequality gives

(4.23)

∣∣∣∣ˆ
Ωσ

j(u1
ε, u

2
ε)∇⊥φdx

∣∣∣∣ ≤ C‖∇φ‖L∞(Ω)Fε(uε,Ω)ε .

By combining (4.22)-(4.23) with (4.21), we can conclude∣∣∣∣ˆ
Ω

q(uε)φdx

∣∣∣∣ ≤ CFε(uε,Ω)(‖∇φ‖L∞(Ω)(ε+
√
ε) + ‖φ‖L∞(Ω)

4
√
ε)

+ ‖φ‖L∞(Ω)

∑∣∣∣∣ˆ
B

q(uε − n) dx

∣∣∣∣ .(4.24)

STEP 4. We refine (4.24), by estimating the last term in the right hand side, assuming η small
enough. More precisely, we introduce for every B ∈ Bε \ Bε

η, the rescaled map uBε : B1 → S2

defined as

uBε (x) = uε(rB(x+ xB)) .

where xB denotes the center of B. Notice that, conformal invariance and (4.19) giveˆ
B1

q(uBε − n) dx =

ˆ
B

q(uε − n) dx and

ˆ
B1

|∇uBε |2 dx =

ˆ
B

|∇uε|2 dx ≤ η .

Furthermore, by the very definition of Bε, we have

|uBε (x)− n| ≤ ε1/4 for every x ∈ ∂B1 .

We extend (uBε (x)− n) to a map UBε : B2 → R3 in such a way that

UBε ≡ uBε − n on B1 ,

UBε constant on ∂B2 ,ˆ
B2

|∇UBε |2 dx ≤ C
ˆ

Ω

|∇uBε |2 dx ≤ CFε(uBε , B) , ‖UBε ‖L∞(B2) ≤ C‖uBε − n‖L∞(∂B1) ≤ Cε1/4 .

This can be done for instance by using a suitable reflection and cut-off procedure on the harmonic
extension of (uBε (x) − n) on B1, see Lemma A.1 for the details. By possibly taking a smaller ε0

we can define V Bε : B2 → S2 as

V Bε (x) =

{
uBε (x) if x ∈ B1 ,
UBε (x)+n
|UBε (x)+n| if x ∈ A2,1 .

Since V Bε assume a constant value on ∂B2 we have thatˆ
B2

q(V Bε ) dx ∈ 4πZ .
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On the other hand we have ‖∇V Bε ‖L2(B2) < CFε(u
B
ε , B) ≤ Cη. Therefore, up to chosing Cη < 1

it holds ˆ
B2

q(V Bε ) dx = 0 .

Exploiting (4.20) (with V Bε instead of uε) we deduce∣∣∣∣ˆ
B

q(uε − n) dx

∣∣∣∣ =

∣∣∣∣ˆ
B1

q(uBε − n) dx

∣∣∣∣ ≤ ∣∣∣∣ˆ
B2

q(V Bε − n) dx

∣∣∣∣+

∣∣∣∣∣
ˆ
A2,1

q(V Bε − n) dx

∣∣∣∣∣
=

∣∣∣∣ˆ
B2

∇× j((V Bε )1, (V Bε )2) dx

∣∣∣∣+

∣∣∣∣∣
ˆ
A2,1

q(V Bε − n) dx

∣∣∣∣∣
=

∣∣∣∣ˆ
∂B2

j((V Bε )1, (V Bε )2)τ∂B dH1

∣∣∣∣+

∣∣∣∣∣
ˆ
A2,1

q(V Bε − n) dx

∣∣∣∣∣
=

∣∣∣∣∣
ˆ
A2,1

q(V Bε − n) dx

∣∣∣∣∣ ,
where in the last equality we used the fact that V Bε is constant on ∂B2. Observe that easy
manipulation leads to

|V Bε (x)− n| ≤ Cε1/4 for x ∈ A2,1 ,

which, plugged into the previous chain of inequalities, provides∣∣∣∣ˆ
B

q(uε − n) dx

∣∣∣∣ ≤
∣∣∣∣∣
ˆ
A2,1

q(V Bε − n) dx

∣∣∣∣∣
=

∣∣∣∣∣
ˆ
A2,1

(V Bε − n) · ∂xV Bε × ∂yV Bε dx

∣∣∣∣∣ ≤ Cε1/4Fε(uε, B) .

(4.25)

STEP 5. By combining (4.25) and (4.24), and by taking the limit for ε→ 0, we deduce that∣∣∣∣ˆ φ dµ

∣∣∣∣ = lim
ε→0

∣∣∣∣ˆ φ q(uε) dx

∣∣∣∣ = 0 .

By the arbitrariness of φ ∈ C∞c (Ω \ {x1, . . . , xNη}) we conclude

|µ|(Ω \ {x1, . . . , xNη}) = 0 .

This proves (4.11). �

Proof of Theorem 3.2. Let (µε) ⊂M(Ω) be such that µε
∗
⇀ µ and lim infε Fε(µε) < C, for some

C > 0. Then by Theorem 3.1, µ is an atomic measure with coefficent in 4πZ. The lim inf inequality
then follows from the weak lower semicontinuity of the total variation of µε in Ω once observed
that, for every uε ∈ U(Ω) for which µε = q(uε) dx one also has

|µε|(Ω) =

ˆ
Ω

|q(uε)|dx ≤ Fε(uε; Ω) ,

so that, by the very definition (3.3), it holds

|µε|(Ω) ≤ Fε(µε) .

To prove the lim sup inequality it is enough to adapt some computations in [35, Lemma 3.1].
We first assume µ = 4πδ0. Let θ : R2 → S2 be the inverse stereographic projection mapping

+∞ to n, that is

θ(x) =
1

1 + |x|2
(
2x · e1, x · e2, |x|2 − 1

)
.

A straightforward computation shows that

(4.26)
1

2
|∇θ(x)|2 =

4

(1 + |x|2)2
, |θ(x)− n|2 =

4

1 + |x|2
.



16 L. BRIANI, M. CICALESE, AND L. KREUTZ

We let ε > 0 and select an auxiliary parameter λε > 0 such that limε→0 ελε = +∞. We set

θε(x) := θ(λεx) , φε(x) = n+

Å
2ε− |x|

ε

ãÅ
θε

Å
εx

|x|

ã
− n
ã
,

and

Φε(x) =
φε(x)

|φε(x)|
for x ∈ Aε,2ε .

Notice that, by (4.26)

(4.27)

∣∣∣∣θε Å εx|x|ã− n∣∣∣∣2 =
4

1 + λ2
εε

2
.

Hence, for ε small enough we have

(4.28) |φε(x)| ≥ 1

2
for x ∈ Aε,2ε ,

which implies that Φε is well defined and takes values on S2. We define uε ∈ U(Ω) as

uε(x) =


θλε(x) if x ∈ Bε ,
Φε(x) if x ∈ Aε,2ε ,
n if x ∈ Ω \B2ε .

By (4.26), (4.27) and (4.28) we have

ˆ
Bε

|∇θε|2 dx = 4π − 4π

1 + λ2
εε

2
,

1

ε2

ˆ
Bε

|θε − n|2 dx =
4π log(1 + λ2

εε
2)

λ2
εε

2
,(4.29)

ˆ
Aε,2ε

|∇Φε|2 dx ≤ C 4

1 + λ2
εε

2
+ C

λ2
εε

2

(1 + λ2
εε

2)2
,(4.30)

1

ε2

ˆ
Aε,2ε

|φε − n|2 dx ≤ C

1 + λ2
εε

2
.(4.31)

Thanks to (4.29)-(4.31) we conclude

lim
ε→0

Fε(uε,Ω) = 4π = |µ|(Ω) .

We first check that q(uε) dx
∗
⇀ dδ0 for some d ∈ R. This immediately follows from the fact that,

being sptq(uε) ⊂ B2ε, for every φ ∈ C∞c (Ω) such that 0 /∈ sptφ, it holds that

lim
ε→0

Åˆ
Ω

q(uε)φdx

ã
= 0 .

To identify d we choose φ ∈ Cc(Ω) to be constant in some ball B centered at the origin and ε so
small that B2ε b B. We haveˆ

Ω

q(uε)φ dx = φ(0)

ˆ
B

q(uε) dx = φ(u)deg(uε) = 4πφ(0) ,

since the Brower degree of uε is 1. Taking the limit for ε→ 0 we deduce d = 4π as expected.
Replacing θ with θ̄ : R2 → S2, θ̄(x) = 1

1+|x|2
(
2x⊥, |x|2 − 1

)
permits to build a recovery sequence

for µ = −4πδ0. The full Γ- lim sup result follows by a standard density argument. �

5. A discrete notion of Topological charge

The goal of this section is to define a proper notion of topological charge for a spin field, this
is done in Definition 5.8. We fix throughout this subsection ε > 0 and u ∈ SFε(Ω).
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5.1. Admissible interpolation region. The spin field u introduces a natural selection of edges
on the lattice Lε:

Nε(u) = {[i, j] : i, j ∈ Lε, |i− j| = ε, u(i) = −u(j)} ⊆ Eε , Cε(u) = Eε \ Nε(u) .

Notice that since it is not possible to have three mutually antipodal points on the sphere, we
have that every triangle in Tε contains at least one edge in Cε(u). We introduce some terminology.
We say that two triangles T, T ′ ∈ Tε are neighbors if their intersection belongs to Nε(u), and that
are connected, if there exist triangles T1, . . . , TN ∈ Tε with T1 = T and TN = T ′ and such that
Tn and Tn+1 are neighbors. Similarly, a triangular region is said to be connected if it is union
of pairwise connected triangles. We call a triangular region R ⊂ R2 an admissible interpolation
region for the spin field u, if it is connected and maximal with respect to the set inclusion and we
set

Rε(u) = {R ⊆ R2 : admissible interpolation region for u} .
Being u ∈ SFε(Ω) we have that every T ∈ Tε not compactly contained in Ω is an admissible
interpolation region for u, being u ≡ n on the vertices of T . In particular, being Ω bounded, every
admissible interpolation contains finitely many triangles. Also, it is clear from the definition that
every T ∈ Tε is contained in a unique R ∈ Rε(u). Given R ∈ Rε(u) we say that [i, j] ∈ Cε(u) is
a boundary edge of R if it is the common edge of two triangles T, T ′ ∈ Tε, such that T ⊆ R and
T ′ ⊆ R2 \ int(R).

Before proceeding further we need to show few elementary properties for the triangular regions
defined above.

R R R

Figure 1. Examples of the different possible interpolation regions R according to
Lemma 5.1. The dashed and the continuous lines denote edges in Nε(u)
and Cε(u), respectively.

Lemma 5.1. Let R ∈ Rε(u). Then, one of the following mutually exclusive conditions hold:

(i) R ∈ Tε;
(ii) every triangle T ∈ Tε, T ⊂ R has two edges in Nε(u);

(iii) there are exactly two triangles T ∈ Tε, T ⊂ R with two edges in Cε(u), all the others
triangles have two edges in Nε(u).

Proof. Suppose that R is not a triangle, so that (i) does not hold. Replacing every triangle T
with a vertex and every edge Nε(u) with an arc, we obtain a connected planar graph (see Figure
2) with finitely many arcs in which every vertex has at most degree two (being the degree of a
vertex the number of edges that are incident to that vertex). For such a graph it is easy to show,
by induction, that the set of vertices with degree one is either empty or contains two elements. If
the first case occurs then (ii) holds, otherwise (iii) holds.

�

Lemma 5.2. Let R ∈ Rε(u).
Then, the set

{u(i) : i ∈ Lε, i ∈ Γ for some Γ ∈ Nε(u), Γ ⊂ R} .
is either empty or contains exactly two antipodal points of S2.
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R

Figure 2. Construction of the planar graph in the proof of Lemma 5.1 (same notation
as in Figure 1).

Proof. Suppose that R is not a triangle, since otherwise the statement is trivial. We consider the
same planar graph as defined in the proof of Lemma 5.1 above. For every pair of adjancent arcs of
such a graph the corresponding edges in Nε must intersect in some point of Lε(R). By exploiting
this property, toghether with the connectedness of the graph and the definition of Nε(u), it is easy
to conclude. �

Lemma 5.3. Let R ∈ Rε(u). Then u(Lε(R)) contains at most four points.

Proof. It follows immediately by combining Lemma 5.1 and Lemma 5.2. �

Lemma 5.4. Let R ∈ Rε(u) and T ∈ Tε, T ⊂ R. The the following facts hold:

(a) if T has a single edge in Nε(u), then it contains at least a boundary edge of R;
(b) if T has a single edge in Nε(u) and u(Lε(R)) contains four points, then T contains two

boundary edges of R.

Proof. We prove (a). To fix the notation we suppose T = [i, j, k] and Γ1 = [i, j], Γ2 = [i, k],
u(j) = −u(k) and u(i) /∈ {u(j), u(k)}. We need to show that at least one between Γ1 or Γ2 is a
boundary edge of R. Assume by contradiction that this is not the case. This means that given
T1, T2 ∈ Tε such that

T1 ∩ T = Γ1 , T2 ∩ T = Γ2 ,

we have T1, T2 ∈ Tε(R). By Lemma 5.1 either T1 contains exactly two edges in Nε(u) or T2 does.
In any case i is the endpoint of some edge in Nε(u), contained in R. By Lemma 5.2 this implies
u(i) ∈ {u(j), u(k)} which is a contradiction.

Let us prove (b). With the same notation as above and by (a), we can assume that, for instance,
T1 ⊆ R2 \ intR. Then, suppose by contradiction T2 ⊆ R. Arguing as above we deduce that T2

cannot contains exactly two edges of Nε(u). On the other hand, suppose that it contains exactly
one edge of Nε(u). Then by Lemma 5.1, T and T2 are the only two triangles having only one edge
in Nε(u). By Lemma 5.2, this implies that u(Lε(R)) contains three elements, which is not the
case. Therefore, T2 contains no edges of Nε(u). But this contradicts T ⊂ R. Hence, the lemma is
proved. �

Lemma 5.5. Let R ∈ Rε(u) and assume that u(Lε(R)) contains four points. Suppose i, j ∈ Lε
are such that [i, j] ⊂ R and u(i) /∈ {u(j),−u(j)}, then [i, j] is a boundary edge for R.

Proof. Let k ∈ Lε be such that [i, j, k] ⊂ R. Notice that it cannot be [i, k] ∈ Nε(u) and [j, k] ∈
Nε(u) since otherwise we would have u(i) ∈ {u(j),−u(j)}. The conclusion then follows by point
(b) in Lemma 5.4. �
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5.2. Admissible interpolations surfaces. For every R ∈ Rε(u), we consider the cone generated
by the set u(Lε(R)), that is:

coneR(u) =

 ∑
w∈u(Lε(R))

λww : λw ≥ 0

 .

We call SR(u) ⊆ S2 an admissible interpolation surface for u in R if one of the next conditions is
satisfied. If coneR(u) is not a linear subspace of R3, we require

(5.1) SR(u) =


∑
w∈u(Lε(R)) λww∣∣∣∑w∈u(Lε(R))| λww

∣∣∣ : λw ≥ 0,
∑

w∈u(Lε(R))

λw > 0

 .

If coneR(u) is a linear subspace of R3, we require

(5.2) SR(u) =


∑
w∈u(Lε(R)) λww + τh∣∣∣∑w∈u(Lε(R))| λww + τh

∣∣∣ : λw, τ ≥ 0,
∑

w∈u(Lε(R))

λw + τ > 0

 .

for some h ∈ S2 orthogonal to coneR(u).

The next lemma deals with the elementary characterization of the admissible interpolation
surfaces.

Lemma 5.6. Let R ∈ Rε(u) and SR(u) ⊆ S2 be an admissible interpolation surface for u in R.
Then SR(u) is either a semi great-circle or an arc of geodesic or a geodesic triangle or the union
of two adjacent geodesic triangle or an hemisphere.

Proof. Let N be the number of points in u(Lε(R)). Assume N = 1, then SR(u) is a single point.
Assume N = 2. Here we distinguish two cases. Either u(Lε(R)) = {p,−p} for some p ∈ S2. Then
SR(u) is determined as in (5.2), for some h ∈ S2, such that h · p = 0, and it is straightforward to
verify that

SR(u) =

ß
λp+ τh

|λp+ τh|
: τ, λ ≥ 0, τ + λ > 0

™
∪
ß −λp+ τh

| − λp+ τh|
: τ, λ ≥ 0, τ + λ > 0

™
.

This provides

SR(u) = γp,h ∪ γ−p,h ,
that is SR(u) is a semi great-circle. Otherwise, u(Lε(R)) = {p, q} for some p, q ∈ S2 with p 6= −q.
In this case, SR(u) is an arc of geoedesic, precisely:

SR(u) = γp,q .

Assume N = 3, then u(Lε(R)) = {p1, p2, p3} for some pn ∈ S2. If the pn’s are linearly
independent then (5.1) holds, and SR(u) is uniquely determined as the geodesic triangle with
vertices p1, p2, p3, that is:

SR(u) = S(p1, p2, p3) .

If the pn’s are not linearly independent, then we distinguish again two cases: either coneR(u) is
an hyperplane or it is not. In the first case SR(u) is an hemisphere centered at h ∈ S2, where h
is orthogonal to coneR(u), otherwise we have that SR(u) is a semi great-circle or a geodesic arc,
specifically:

SR(u) =

®
γp,q ∪ γ−p,q if u(Lε(R)) = {−p, p, q} ,
γpi,pj otherwise, where pi · pj ≤ pk · pl for all l 6= k .

Recalling Lemma 5.3, it remains only to discuss the case where u(Lε(R)) = {p1, p2, p3, p4} for some
pn ∈ S2. By definition of R we can assume that p1 = −p2. Then, if coneR(u) is an hyperplane,
SR(u) is an hemisphere centered at h ∈ S2, where h is orthogonal to coneR(u). If coneR(u) is
not an hyperplane, but it lies on an hyperplane then SR(u) is the semi great circle connecting p1

to −p1 and passing through p3 and p4. At last, if coneR(u) does not lie on a hyperplane, then
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p1, p3, p4 are linearly independent as well as p2, p3, p4. In this case (5.1) holds, and being p1 = −p2,
it holds

SR(u) =

ß
λ1p1 + λ3p3 + λ4p4

|λ1p1 + λ3p3 + λ4p4|
: λi ≥ 0, λ1 + λ3 + λ4 > 0

™
∪
ß
λ2p2 + λ3p3 + λ4p4

|λ2p2 + λ3p3 + λ4p4|
: λi ≥ 0, λ2 + λ3 + λ4 > 0

™
,

which gives

SR(u) = S(p1, p3, p4) ∪ S(−p1, p3, p4) .

that is SR(u) is the union of two adjacent geodesic triangles. �

p1

p2

p3 p4
p1

p2
p3

p4

p1
p2p1

p2 p3

Figure 3. The region SR(u) in the cases N = 2, 3, 4.

In view of Lemma 5.6 above and recalling the discussion in Section 2, we have that the relative
interior of every admissible surface SR(u) for u in R with H2(SR(u)) > 0 is a simple region on S2.
In fact, the spin field u induce a natural orientation on ∂SR(u) as we show below.

We find it convenient convenient to introduce some more terminology. Let R ∈ Rε(u) and
Γ = [i, j] ∈ Cε(u) a boundary edge of R. We say that [i, j] is oriented from i towards j, and we
write [i, j] = (i, j)R, if the lattice point k ∈ Lε obtained by rotating counterclockwise the edge
[i, j] around i is such that the triangle [i, j, k] lies in R (see Figure 4). Otherwise we say that it is
oriented from j to i and we write [i, j] = (j, i)R. We define the geodesic curve

(5.3) γΓ,R, u : [0, 1]→ S2, γΓ,R, u(t) =

®
γu(i),u(j)(t) if Γ = (i, j)R ,

γu(j),u(i)(t) if Γ = (j, i)R .

Given two oriented boundary edges of R, (i, j)R and (j, k)R we say that (i, j)R precedes (j, k)R,
and we write (i, j)R ≺R (j, k)R, if [i, j] can be obtained by rotating in the counterclockwise
direction [j, k] around j without intersecting R2 \ R. It is then easy to verify that for every Γ
boundary edge of R there exist unique Γ1 Γ2 boundary edges of R such that Γ1 ≺R Γ ≺R Γ2, and
that it is not possible to have Γ ≺R Γ.

i j

kR

Figure 4. The edge (i, j)R precedes the edge (j, k)R.
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Lemma 5.7. Let R ∈ Rε(u) and SR(u) ⊆ S2 be an admissible interpolation surface for u in R.
Assume H2(SR(u)) > 0. Then, the relative interior of SR(u) is a simple region on S2. Moreover
there exist Γ1, . . . ,ΓN ∈ Cε(u) boundary edges of R with N = 3, 4, and

Γ1 ≺ · · · ≺ ΓN ≺ Γ1 ,

such that, the curve

γR, u : [0, N ]→ S2 ,

γR, u(t) = γΓm+1 , R, u(t−m) , if t ∈ [m,m+ 1] , 0 ≤ m ≤ N − 1 .

is a parametrization of the relative boundary of SR(u).

Proof. The first part of the lemma can be deduced by Lemma 5.6 as already noticed. In particular
either SR(u) is a geodesic triangle or the union of two adjacent geodesic triangles or an hemisphere.
Let N be the number of points in u(Lε(R)). We can assume that either N = 3 or N = 4, since
otherwise the condition H2(SR(u)) > 0 is violated (see the proof of Lemma 5.6).

We discuss the first case, in particular either SR(u) is a geodesic triangle or an hemisphere and

u(Lε(R)) = {w1, w2, w3} , with wn 6= −wm for n,m ∈ {1, 2, 3} .

The latter implies thatR ∈ Tε (since it does not contains edges inNε(u)). In particularR = [i, j, k],
for some lattices points i, j, k ∈ Lε and [i, j], [j, k], [i, k] are all boundary edges of R. Up to
relabelling indices we can assume [i, j] = (i, j)R, [j, k] = (j, k)R, [i, k] = (k, i)R. By setting
Γ1 = [i, j], Γ2 = [j, k] and Γ3 = [i, k], we conclude.

Assume instead that N = 4. By referring again to the proof of Lemma 5.6 we deduce that

u(Lε(R)) = {w1, w2, w,−w} .

with wn 6= ±w for n ∈ {1, 2} and that SR(u) is either the union of the geodesic triangle with
veritces S(w,w1, w2) and S(−w,w1, w2) when coneR(u) is not a linear subspace, or an hemisphere
when coneR(u) is an hyperplane.

By definition of R, there exist i, j, k ∈ Lε such that [i, j, k] ⊂ R and [i, k] ∈ Nε(u), with
u(j) = w1, u(i) = w and u(k) = −w. Exploiting Lemma 5.4 we deduce that [i, j] and [j, k] are
boundary edges of R. Similarly, there exist i′, j′, k′ ∈ Lε such that [i′, j′, k′] ⊂ R, u(j′) = w2,
u(i′) = w and u(k′) = −w, and we can infer that [i′, j′] and [j′, k′] are boundary edges of R as
well. Moreover, Lemma 5.2 gives {u(i), u(k)} = {u(i′), u(k′)}, while combining Lemma 5.1 and
Lemma 5.2 we get u(Lε(R)) \ {u(j), u(j′)} = {−w,w}. Up to relabelling indices, we can assume
that [i, j] = (i, j)R, [j, k] = (j, k)R and [i′, j′] = (i′, j′)R, [j′, k′] = (j′, k′)R.
Now, we consider the sequence (Γk) of boundary edges, inductively defined as

Γ1 = [j, k] , Γn ≺R Γn+1 .

Since R contains a finite union of boundary edges, it has to be Γn0
≺R Γ1, for some n0 > 0, that

is Γn0
= (i, j)R. On the other hand u does not take antipodal values on the endpoints of each Γn.

Hence, there exists n1 ≤ n0−1 such that Γn1
= (m, l)R, u({m, l}) = {u(i), q} and q /∈ {u(k), u(i)}.

This forces q = u(j′) and so Γn1 = (j′, k′)R. As a consequence Γn1−1 = (i′, j′)R. In conclusion
the following order holds true:

Γ1 = (j, k)R ≺R · · · ≺R Γn1−1 = (i′, j′)R ≺R Γn1

= (j′, k′)R ≺R · · · ≺R Γn0
= (i, j)R ≺R (j, k)R = Γ1 .

Notice that for every 1 ≤ n ≤ n0, n /∈ {1, n1−1, n1, n0} the set u(Lε(Γn)) is a singleton. Therefore,
by setting

Γn1−1 = Γ2 , Γn1
= Γ3 , Γn0

= Γ4 ,

we get

γR,u([0, 4]) = γw1w ∪ γww2 ∪ γ−ww2 ∪ γ−ww1 ,

which proves the lemma. �
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5.3. Discrete topological charge. This subsection is devoted to the definition of discrete topo-
logical charge and to prove some properties of the spherical extension of a spin field having such
charge.

Definition 5.8 (Discrete topological charge). Let ε > 0 and u ∈ SFε(Ω). An atomic measure
µ ∈ M(Ω) is called an admissible topological charge for the spin field u, briefly µ ∈ Madm(Ω;u),
if

µ =
∑

R∈Rε(u)

cR δxR ,

and the following conditions holds:

(i) xR ∈ int(R);
(ii) cR = σ(γR,u, SR(u))H2(SR(u)), where SR(u) is an admissible interpolation surface for u

in R, σ(γR, SR(u)) ∈ {1,−1} and whenever H2(SR(u)) > 0 it holds σ(γR, SR(u)) = 1
if the curve γR,u given in Lemma 5.7 is positively oriented with respect to SR(u), while
σ(γR,u, SR(u)) = −1 otherwise.

In what follows we show that if µ ∈Madm(Ω, u) we can construct an interpolation vector field
u) ∈ U(Ω), such that u) = u on Lε and for which q(u) )dx is close in flat norm to µ.

Theorem 5.9. Let Ω ⊂ R2 be a bounded open set, u ∈ SFε(Ω) and µ ∈ Madm(Ω;u), be given,
according to Definition 5.8, by

µ =
∑

R∈Rε(u)

σ(γR,u, SR(u))H2(SR(u))δxR .

Then, there exists u) ∈ U(Ω), such that u) = u on Lε and

(5.4)
1

2

ˆ
Ω

|∇u) |2 dx ≤ C1Hε(u,Ω) , and
1

ε2

ˆ
Ω

|u) − n|2 dx ≤ C1 Zε(u,Ω) ,

where C1 > 0 is a universal constant. Moreover, for every R ∈ Rε(u) we have

(5.5)

ˆ
R

q(u) ) dx = σ(γR, SR(u))H2(SR(u)) .

Finally, µ(R2) ∈ 4πZ and

(5.6) ‖q(u) )dx− µ‖flat,Ω ≤ C2 ε(Hε(u,Ω) + 1)Hε(u,Ω) ,

where C2 > 0 is a universal constant.

Proof. For the sake of readability we split the proof into different steps; the symbol C denotes a
universal constant, which may depend on Ω and whose value may change from line to line.

STEP 1. First, we define a linear interpolation v : R2 → R3 of the spin field u. For every edge
Γ = [i, j] ∈ Cε(u) we define uΓ ∈ S2 as

uΓ =
u(i) + u(j)

|u(i) + u(j)|
.

Note that uΓ is well defined being Γ ∈ Cε(u) and that it holds

(5.7) uΓ · u(i) ≥ 0 and uΓ · u(j) ≥ 0 .

Then, for every R ∈ Rε(u), we select uR ∈ SR(u) in such a way that

(5.8) uR · z ≥ 0, for every z ∈ SR(u) .

This can be done by exploiting Lemma B.1. We consider an auxiliary lattice of points L′ε ⊂ R2

(see Figure 5)

L′ε = Lε ∪ Lcε ∪ Lmε ,

where

Lcε = {xT : T ∈ Tε} , Lmε = {xΓ : Γ ∈ Eε} .
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and above xT and xΓ denote respectively the center of the triangle T and the midpoint of the
edge Γ. Correspondingly, we define the family of triangles T ′ε subordinated to L′ε as

Figure 5. Subdivision of an elementary cell of Lε into cells of L′
ε. The points of Lm

ε are
indicated in white, while those in Lc

ε are indicated in gray.

T ′ε =

ß
[i, j, k] : i ∈ Lε, j ∈ Lcε, k ∈ Lmε , |i− k| =

ε

2
, |i− j| = ε√

3
, |j − k| = ε

2
√

3

™
.

We extend, without relabelling it, the spin field u to a map u : L′ε → S2 defined by setting for
every i ∈ L′ε

(5.9) u(i) =


u(i) if i ∈ Lε ,
uR if i ∈ Lcε, i ∈ R, with R ∈ Rε(u) ,

uΓ if i ∈ Lmε , i ∈ Γ, and Γ ∈ Cε ,
uR if i ∈ Lmε , i ∈ Γ, and Γ ∈ Nε .

Note that taking advantage of (5.7) and (5.8), for every [i1, i2, i3] ∈ T ′ε , with i1 ∈ Lε, i2 ∈ Lcε, i3 ∈
Lmε , we have

(5.10) u(in) · u(im) ≥ 0

for every n,m = 1, 2, 3. We define v : R2 → R3 to be the continuous and piecewise affine map
defined in every T ∈ T ′ε as the unique affine map that satisfies v ≡ u on the vertices of T . For
every x ∈ R2 we have

(5.11) |v(x)| ≥ 1√
3
.

Indeed, for every T = [i1, i2, i3] ∈ T ′ε , with i1 ∈ Lε, i2 ∈ Lcε, i3 ∈ Lmε and for every x ∈ T it holds

v(x) =

3∑
n=1

λnu(in) ,

where λ1, λ2, λ3 ∈ (0, 1) and λ1 +λ2 +λ3 = 1. In particular, Jensen’s inequality and (5.10) provide

|v(x)|2 =
∑
n

λ2
n +

∑
n 6=m

λnλmu(in) · u(im) ≥ 1

3
+
∑
n 6=m

λnλmu(in) · u(im) ≥ 1

3
,

which is (5.11). Moreover, we note that

(5.12) |∇v(x)| ≤ Cε−1 for x ∈ R2 ,

which follows since v is a piecewise affine interpolation on the lattice L′ε of values in S2.
Now, let us show that the following hold:

(5.13)
1

2

ˆ
Ω

|∇v|2 dx ≤ C1Hε(u,Ω) , and
1

ε2

ˆ
Ω

|v − n|2 dx ≤ C1 Zε(u,Ω) .
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With this aim let R ∈ Rε(u). We distinguish two cases. Suppose that for some T = [i, j, k] ∈ Tε,
T ⊂ R there holds u(i) · u(j) ≤ 0. Then, an explicit computation shows 1 ≤ Hε(u, T ) and
1
2 ≤ Zε(u, T ). Summing over all triangles T ⊂ R, using (5.12) we get

(5.14)
1

2

ˆ
R

|∇v|2 dx ≤ C Hε(u,R) ,
1

ε2

ˆ
R

|v − n|2 dx ≤ C Zε(u,R) .

Suppose instead that R ∈ Rε and that for every T = [i, j, k] ∈ Tε, T ⊂ R it holds u(i) · u(j) >
0. Then R = [i1, i2, i3] for some i1, i2, i3 ∈ Lε and coneR(u) is not a linear subspace of R3.
Accordingly, for T ′ ∈ T ′ε , T ′ ⊂ T , given as

T ′ = [i1, j1, k1] , where j1 =
i1
2

+
i2
2
, k1 =

i1
3

+
i2
3

+
i3
3
,

taking into account of (5.9), we have

u(j1) =
u(i1) + u(i2)

|u(i1) + u(i2)|
, u(k1) =

∑3
n=1 µnu(in)∣∣∣∑3
n=1 µnu(in)

∣∣∣ , where 0 < µ1, µ2, µ3 < 1 and

3∑
n=1

µn = 1 .

An elementary computation shows that

|u(i1)− u(j1)| ≤ C |u(i1)− u(i2)| , |u(i1)− u(k1)| ≤ C(|u(i1)− u(i2)|+ |u(i1)− u(i3)|) .

The latter implies

|∇v(x)|2 ≤ C

ε2

(
|u(i1)− u(j1)|2 + |u(i1)− u(k1)|2 + |u(j1)− u(k1)|2

)
≤ C

ε2
Hε(u, T ) .

for every x ∈ T . On the other hand

|v(x)− n|2 ≤ C(|u(i1)− n|2 + |u(j1)− n|2 + |u(k1)− n|2) ≤ C Zε(u, T ) .

These inequalities provide

(5.15)
1

2

ˆ
R

|∇v|2 dx ≤ C Hε(u,R) , and
1

ε2

ˆ
R

|v − n|2dx ≤ C Zε(u,R) .

By combining (5.14) and (5.15) we get (5.13).

STEP 2. We define u) : R2 → S2 as u) = v
|v| . Taking into account (5.11), (5.12) and (5.13) we have

that u) is a well defined Lipschitz continuous map, u) ∈ U(Ω) and (5.4) holds. Furthermore, we
have that u) restricted to every R ∈ Rε(u) satisfies

(5.16) u) (R) = SR(u) , and #{x ∈ R : u(x) = y} = 1 for H2-a.e. y ∈ SR(u) .

as it can be deduced by the definition of SR(u) (we refer the reader to Lemma B.2 for a detailed
proof of these latter elementary identities).

Next we prove (5.5). Let R ∈ Rε(u). When H2(SR(u)) = 0, formula (5.5) follows at once by
using (5.16) and the area formula (2.2). Hence, we can assume H2(SR(u)) > 0. Notice that for
every A ∈ R3×2 and b ∈ R3, one has

q(Ax+ b) = b · (A1 ×A2) and q

Å
Ax+ b

|Ax+ b|

ã
=
b · (A1 ×A2)

|Ax+ b|3
if |Ax+ b| > 0 .

Thus, for every T ∈ T ′ε , q(u) ) is either identically null or has constant sign. In fact, we claim the
following

(5.17) for every T ′ ∈ T ′ε , T ′ ⊂ R either q(u) ) ≡ 0 in T ′ or sign(q(u) )) ≡ σ(γR, R) in T ′ .

To prove the claim, assume σ(γR, SR(u)) positive (the other case being similar) and T ′ ∈ T ′ε (R).
By construction, there is a unique Γ ∈ Eε such that Γ = [i, j] contains one edge of T ′. We thus
have three possibilities. If Γ ∈ Nε(u), taking into account (5.9), we note that v interpolates in T ′

between only two values. This implies q(v) ≡ 0 on T ′, hence q(u) ) ≡ 0 on T ′ as well. Similarly,
if Γ ∈ Cε(u) and u(i) = u(j), we deduce q(u) ) ≡ 0 on T ′. Suppose instead that Γ ∈ Cε(u) and
u(i) 6= u(j). Notice that being H2(SR(u)) > 0 either R is a triangle or u(Lε(R)) contains four



CONCENTRATION IN MAGNETIC SKYRMIONS 25

points (see Lemma 5.6). Therefore, by Lemma 5.5, Γ is a boundary edge of R. Using the notation
from the previous subsection we suppose for instance that Γ = (i, j)R, and we let

τ =
j − i
|j − i|

.

Let x be a point in the relative interior of Γ with x ∈ T ′. For δ > 0 small enough and i = 1, 2 we
consider the curves αi : (0, δ)→ R and βi : (0, δ)→ S2 defined as

α1(s) = x+ sτ , α2(s) = x+ sτ⊥ ,

βi(s) = u) ◦ αi(s) for i = 1, 2 .

Note that the curve β1 is a geodesic and in particular there exists t ∈ (0, 1) and λ > 0 such that

γΓ,R,u(t) = u) (x) , γ′Γ,R,u(t) = λ∇u) (x)τ ,

being γΓ,R,u defined as in (5.3). Note moreover that the curve β2 takes values in SR(u) and satisfies

β(0) = u) (x) , β′(0) = ∇u) (x)τ⊥ .

Recalling our assumption on the coefficent σ(γR, SR) we have

0 ≤ (γΓ,R,u(tx)× γ′Γ,R,u(tx)) · β(0) = (u) (x)× λ∇u) (x)τ) · ∇u) (x)τ⊥ = λ|τ |2q(u) )(x) .

By the arbitrariness of x, q(u) ) is positive on Γ∩ T ′ and from what noticed above, it is positive on
T ′. Thus, (5.17) is proved.
The identity (5.5) is now a simple consequence of (5.16) and (2.2):

H2(SR(u)) =

ˆ
R

|q(u) )|dx =
∑

T∈T ′ε , T⊆R

ˆ
T

sign(q(u) ))q(u) ) dx

=
∑

T∈T ′ε , T⊆R

σ(γR, R)

ˆ
T

q(u) ) dx = σ(γR, R)

ˆ
R

q(u) ) dx .

This implies also that µ(R2) ∈ 4πZ.

STEP 3. At last we show (5.6). Let φ ∈ Lip(Ω) with ‖∇φ‖L∞(Ω) ≤ 1. From the previous step of
the proof we have∣∣∣∣ˆ

Ω

φ q(u) ) dx−
ˆ

Ω

φ dµ

∣∣∣∣ ≤ ∑
R∈Rε(u)

∣∣∣∣ˆ
R

φ q(u) ) dx− σ(γR, SR)H2(SR)φ(xR)

∣∣∣∣
=

∑
R∈Rε(u)

∣∣∣∣ˆ
R

q(u) )(x)(φ(x)− φ(xR)) dx

∣∣∣∣
≤

∑
R∈Rε(u)

diam (R)‖∇φ‖L∞(Ω)

ˆ
R

|∇u) |2 dx .

Since diam(R) ≤ Cε(#{Γ ∈ Nε : Γ ⊂ R} + 1) and #{Γ ∈ Nε : Γ ⊂ R} ≤ Hε(u,R) we get
(5.6). �

6. Concentration of discrete topological charge

The aim of this section is to prove Theorem 3.3 and Theorem 3.4. Therefore, for a given Ω ⊂ R2

bounded and regular open set, we consider sequences of spin fields (uε) ∈ SFε(Ω) such that

sup
ε>0

Eε(uε,Ω) <∞ .

Within the proofs of the results of this section we use the symbol C to denote some universal
constant C > 0 which may depend on Ω and on supε>0Eε(uε,Ω) and whose value may change
from line to line. We start with the proof of the compactness result, which is an easy consequence
of Theorem 5.9 and Theorem 3.1.
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Proof of Theorem 3.3. Let u)

ε ∈ U(Ω) be defined from uε as in Theorem 5.9. By (5.4), we have

sup
ε>0

Fε(u

)

ε,Ω) <∞ .

By Theorem 3.1, up to subsequences, q(u)

ε)dx
∗
⇀ µ as ε → 0, where µ ∈ M(Ω) is an atomic

measure with coefficents in 4πZ. By taking the limit as ε → 0 in (5.6) written for u) = u)

ε and

µ = µε, we deduce that, up to subsequence, µε
∗
⇀ µ as well. This concludes the proof. �

We define φε : (3ε,+∞)× Z× R2 → [0,+∞] as
(6.1)

φε(s, d, x) = inf

®
Eε(w,Bs(x)) : w ∈ SFε, s.t.

w ≡ n, in Lε(R2 \Bs−3ε(x)) ,

ζ(Bs(x)) = d , for some ζ ∈Madm(Ω;w)

´
.

In order to prove Theorem 3.4 we begin with the following Lemma.

Lemma 6.1. φε(s, d, x) does not depend on x. Moreover the limit limε→0 φε(s, d, x) exists, and
it does not depend on s.

Proof. First, we notice that φε(T, d, x) ≤ φε(t, d, x), for every T > t > 3ε. On the other hand, for
every x ∈ R2 let us set ax1 , a

x
2 ∈ R to be such that x = ax1e1 + ax2 ê2, where ê2 is given as in (2.3)

and set xε ∈ Lε to be

xε = ε

õ
ax1
ε

û
e1 + ε

õ
ax2
ε

û
ê2 .

Notice that |x − xε| < 2ε. In particular we get that, every spin field which is admissible for
φε(s, d, x) is admissible also for φε(s+ 2ε, d, xε), and viceversa every admissible test spin field for
φε(s, d, xε) is admissible for φε(s+ 2ε, d, x). This and the aforementioned monotonicity imply:

φε(s, d, x) ≤ φε(s+ 2ε, d, xε) ≤ φε(s, d, xε) ,
and

φε(s, d, xε) ≤ φε(s+ 2ε, d, x) ≤ φε(s, d, x) ,

A simple translation argument also shows that

φε(s, d, xε) = φε(s, d, 0) .

Hence, for every s > 0 and x ∈ R2, it holds

φε(s, d, x) = φε(s, d, 0) ,

proving that φε(s, d, x) does not depend on x.
From now on, we assume x = 0. Now we select (ε1

n) and (ε2
n) vanishing sequences such that

lim
n→∞

φε1n(s, d, 0) = lim inf
ε→0

φε(s, d, 0) , lim
n→∞

φε2n(s, d, 0) = lim sup
ε→0

φε(s, d, 0) ,

and
ε1
n � ε2

n .

Let wn,1 ∈ SFε1n be admissible for φε1n(s, d, 0). We consider the rescaled spin field wn,2 ∈ SFε2n ,
defined by

wn,2(k) = wn

Å
ε1
n

ε2
n

k

ã
.

For every k ∈ Lε(Bs−3ε2n
) we have wn,2(k) = n, being∣∣∣∣ε1

n

ε2
n

k

∣∣∣∣ ≥ ε1
n

ε2
n

s− 3ε1
n ≥ s− 3ε2

n .

Moreover

Eε1n(wn,1, Bs) = Eε2n

Ç
wn,2, B ε1n

ε2n
s

å
,

and, given ζn,1 ∈Madm(Bs, wn,1), with ζn,1(Bs) = d, the measure ζn,2 ∈M(Ω), defined by setting

ζn,2(E) = ζn,1

Å
ε1
n

ε2
n

E

ã
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for every E ⊂ R2, is such that

ζn,2 ∈Madm

Ç
B ε1n
ε2n
s
, wn,2

å
, and ζn,2

Ç
B ε1n
ε2n

å
= d .

Hence, wn,2 is admissible for the minimization problem φε2n

(
ε1n
ε2n
s, d, 0

)
, Therefore

φε1n(s, d, 0) ≥ φε2n

Å
ε1
n

ε2
n

s, d, 0

ã
.

By taking into account of the monotonicity with respect to the first argument we deduce

φε1n(s, d, 0) ≥ φε2n (s, d, 0) .

By passing to the limit as n→ +∞, the latter entails

lim inf
ε→0

φε(s, d, 0) ≥ lim sup
ε→0

φε(s, d, 0) .

This proves the existence of limε→0 φε(s, d, 0). To conclude the proof we are left to show that

lim
ε→0

φε(t, d, 0) = lim
ε→0

φε(T, d, 0) ,

for every t, T > 0. Assume without loss of generality that t < T . We can use the same rescaling
argument as above. More precisely, for every w ∈ SFε which is admissible for φε(T, d, x) we define
v ∈ SF t

T ε
by letting

v(i) = w

Å
T

t
i

ã
.

As above v is admissible for the minimization problem φ t
T ε

(t, d, tT x), and

E t
T ε

Å
v,Bt

Å
t

T
x

ãã
= Eε(w,BT (x)) .

The latter in turn entails

φ t
T ε

Å
t, d,

t

T
x

ã
≤ φε(T, d, x) .

Now, exploiting the independence from the third argument, we get

φ t
T ε

(t, d, x) ≤ φε(T, d, x) .

By taking the limit as ε→ 0 on both sides of the previous inequality we deduce

lim
ε→0

φε(t, d, x) ≤ lim
ε→0

φε(T, d, x) .

The conclusion follows observing that the opposite inequality is a consequence of the monotonicity
of φε(·, d, x). �

We are now in a position to prove Theorem 3.4. For reader convenience we recall that Eε :
M(Ω)→ [0,∞] are defined (see 3.4) as

Eε(µ) = inf{Eε(u) : u ∈ SFε, µ ∈Madm(Ω;u)} ,

where the convention inf ∅ =∞ is adopted. Furthermore, we notice that the existence of the limit
in (3.5) is a consequence of Lemma 6.1 above, which also implies

ψ(d) = lim
ε→0

φε(s, d, x) ,

for every s > 0 and x ∈ R2, being φε(s, d, x) defined as in (6.1).

Proof of Theorem 3.4. Γ- lim inf inequality. Let (µε) ⊂ M(Ω) be such that µε
∗
⇀ µ and assume

Eε(µε) < ∞, since otherwise there is nothing to prove. This implies that we can select, for every
ε > 0, a spin field uε ∈ SFε(Ω) such that

µε ∈Madm(Ω;uε) , Eε(µε) ≤ Eε(uε) ≤ Eε(µε) + ε .
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The first condition above also provides the existence of points {xR}R∈Rε(u) and a selection of
admissible interpolation regions for uε, {SR(uε)}R∈Rε(u) such that

(6.2) µε =
∑

R∈R(uε)

σ(γR,uε , SR(uε))H2(SR(uε))δxR ,

according to Definition 5.8. Furthermore, Theorem 3.3 gives that for N > 0, and for some subset
{x1, . . . , xN} ⊂ Ω and d1, , . . . , dN ∈ Z it holds:

µ = 4πd1δx1
+ · · ·+ 4πdNδxN .

Let νε ∈M(Ω) be defined as

νε(G) = Eε(uε, G) for every measurable set G ⊂ R2 .

Up to subsequences it is not restrictive to suppose that νε
∗
⇀ ν ∈M(Ω). We fix R > 0 to be such

that:

(6.3) R < min{|xn − xm| : n,m ∈ {1 . . . , N}, n 6= m} .

and

(6.4) ν(∂BR(xn)) = 0 , for n ∈ {1, . . . , N} .

Notice that thanks to (6.2) and (6.3) it holds µε BR(xn)

∗
⇀ 4πdnδxn for every n = 1, . . . , N . We

now fix xn ∈ {x1, . . . , xN}. Our goal is to construct a spin field wε,n ∈ SFε which is admissi-
ble for the minimization problem φε(R, dn, xn), and whose energy Eε(wε,n, BR(xn)) is close to
Eε(uε, BR(xn)). In order not to burden the notation we suppose xn = 0, and we do not write the
dependence on n, when it is does not generate confusion. For every 0 < δ < 1

2 we let r, 0 < r < R
be such that

(6.5) ν(∂Br) = 0

and

(6.6) ν(ĀR,r) ≤ δ .

Combining (6.4), (6.5) and (6.6) we deduce

(6.7) lim
ε→0

Eε(uε, ĀR,r) ≤ δ .

We define two additional parameters r1 < r2 as

r1 = r +
R− r

3
, r2 = r +

2(R− r)
3

,

and consider a radial cut-off funtion h ∈ C∞c (Br2) such that

0 ≤ h ≤ 1 for every x ∈ Br2 , h = 1 for every ∈ Br1 , ‖∇h‖L∞(Br2 ) ≤
3

R− r
.

Note that Ar2,r1 ⊂⊂ AR,r. Moreover for ε < R−r
3 we have that if i ∈ Lε(Ār2,r1) then all the

nearest neighborhoods of i lie in AR,r. This means that for every i ∈ Lε(Ār2,r1) it holds

|uε(i)− n|2 ≤
∑

{T∈Tε,i∈T}

Eε(uε, T ) ≤ Eε(uε, AR,r) .

For ε < ε0 = ε0(R, r, δ), by exploiting (6.7), the latter implies

|uε(i)− n|2 ≤ δ , for every i ∈ Lε(Ār2,r1) ,

so that

(6.8) |h(i)uε(i) + (1− h(i))n| ≥ 1−
√
δ >

1

2
, for every i ∈ Lε(Ār2,r1) .
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This justify the following definition: wε : Lε → S2

wε(i) =


uε(i) if i ∈ Lε(Br1) ,
h(i)uε(i)+(1−h(i))n
|h(i)uε(i)+(1−h(i))n| if i ∈ Lε(Ār2,r1) ,

n if i ∈ Lε(R2 \ B̄r2) .

Notice that

(6.9) |wε(i)− n|2 ≤ 4|uε(i)− n|2 for every i ∈ Lε .
This is trivial whenever i ∈ Lε(Br1) or i ∈ Lε(R2 \Br2), while if i ∈ Lε(Ār2,r1) it is a consequence
of the Lipschitzianity of the projection to the sphere ProjS2 far away from the origin and (6.8) as
follows

|wε(i)− n|2 = |ProjS2(h(i)uε(i) + (1− h(i))n)− ProjS2n|2

≤ 4|(h(i)uε(i) + (1− h(i))n)− n|2 ≤ 4|(h(i)(uε(i)− n)|2 ≤ 4|uε(i)− n|2 .
From (6.9) we also deduce

(6.10) |wε(i)− wε(j)|2 ≤ 2|uε(i)− n|2 + 2|uε(j)− n|2 for every i, j ∈ Lε .
By combining (6.9), (6.10) and (6.7) we get

(6.11) lim
ε→0

Eε(wε, AR,r) < Cδ .

and

(6.12) lim
ε→0

Eε(wε, BR) ≤ lim
ε→0

Eε(uε, Br) + Cδ .

Now, the inequalities (6.7) and (6.11) in particular show that, for ε < ε0(R, r, δ) whenever
R ∈ Rε(uε), R ⊂⊂ BR, is such that for some T ∈ Tε(R) it holds T ⊂⊂ AR,r, we have that

R ∈ Tε , R ∈ Rε(wε) ,
and also that SR(uε) and SR(wε) are both uniquely defined. Thus, thanks to the fact that uε and
wε coincides Br1 , we deduce that

{R ∈ Rε(uε) : R ⊂⊂ BR(xi)} = {R ∈ Rε(wε) : R ⊂⊂ BR(xi)} .
We define the following family of Radon measures ζε:

ζε :=
∑

T∈Rε(wε),T∩Bcr1 6=∅

σ(γT , ST (wε))H2(ST (wε))δxT +
∑

R∈Rε(uε), R⊂⊂Br1 ,R⊂⊂BR

µε R .

By construction it holds ζε ∈Madm(Ω;wε) (recall that wε ≡ n outside Br2). We claim that

(6.13) ζε
∗
⇀ dnδ0 as ε→ 0 .

To prove the claim we evoke again Theorem 3.3 to get that, as ε→ 0 and up to subsequences, it
holds

ζε
∗
⇀ 4π

M∑
m=1

amδym ,

for some M > 0, {y1, . . . , yM} ⊂ Ω and {a1, . . . , aM} ∈ Z \ {0}. Assume by contradiction that,
for some m = 1, . . . ,M it holds ym ∈ Ω \Br1 , and choose ϕ ∈ C∞c (Bs(ym)), with ϕ(ym) = 1 and
s > 0 such that Bs(ym) ⊂⊂ R2 \ Br1 . Let w)

ε, u

)

ε ∈ U(Ω) defined as in Theorem 5.9 and set, with
a slight abuse of notation

Aε,r1 =
⋃
{T : T ∈ Rε(wε); T ∩Bcr1 6= ∅} .

We have ∥∥∥ζε Aε,r1
− µε Aε,r1

∥∥∥
flat, AR,r

≤
∥∥∥ζε Aε,r1

− q(w)

ε)dx Aε,r1

∥∥∥
flat, AR,r

+
∥∥∥µε Aε,r1

− q(u)

ε)dx Aε,r1

∥∥∥
flat, AR,r

+ ‖q(w)

ε)dx Aε,r1
− q(u)

ε)dx Aε,r1
‖flat, AR,r
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and therefore by using (5.6), (6.7) and (6.11) we deduce∥∥∥ζε Aε,r1
− µε Aε,r1

∥∥∥
flat, AR,r

≤ Cδ .

Thus

|am| ≤ lim
ε→0

∣∣∣∣ˆ
Bs

ϕdζε

∣∣∣∣ ≤ lim
ε→0

∣∣∣∣ˆ
Bs

ϕdµε

∣∣∣∣+ Cδ ≤ Cδ .

Being am ∈ Z, the latter implies am = 0. Therefore every ym has to lie into Br1 . On the other
hand ζε Br1

= µε Br1
, hence (6.13) follows. By exploiting (5.5) we can also show that ζε(BR) = d

for ε small enough. In conclusion the spin field wε,n ∈ SFε is admissible for the minimization
problem φ(R, dn, xn). Finally, localizing the construction for every BR(xn), we have

lim inf
ε→0

Eε(µε) ≥ lim inf
ε→0

Eε(uε,Ω) ≥
N∑
n=1

lim
ε→0

Eε(uε, BR(xn))

≥
N∑
n=1

lim inf
ε→0

Eε(wε,n, BR(xn) +

N∑
n=1

lim inf
ε→0

(Eε(uε, BR(xn))− Eε(wε,n, BR(xn)))

≥
N∑
n=1

lim inf
ε→0

Eε(wε,n, BR(xn))− Cδ ≥
N∑
n=1

lim
ε→0

φε(R, dn, xn)− Cδ

where we also used (6.12). Passing to the limit for δ → 0 we obtain

lim inf
ε→0

Eε(µε) ≥
N∑
n=1

lim
ε→0

φε(R, dn, xn) .

By exploiting Lemma 6.1, it is now easy to infer that

lim inf
ε→0

Eε(µε) ≥
N∑
n=1

ψ(dn) ,

which conclude the proof of the Γ- lim inf inequality.

Γ- lim sup inequality. Let µ ∈M(Ω) be such that E (µ) <∞, otherwise there is nothing to prove.
This entails

µ

4π
=

N∑
n=1

dnδxn ,

for some d1, . . . , dN ∈ Z and {x1, . . . , xN} ⊂ Ω, and

E (µ) =

N∑
n=1

ψ(dn) .

Let R > 0 be given by

R = min{|xn − xm| : n,m ∈ {1 . . . , N}, n 6= m} .
For every n = 1, . . . , N we select a sequences (rε) and (wε,rε,n) ⊂ SFε such that rε ↘ 0 and
0 < rε < R, and wε,rε,n is an admissible test spin field for φε(rε, d, xn) satisfing

Eε(wε,rε,n, Br(xn)) ≤ φε(rε, dn, xn) + ε .

This provides also the existence of a sequence of Radon measures (ζε,r,n) ⊆ Madm(Ω, wε,rε,n),
such that

ζε,rε,n(Brε(xn)) = dn .

Exploiting this latter identity, Theorem 3.3 and the fact that wε,rε,n is constantly equal to n

outside Brε(xn), it is easy to show that ζε,rε,n
∗
⇀ 4πdiδxi . We set Wε ∈ SFε(Ω) by letting

wε(k) =

®
wε,rε,n(k) if k ∈ Brε(xn) ,

n otherwise.
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We also set ζε =
∑N
n=1 ζε,n BR(xn). Clearly ζε ∈Madm(Ω, wε). Moreover it holds

Eε(wε,Ω) =

N∑
n=1

Eε(wε,rεn , Brε(xn)) , and ζε
∗
⇀ µ .

Thanks to Lemma 6.1, we get

E (µ) =

N∑
n=1

ψ(dn) ≥ lim
ε→0

(
N∑
n=1

φε(rε, dn, xn)

)
= lim
ε→0

(
N∑
n=1

Eε(wε,rε,n, Brε(xn))

)
= lim
ε→0

Eε(wε,Ω) .

By the very definition of Eε in (3.4) this implies

E (µ) ≥ lim sup
ε→0

Eε(ζε) ,

and concludes the proof. �

Appendix A.

Lemma A.1. Let u ∈ H1(B1;R3). There exists U ∈ H1(B2;R3), such that U = u on B1, U is
constant on ∂B2 andˆ

B2

|∇U |2 dx ≤ C
ˆ
B1

|∇u|2 dx , and ‖U‖L∞(B2) ≤ C‖u‖L∞(∂B1) ,

where C is a dimensional constant.

Proof. By arguing component-wise we can assume that u is scalar valued. Let H(u) be the H1

harmonic extension of u|∂B1
into B1, namely

∆H(u) = 0 in B1 , H(u) = u on ∂B1 .

Minimality and the maximum principle giveˆ
B1

|∇H(u)|2 dx ≤
ˆ
B1

|∇u|2 dx , ‖H(u)‖L∞(B1) ≤ ‖u‖L∞(∂B1) .

We extend H(u) to B2 via spherical inversion, that is

H(u)(x) = (H(u) ◦ k)(x) for x ∈ B2 \B1 , with k(x) =
x

|x|2
.

Then, routine computations show

(A.1)

ˆ
B2

|∇H(u)|2 dx ≤ C
ˆ
B1

|∇u|2 dx , ‖H(u)‖L∞(B2) ≤ ‖u‖L∞(∂B1) ,

for some dimensional constant C > 0. By the coarea formula we select ρ ∈ ( 4
3 ,

5
3 ) such that

(A.2)

ˆ
∂Bρ

|∇H(u)|2 dH1 ≤ 3

ˆ
A 4

3
, 5
3

|∇H(u)|2 dx ,

and we let

u0 =
1

2πρ

ˆ
∂Bρ

H(u) dH1 .

Notice that (A.1) gives also

(A.3) |u0| ≤ ‖u‖L∞(∂B1) .

We define φρ : Aρ,2 → [0, 1] and ψρ : R2 \ {0} → ∂Bρ to be

φρ(x) =

Å
2− |x|
2− ρ

ã
, ψρ(x) = ρ

x

|x|
,

respectively and we set

v(x) = φρ(x)H(u)(ψρ(x)) + (1− φρ(x))u0 , for x ∈ B2 \Bρ .
Thanks to (A.1) and (A.3) we have

(A.4) ‖v‖L∞(A2,ρ) ≤ C‖u‖L∞(∂B1) .
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Moreover, it holds

(A.5) |∇v(x)|2 ≤ C |∇H(u)|2 (ψρ(x)) + C |H(u) (ψρ(x))− u0|2 ,

and the following estimate

(A.6) (osc∂BρH(u))2 ≤ C
ˆ
∂Bρ

|∇H(u)|2 dH1 .

Therefore, integrating over Aρ,2 the inequality (A.5), taking into account (A.2), and (A.6), we
obtain

(A.7)

ˆ
Aρ,2

|∇v|2 dx ≤ C
ˆ
B1

|∇u|2 dx .

At last, the lemma is proved by setting U : B2 → R to be

U(x) =


u(x) if x ∈ B1 ,

H(u(x)) if x ∈ A1,ρ ,

v(x) if x ∈ Aρ,2 .

and by combining (A.1), (A.4), (A.7). �

Lemma A.2. Let Ω ⊂ R2 be a Lipschitz open set. There exists a constant C = CΩ, such that for
every E ⊂ Ω connected open set of finite perimeter, it holds

diam(E) ≤ C(|E|1/2 + P (E; Ω)) ,

where C = C(Ω) > 0.

Proof. We argue by contradiction, assuming that the statement it false, so that for every n ∈ N,
there exists a connected open set with finite perimeter En ⊂ Ω, satisfying

(A.8) (|En|1/2 + P (En; Ω)) ≤ diam (En)

n
≤ diam (Ω)

n
.

STEP 1. Let D > 0 be a constant to be fixed. We prove that for D large enough, for
every x ∈ En it holds En ⊆ QD

n
(x) for every n ≥ max{4D,diam (Ω)}. Indeed, assume thatÄ

Ω \QD
n

ä
∩ En is nonempty. Then being En connected we have that

∂Qt(x) ∩ En 6= ∅ for every t ∈
Å

0,
D

n

ã
.

In fact, being ∂Qt(x) connected and having Ω Lipschitz boundary, one easily infers that there
exists a constant CΩ > 0 such that for every t ∈

(
0, Dn

)
satisfying H1(∂Qt(x) ∩ En) < CΩt there

holds Ω ∩ ∂Qt(x) ∩ ∂En 6= ∅. We set

I1 =

ß
t ∈
Å
D

2n
,
D

n

ã
: H1(∂Qt(x) ∩ En) ≥ CΩt

™
,

I2 =

ß
t ∈
Å
D

2n
,
D

n

ã
: H0(Ω ∩ ∂Qt(x) ∩ ∂En) ≥ 1

™
.

From the above observations we have that |I1| + |I2| ≥ D
2n . Let f : R2 → R1, be given by

f(z) = max{|(z − x) · e1|, |(z − x) · e2|}. It holds |∇f | ≤ 1. The coarea formula gives

|En| ≥
ˆ
QD
n

(x)

|∇f |χEn(x) dx ≥
ˆ D

n

0

ˆ
∂Qt(x)

χEn(x) dH1(x) dt

=

ˆ D
n

0

H1(∂Qt(x) ∩ En) dt ≥
ˆ
I1

CΩtdt ≥ CΩ|I1|
D

2n
≥ CΩ|I1|2 .
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Similarly, denoting by ν(y) ∈ S2 the outer unit normal to E at y ∈ ∂∗E, by the slicing-property
of sets of finite perimeter, we have

√
2H1(∂En ∩ Ω) ≥

ˆ
∂En∩Ω∩QD

n
(x)

|ν · e1|+ |ν · e2|dH1 ≥
ˆ D

n

0

H0(∂En ∩ Ω ∩ ∂Qt(x)) dt ≥ |I2| ,

where in the last inequality we used that n ≥ 4D. Combining these two inequalities we get»
|En|+H1(∂En ∩ Ω) ≥

√
CΩ|I1|+

1√
2
|I2| ≥ min

ß√
CΩ,

1√
2

™
D

2n
.

By choosing D > 2 min
¶√

CΩ,
1√
2

©−1
diam (Ω), the latter contradicts (A.8).

STEP 2. We show that for every x ∈ En there exists z ∈ ∂Ω such that z ∈ QD
n

(z). This

easily follows from the previous point. Indeed, let x ∈ En. We have En ⊆ QD
n

(x). Assume that

dist(x, ∂Ω) >
√

2Dn , so that En ⊂⊂ Ω. The standard Perimeter-diameter estimate then imply

C̃ diam (Ω) ≤
»
|En|+ P (En) =

»
|En|+ P (En; Ω)

for some C̃ = C̃Ω. For n−1 < C̃ this yields a contradiction to (A.8).

STEP 3. We now show, that (A.8) leads to a contraddiction. Clearly, it is enough to prove that,
for some n1 > 0 and for every n > n1 it holds:

(A.9) H1(En ∩ ∂Ω) ≤ C P (En; Ω)

for some constant C = CΩ, since this implies P (En) ≤ P (En; Ω) and, again by the standard
Perimeter-diameter, estimate contradicts (A.8). We prove (A.9) again with a slicing argument.
We select r = rΩ in such a way that, for every z ∈ ∂Ω, we have that ∂Ω ∩ Qr(z) is the graph of
some Lipschitz function. Let n1 > 0 be such that D

n1
< r

4 . Let n > n1. Pick x ∈ En, and let

zx ∈ QD
n

(x)∩∂Ω obtained as in the previous point. Up to translation we can suppose zx = 0. Let

ϕ be a positive Lipschitz function ϕ : (−r/2, r/2)→ (0,∞), such that ∂Ω ∩Qr(0) is the graph of
ϕ. Furthermore we can suppose that e2 is the normal vector to ∂Ω in 0. Thus we have

Ω ∩Qr = {(t, s) : t ∈ (−l, l), s > ϕ(t)} .

We set

ωn = {t ∈ (−l, l) : (t, ϕ(t)) ∈ ∂En} ,

and note that the area formula and the fact that ϕ is Lipschitz-continuous imply

H1(∂En ∩ ∂Ω) ≤ CL1(ωn) .

For every x = (t, ϕ(t)) ∈ ωn we have that En ⊂ QD
n

(x) thanks to the first step of the proof. This

entails that there exists a point (t, st), such that the vertical line passing trough (t, 0) and (t, ϕ(t))
meets ∂En∩Ω. Furthermore by construction it holds (t, st) ∈ Qr, and hence by the graphicality of
∂Ω inside Qr it cannot be (t, st) ∈ ∂Ω. Therefore, the slicing-properties of sets of finite perimeter
imply

L1(ωn) ≤
ˆ
ωn

H0(∂En ∩ Ω ∩ {(t, s) : s ∈ R}) dt ≤
ˆ
∂En∩Ω

|ν2|dH1 ≤ H1(∂En ∩ Ω) .

We therefore have

H1(∂En ∩ ∂Ω) ≤ CH1(∂En ∩ Ω) ,

proving (A.9). This concludes the proof. �
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Appendix B.

In this section we prove two elementary facts that we used in the proof of Theorem 5.9.

Lemma B.1. Let R ∈ Rε(u) and SR(u) ⊆ S2 be an admissible interpolation surface for u in R.
Then, there exists uR ∈ S2 such that

uR ∈ SR(u), uR · z ≥ 0, for every z ∈ SR(u) .

Proof. If coneR(u) is a linear subspace of R3, then SR(u) is given as in (5.2) and it is enough to
set uR = h. If instead coneR(u) is not a linear subspace of R3, we can consider the so-called polar
cone:

cone∗R(u) = {z ∈ R3 : z · w ≥ 0 for all w ∈ coneR(u)} .

Then, it is a known fact, see for instance [26, Theorem 2.1], that there exists

x ∈ (cone∗R(u) ∩ coneR(u)) \ {0} .

By letting uR = x
|x| and recalling (5.1) we conclude. �

Lemma B.2. Let u ∈ SFε(Ω). Let R ∈ Rε(u) and let u) : R → S2 be defined as in (5.9). Then,
the following statements hold true:

(i) u) (R) = SR(u);
(ii) for H2-a.e. y ∈ SR(u) there holds

#{x ∈ R : u) (x) = y} = 1 .

Proof. Let N = #u (Lε(R)). By Lemma 5.3 we have that N ∈ {1, 2, 3, 4}.
In the cases where either N = 1 or N = 2 or coneR(u) is not a plane but it lies on a plane, the

conclusion is straightforward. In fact, in all these cases (ii) is trivial being H2(SR(u)) = 0. Thus
suppose that we are not dealing with one of the aforementioned cases. In particular it has to be
N = 3 and N = 4. We describe only the latter case, the other being similar. To fix the notation
we have

u(Lε(R)) = {p1, p2, p3, p4}
with p1 = −p2. By Lemma 5.1, there exist two triangles T1 = [i1, i2, i3], T2 = [j1, j2, j3] ∈ Tε(R)
such that u(Lε(T1)) = {p1,−p1, p3}, u(Lε(T1)) = {p1,−p1, p4} and all the other triangles T ∈
Tε(R) such that T /∈ {T1, T2} satisfy u(Lε(T )) = {p1,−p1}. For all T /∈ {T1, T2} we can easily
argue that u) (T ) = γp1,uR ∪ γ−p1,uR . For such T we have H2(u) (T )) = H2(γp1,uR ∪ γ−p1,uR) = 0.
In order to treat the triangles T1, T2 we distinguish the two possible cases:

Case 1: p1, p3, p4 are linear independent;
Case 2: p1, p3, p4 are linear dependent, coneR(u) is a plane.

Case 1. In this case, by Lemma 5.6, we have SR(u) = S(p1, p3, p4) ∪ S(−p1, p3, p4). Notice that
uR ∈ SR(u) satisfies uR ·p1 = 0, uR ·pi ≥ 0 for i = 3, 4. We assume without loss of generality that
the triples (p1, uR, p3) and (p1, uR, p4) are linear independent. We show (i) and (ii) for u|T1∪T2 .
Once this is done, this concludes the proof. Using the definition of u) we have that

u) (T1) = S

Å
p1,

p1 + p3

|p1 + p3|
, uR

ã
∪ S
Å
p3,

p1 + p3

|p1 + p3|
, uR

ã
∪ S
Å
−p1,

p3 − p1

|p3 − p1|
, uR

ã
∪ S
Å
p3,

p3 − p1

|p3 − p1|
, uR

ã
.

Lemma B.3, applied with λ = 1
2 and the triples (p1, p3, uR) and (−p1, p3, uR) respectively, implies

u) (T1) = S(p1, p3, uR) ∪ S(−p1, p3, uR) .(B.1)

Similarly, we obtain

u) (T2) = S(p1, p4, uR) ∪ S(−p1, p4, uR) .(B.2)
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Note that for every T ′ ∈ T ′ε (T1∪T2) the function u) |T ′ is either bijective or u) (T ′) ⊆ γp1,uR∪γ−p1,uR∪
γp3,p4 . Furthermore, it is easy to verify that H2(u) (T ′) ∩ u) (T ′′)) = 0 for all T ′, T ′′ ∈ T ′ε (T1 ∪ T2).
This shows (ii) once (i) is proven. In order to do so, using (B.1) and (B.2), it suffices to show

S(p1, p3, uR) ∪ S(−p1, p3, uR)

∪ S(p1, p4, uR) ∪ S(−p1, p4, uR) = S(p1, p3, p4) ∪ S(−p1, p3, p4) .

Assume without loss of generality that uR ∈ S(p1, p3, p4), i.e., uR = λ1p1 +λ2p3 +λ3p4 for λi ≥ 0.
Now, let y = µ1p1 + µ2p3 + µ3p4 with µ1 ∈ R and µ2, µ3 ≥ 0. We have

y =


−
Ä
µ2

λ2
λ1 − µ1

ä
p1 + µ2

λ2
uR +

Ä
µ3 − µ2

λ2
λ3

ä
p4 if µ1

λ1
≤ µ2

λ2
≤ µ3

λ3
,

−
Ä
µ3

λ3
λ1 − µ1

ä
p1 + µ3

λ3
uR +

Ä
µ2 − µ3

λ3
λ2

ä
p3 if µ1

λ1
≤ µ3

λ3
≤ µ2

λ2
,Ä

µ1 − µ3

λ3
λ1

ä
p1 +

Ä
µ2 − µ3

λ3
λ2

ä
p3 + µ3

λ3
uR if µ3

λ3
≤ min

¶
µi
λi

: i = 1, 2, 3
©
,Ä

µ1 − µ2

λ2
λ1

ä
p1 + µ2

λ2
uR +

Ä
µ2 − µ2

λ2
λ3

ä
p4 if µ2

λ2
≤ min

¶
µi
λi

: i = 1, 2, 3
©
,

which is to say

y ∈


S(−p1, p4, uR) if µ1

λ1
≤ µ2

λ2
≤ µ3

λ3
,

S(−p1, p3, uR) if µ1

λ1
≤ µ3

λ3
≤ µ2

λ2
,

S(p1, p3, uR) if µ3

λ3
≤ min

¶
µi
λi

: i = 1, 2, 3
©
,

S(p1, p4, uR) if µ2

λ2
≤ min

¶
µi
λi

: i = 1, 2, 3
©
.

This shows

S(p1, p3, p4) ∪ S(−p1, p3, p4) ⊆ S(p1, p3, uR) ∪ S(−p1, p3, uR) ∪ S(p1, p4, uR) ∪ S(−p1, p4, uR) .

In order to show the reverse inclusion, observe first, as uR ∈ S(p1, p3, p4), that S(p1, p4, uR) ∪
S(p1, p3, uR) ⊂ S(p1, p3, p4). It remains to show that

S(−p1, p3, uR) ∪ S(−p1, p4, uR) ⊂ S(p1, p3, p4) ∪ S(−p1, p3, p4) .

Let y ∈ S(−p1, p3, uR), i.e., y = −µ1p1 + µ2p3 + µ3uR with µ1 ∈ R and µ2, µ3 ≥ 0. Then
y = (µ3λ1 + µ1)p1 + (µ2 + µ3λ2)p3 + µ3λ3p4 which is to say that

y ∈
®
S(−p1, p3, p4) if µ3λ1 + µ1 ≤ 0 ,

S(p1, p3, p4) if µ3λ1 + µ1 ≥ 0 .

proving the desired inclusion.
Case 2. In this case, there exists h ∈ S2 such that SR(u) = S2 ∩ {x ∈ R3 : x · h ≥ 0} and uR = h.
Following the same argument as in the previous step we have that

S (p1, p4, h) ∪ S (−p1, p4, h) ∪ S (p1, p3, h) ∪ S (−p1, p3, h) ⊆ SR(u) .

and that, in order to conclude, it is enough to show the opposite set inclusion. This comes
as a conseuqence of Caratheodory’s Theorem: indeed given y ∈ SR(u), y = yΠ + λuR with
yΠ ∈ {x ∈ R3 : h · x = 0} and λ ≥ 0, we have that yΠ = λ1q1 + λ2q2 with q1, q2 ∈ {−p1, p1, p3, p4}
and λi ≥ 0. �

Lemma B.3. Let p1, p2, p3 ∈ S2 be linear independent and such that pi 6= −pj for all i 6= j. For
all λ ∈ [0, 1] there holds

S

Å
p1,

λp1 + (1− λ)p2

|λp1 + (1− λ)p2|
, p3

ã
∪ S
Å
p2,

λp1 + (1− λ)p2

|λp1 + (1− λ)p2|
, p3

ã
= S (p1, p2, p3) .

Proof. We can assume that λ ∈ (0, 1) as otherwise there is nothing to prove. For the remainder

of this proof we set pλ = λp1+(1−λ)p2

|λp1+(1−λ)p2| . As pλ ∈ S (p1, p2, p3) we have

S (p1, pλ, p3) ∪ S (p2, pλ, p3) ⊆ S (p1, p2, p3) .
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It remains to show the opposite inclusion. To this end let y ∈ S(p1, p2, p3), i.e. there exist λi ≥ 0
such that wy =

∑
i λipi and

wy
|wy| = y. We can write

wy =

®
µ1p1 + µ2pλ + λ3p3 with µ1 = λ1 − λ

1−λλ2 , µ2 = |λp1+(1−λ)p2|
1−λ λ2 , if λ1 ≥ λ

1−λλ2 ,

µ1p1 + µ2pλ + λ3p3 with µ1 = |λp1+(1−λ)p2|
λ λ1 , µ2 = λ2 − 1−λ

λ λ1 , if λ1 ≤ λ
1−λλ2 .

In other words this shows that

y =
wy
|wy|

∈
®
S (p1, pλ, p3) if λ1 ≥ λ

1−λλ2 ,

S (p2, pλ, p3) if λ1 ≤ λ
1−λλ2 .

This concludes the proof. �
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[11] A. Braides. Γ-convergence for Beginners. Oxford Lecture Series in Mathematics and its Applications, 22.

Oxford University Press, Oxford, 2002.
[12] A. Braides, M. Cicalese and F. Solombrino. Q-tensor continuum energies as limits of head-to-tail sym-

metric spins systems. SIAM J. Math. Anal. 47 (2015), no. 4, 2832–2867.
[13] H. Brezis, and J.-M. Coron. Large solutions for harmonic maps in two dimensions. Comm. Math. Phys. 92

(1983), no. 2, 203–215.
[14] A. Bogdanov and A. Hubert. The properties of isolated magnetic vortices. Physica Status Solidi (B) 186

(1994), no. 2, 527–543.
[15] A. Bogdanov and A. Hubert. The stability of vortex-like structures in uniaxial ferromagnets. J. Magn.

Magn. Mater. 195 (1999), no. 1, 182–192.
[16] A.N. Bogdanov, M.V. Kudinov, and D.A. Yablonskii. Theory of magnetic vortices in easy-axis ferromag-

nets. Sov. Phys. –Solid State 31 (1989), no. 10, 1707–1710.
[17] A.N. Bogdanov and D.A. Yablonskii. Thermodynamically stable “vortices” in magnetically ordered crys-

tals. The mixed state of magnets. Sov. Phys. – JETP 68 (1989), no. 1, 101–103.

[18] G. Canevari and A. Segatti. Defects in nematic shells: a Γ-convergence discrete-to-continuum approach.

Arch. Ration. Mech. Anal. 229 (2018), no. 1, 125–186.
[19] M. Cicalese, G. Orlando, and M. Ruf. Emergence of concentration effects in the variational analysis of

the N -clock model. Comm. Pure Appl. Math. 75 (2022), no. 10, 2279–2342.
[20] M. Cicalese, G. Orlando, and M. Ruf. The N-Clock Model: Variational analysis of fast and slow conver-

gence rates of N. Arch. Ration. Mech. Anal. 245 (2022), no. 2, 1135–1196.

[21] G. Dal Maso. An introduction to Γ-convergence. Progress in Nonlinear Differential Equations and their
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[38] S. Mühlbauer et al. Skyrmion lattice in a chiral magnet. Science 323 (2009), no. 5916, 915–919.

[39] M. Ponsiglione. Elastic energy stored in a crystal induced by screw dislocations: from discrete to continuous.
SIAM J. Math. Anal. 39 (2007), no. 2, 449–469.

[40] E. Sandier and S. Serfaty. Vortices in the Magnetic Ginzburg-Landau Model. Progress in Nonlinear

Differential Equations and Their Applications, vol. 70, Birkhäuser Boston, 2007.
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