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Abstract

Ribbons are elastic bodies of thickness t and width w, where t� w� 1. Many ribbons in nature have
a non-trivial internal geometry, making them incompatible with the Euclidean space; this incompati-
bility, which can be represented as a failure of the Gauss–Codazzi equations for surfaces, often results
in shape transitions between narrow and wide ribbons. These transitions depend on the internal
geometry: ribbons whose incompatibility arises from failure of the Gauss equation always exhibit a
transition, whereas some, but not all, of those whose incompatibility arises from failure of the Codazzi
equations do. We give the first rigorous analysis of this behavior, mainly for ribbons whose first
fundamental form is flat: for Gauss-incompatible ribbons we identify the natural energy scaling of the
problem and prove the existence of a shape transition, and for Codazzi-incompatible ribbons we give
a necessary condition for a transition to occur. The results are obtained by calculating the Γ-limits, as
t,w → 0, for narrow ribbons (w2

� t), and wide ribbons (taking t to zero and then w), in the natural
energy scalings dictated by the internal geometry.
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1 Introduction

Ribbons are elastic bodies that have two small scales: they are both narrow and thin, but their
thickness is much smaller than their width. Their study has a long history, from Sadowsky in the 1930s
[Sad30], through Wunderlich in the 1960s [Wun62] to a large body of works in the 21st century (e.g.,
[Her06, PS10, AESK11, FMP12, DA14, CDD14, DA15, FF16, FHMP16a, PT19, NA21, SLS21, LSSM21]).
Such bodies are ubiquitous in nature [AESK11, HWQ+18, ZGDS19], from plants to molecules to
applications in electro- and nano-technology [SB09, FKS12]. Many ribbons have internal geometries
that are incompatible with Euclidean space, e.g., due to inhomogeneous swelling, plastic deformations
or differential growth. Such ribbons do not have a stress-free configuration: they exhibit stress even
in the absence of external forces or prescribed boundary conditions. Their study aims to understand
the relation between the local intrinsic geometry of the ribbon and the global shape in space they
obtain. This analysis explains the shapes of some molecular assemblies [Her06, ZGDS19] and plants
[AESK11, HWQ+18], and is also used to “design” ribbons of various shapes by prescribing their
intrinsic local geometry [SYU+11, ADK17, SLS21, LSSM21].

One of the most interesting feature of incompatible ribbons is that ribbons with the same intrinsic
geometry often exhibit a sharp shape transition between “wide” and “narrow” ribbons. This phe-
nomenon was observed experimentally [GSD16, ZGDS19, SLS21, LSSM21], and was explained using
formal asymptotics in [GSD16, LSSM21]. The present work provides the first rigorous analysis of this
shape transition in ribbons: We prove the existence/non-existence of transitions for many physically
relevant geometries, and outline many open questions that arise for geometries and regimes that are
beyond the scope of this work. We hope this will inspire further rigorous investigations into the
behavior of incompatible ribbons.

The reduced shell model, Gauss and Codazzi incompatibilities. We start by presenting the
typical model for incompatible ribbons used in the physics literature: The ribbon is modeled as a
two-dimensional body Sw = (0,L) × (−w/2,w/2), where w � L is the width of the ribbon (we assume
that L ∼ 1 is a fixed quantity). We denote the natural coordinates on Sw by z′ = (z1, z2). Its midline is
the set ` = (0,L) × {0} ⊂ Sw. The ribbon is associated with two fields:

• Its reference metric, or first fundamental form, a symmetric, positive-definite tensor a : TSw ×

TSw → R2×2. We assume that z1 is an arclength coordinate along the midline `, and that the z2
direction is always perpendicular to the z1 direction. Thus, the metric is of the type

a(z1, z2) =

(
1 + O(|z2|) 0

0 1

)
.

• The reference second fundamental form, a symmetric tensor II : TSw × TSw → R2×2.

A configuration is a (smooth enough) map f : Sw → R3, whose associated elastic energy is given by

Ered
t,w ( f ) = −

∫
Sw

|a f − a|
2 dVola + t2

−

∫
Sw

|II f − II|2 dVola, (1.1)

where t � w is the thickness of the ribbon, and a f = ∇ f T
∇ f and II f = −∇ f T

∇ν f are the first and
second fundamental forms associated with f , respectively (here ν f is the normal of f ). This model is
sometimes called a reduced shell model, or a Kirchhoff shell model.

The forms a f and II f are related by a system of three differential equations, the Gauss equation
and the two Codazzi equations, that will be detailed later on. If the reference forms a and II do not
satisfy these equations, then no configuration can relax the energy completely, and in fact inf Ered

t,w > 0,
as was long assessed by physicists and only recently proved (for a similar form of the energy) in
[AKM22, AKM24]. We say that the ribbon is Gauss-incompatible if a and II fail to satisfy the Gauss
equation, and Codazzi-incompatible if it is Gauss-compatible but a and II fail to satisfy the Codazzi
equations. More precisely, in this work we will be interested in zeroth-order compatibility, meaning
whether the equations are satisfied along the midline ` (see Definition 1.1).

Shape transitions in non-Euclidean ribbons. Ribbons interpolate between the behavior of plates
(w ≈ L), which is constrained by the Gauss–Codazzi equations, and the behavior of rods (w ≈ t), in

2



a
Reference Geometry Wide Ribbon Configuration

d

e

b

Narrow Ribbon Configuration Transition ScalingReference Second FormReference Metric

c

No Transition

No Transition

Figure 1: Examples of shape transitions in ribbons (figure adapted from [LSSM21]). The first column depicts the reference
forms a (flat figure) and II (curved), that appear in the next two columns. Example (a) is Gauss-incompatible, (b)–(e) are
Codazzi-incompatible. The fourth and fifth columns are experimental pictures of the emerging shape of elastic ribbons with
these reference forms, in the wide and narrow regimes (in example (c) the right end of the wide ribbon is cut in order to
show the second form the body wants to achieve). The sixth column indicates whether there is a (first order) shape transition
between narrow and wide ribbons, and the scaling at which it occurs, as predicted by formal asymptotics and confirmed by
experiments; for (b) and (d), these formal-asymptotics scalings are only approximate, and the exact scaling is unknown, see
§ 5.4 for details. The results in this work yield a rigorous proof of the existence and scaling of shape transitions for (a) (as well
as other Gauss-incompatible ribbons), and proves the transition in (d) and the lack of transition in (c) and (e).

which there are no constraints and thus any given second fundamental form can always be achieved
by an isometry. As such, for the same intrinsic geometry, one may obtain a major difference between
the emerging shapes (i.e., minimizers of (1.1)) depending on the relation between the thickness t and
the width w. As mentioned above, this shape transition was observed in plants [AESK11], molecules
[ZLR+11, GSD16, ZGDS19], as well as in controlled experiments using various “material-programing”
techniques [SLS21, LSSM21].

Loosely speaking, when the ribbon is narrow enough, it adopts a shape whose second fundamental
form coincides with the reference form II, at least to a leading order (i.e., along the midline). A wider
ribbon needs to be close to an isometric immersion of the metric a (similar to a plate/shell) to high
enough order, so that the second fundamental form II might not be achieved due to the Gauss–Codazzi
compatibility conditions.

When the reference forms a, II are Gauss-incompatible along the midline, formal asymptotic anal-
ysis of (1.1) in the small parameters t,w shows that this shape transition indeed occurs when t ∼ w2

[AESK11, GSD16].1

As was observed in [SLS21, LSSM21], the case of Codazzi-incompatibility is more complicated: for
some (incompatible) geometries there is no transition at all, while for others there is a transition at
t ∼ wα for some α , 2, as shown in Figure 1. These various scenarios were studied in [LSSM21], using
a careful formal asymptotic analysis of the energy (1.1) and the compatibility equations. For a given
geometry, this analysis can predict whether a shape transition will occur, and approximately at which
exponent α.

The three-dimensional model. The aim of this paper is to analyze this phenomenon rigorously,
using Γ-convergence, starting from a fully three-dimensional model (rather than a reduced one). In
this model, the elastic ribbon is a smooth Riemannian manifold (Mt,w, g), where, for a natural choice

1More accurately, one should non-dimensionalize t and w first, e.g., by comparing t/L and w/L; to make notation less
cumbersome we will think of t and w being already non-dimensionalized.
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of coordinates, we have that Mt,w = (0,L) × (−w/2,w/2) × (−t/2, t/2) and g is given by

g(z) =

(1 − κ(z1)z2)2
− KS(z1, 0)z2

2 + O(z3
2) 0 0

0 1 0
0 0 1

 − 2z3

(
II(z1, z2) 0

0 0

)
+ O(z2

3). (1.2)

We shall assume that g can be smoothly extended to the closure [0,L] × [−w/2,w/2] × [−t/2, t/2].
As shown in § 2.1, this structure is the general form of a metric in which the ribbon is a t-tubular
neighborhood of the mid-surface Sw = {z3 = 0}, which, in turn, is a w-tubular neighborhood of the
midline ` = {z2 = z3 = 0}. In (1.2), κ is the geodesic curvature of ` in Sw, KS is the Gaussian curvature
of Sw, and II is the second fundamental form of Sw in Mt,w. The first fundamental form a in the reduced
model above is the restriction of g to its main 2 × 2 sub-matrix at z3 = 0.

The energy associated with the elastic ribbon is Et,w : W1,2(Mt,w;R3)→ R ∪ {+∞}, defined by

Et,w(yt) = −

∫
Mt,w

W(∇yt(z) P−1(z)) dVolg(z)

for yt ∈W1,2(Mt,w;R3), where dVolg is the volume form of g, −
∫

is the integral divided by the volume of
the domain, and W : R3×3

→ [0,∞] is the energy density satisfying standard assumptions in elasticity,
described in detail in § 3. Here P : TMt,w → R3×3 is the so-called prestrain or implant map (or in
context of material defects also plastic strain or crystal scaffold, see [EKM20], [KM23, §2]) and is a given
orientation preserving smooth map satisfying PTP = g.

The analysis is essentially the same for any choice of such P, and thus we will choose one that
slightly simplifies the analysis; see § 3 below.

To quantify the incompatibility we introduce the following definitions.

Definition 1.1 The Gauss-deficit of the ribbon along the midline is

δG(z1) := det II(z1, 0) − KS(z1, 0) (1.3)

for z1 ∈ [0,L]. The ribbon is Gauss-incompatible (along its midline) if δG . 0.
The Codazzi-deficit of the ribbon along the midline is

δC(z1) =

(
∂2II11 − ∂1II12 + κ(II11 + II22)

∂2II12 − ∂1II22 − κII12

)∣∣∣∣∣∣
(z1,0)

(1.4)

for z1 ∈ [0,L]. The ribbon is Codazzi-incompatible (along its midline) if δG
≡ 0 but δC . 0.

Note that these quantities coincide with the curvatures of g along the midline; more precisely, δG = R1212
and δC

i = −R12i3.

Main results. We are interested in the limiting behavior of Et,w as

lim
t→0

w = 0, lim
t→0

t
w

= 0, (1.5)

both in terms of the energy scaling and the behavior of minimizers. As w tends to zero more and more
quickly, we expect the ribbon to become less and less constrained, and thus inf Et,w to decrease to zero
faster. Since for quite general metrics (see [KS14], also Corollary 5.3) non-Euclidean plates (that is,
when w ∼ 1) satisfy inf Et,w = O(t2), this bound is expected to hold also in the ribbon case, though it
may not be tight.

On a non-technical level, our main results can be summarized by the following two theorems.

Theorem 1.2 (Narrow ribbons) Consider a narrow ribbon in the sense

lim
t→0

t
w2 = ∞, (1.6)

that is,
w2
� t� w� 1.

We then have
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1. Energy scaling: inf Et,w ∼ w4 if the ribbon is Gauss-incompatible, and inf Et,w ∼ t2w2 if it is Codazzi-
incompatible.

2. Approximate minimizers behave as follows:

(a) They tend to an isometric immersion of the midline.
(b) The geodesic curvature of the immersed midline tends to κ.
(c) The second fundamental form of the mid-surface along the midline tends to II|`.
(d) The Gaussian curvature of the mid-surface along the midline tends to KS

|` if and only if the ribbon
is Gauss-compatible.

Theorem 1.3 (Wide ribbons) For ribbons whose mid-surface is flat (that is, KS = 0), consider the wide ribbon
limit in which we first take t→ 0 and then w→ 0. We then have that approximate minimizers tend to isometric
immersions of the midline, and the geodesic curvature of the immersed midline tends to κ. Moreover,

1. if the ribbon is Gauss-incompatible, then inf Et,w ∼ t2, and the second fundamental form of the mid-surface
along the midline converges to a limit that differs from II|`;

2. if the ribbon is Codazzi-incompatible, then inf Et,w = o(t2), and the second fundamental form of the
mid-surface along the midline does tend to II|` (strongly in L2).

(a) If, furthermore, we assume that

II11(z1, 0) , 0 for every z1 ∈ [0,L], (1.7)

then inf Et,w ∼ t2w2, and the fluctuation from II|` of the second fundamental form of approximate
minimizers is of order� w.

(b) If assumption (1.7) is violated, there are examples where inf Et,w � t2w1+ε, and in addition the
fluctuation from II|` of approximate minimizers is of order� w(1+ε)/2, for any ε > 0.

Even though our results for wide ribbons are restricted to flat mid-surfaces, the analysis pre-
sented above covers all the geometries in Figure 1, as well as other physically-motivated geometries
[AESK11, GSD16, ZGDS19, SLS21]. This assumption arises since wider ribbons are more isometrically-
constrained, and our understanding of the space of isometric immersions (of W2,2 regularity) is much
more complete in the flat case.

Building on Theorems 1.2–1.3 we deduce the following regarding the behavior of the minimal
energy.

Corollary 1.4 For ribbons whose mid-surface is flat, the following holds:

1. For Gauss-incompatible ribbons inf Et,w ∼ min{t2,w4
} and there is a transition in the behavior of the

second fundamental form between wide and narrow ribbons. The energy scaling statement holds for
non-flat ribbons as well, as long as their mid-surface can be W2,∞-isometrically immersed in R3.

2. For Codazzi-incompatible ribbons, if condition (1.7) holds, then inf Et,w ∼ t2w2 in both regimes we consider
(no transition in the energy scaling). Otherwise, there are examples in which a transition in the energy
scaling occurs.

Condition (1.7) is satisfied in the geometries of ribbons (c) and (e) in Figure 1, while the example
we analyze in which it is violated corresponds to geometry (d) in Figure 1. We thus understand
the vanishing of II11|` (i.e., the violation of (1.7)) as a necessary condition for a shape transition in a
Codazzi-incompatible ribbon. Note that in all Codazzi-incompatible ribbons (both wide and narrow)
the second fundamental forms converge to II|`. However, in wide Codazzi-incompatible ribbons in
which (1.7) is violated, this convergence is slower and this corresponds to the apparent shape transition
observed in these cases. Our analysis, therefore, reveals a key difference between the transitions of
Gauss-incompatible and Codazzi-incompatible ribbons: In the former, the transition manifests in the
limiting second form along the midline; in the latter, when a transition occurs, it is instead reflected in
the rate at which the second form converges to the reference second form along the midline.

The non-vanishing condition (1.7) also has a geometric interpretation: Since we assume Sw to be
flat, its isometric immersions are ruled surfaces, whose ruling direction corresponds to the null-vector
of the second fundamental form. Condition (1.7) implies that these directions intersect the midline
transversally; this, in turn, guarantees the existence of an isometric immersion of Sw with II|` as a
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second fundamental form along the midline, which has an elastic energy of order t2w2. This will be
detailed in the proof of Theorem 5.12.

Theorems 1.2–1.3 are proved by calculating several Γ-limits (and by establishing their correspond-
ing compactness results):

• Theorem 1.2 is obtained by computing the Γ-limits of 1
w4 Et,w (for Gauss-incompatibility) and of

1
t2w2 Et,w (for Codazzi-incompatibility), as t,w→ 0 simultaneously, under the assumption (1.6).
In both cases we show that the limit energy is finite and strictly positive, thereby establishing
the energy scaling. This analysis is presented in § 4. Furthermore, in § 4.4 we build upon these
results to prove the general scaling statement in Corollary 1.4(1).

• To prove Theorem 1.3 we first compute (in § 5.1) the Γ-limit of 1
t2 Et,w, as t→ 0, for a fixed w. This

computation follows a similar approach to previous works on non-Euclidean plates and shells
[KS14, BLS16, LL20]. Next, in § 5.2 we obtain the ribbon limit by letting w→ 0, similarly to
[FHMP16b]. We analyze this limit and show that it is strictly positive if and only if the ribbon
is Gauss-incompatible (Proposition 5.8). Additionally, we establish the behavior of the limiting
second form as stated in Theorem 1.3(1). For the Codazzi-incompatible case, in § 5.3 we examine
the behavior of minimizers of the same energy (Proposition 5.9). Under the assumption (1.7),
we compute the finer limit of the functional Γ- limt→0

1
t2 Et,w scaled by w2, as w → 0, showing

that it is finite and positive, and conclude the proofs of Theorem 1.3(2b) and Corollary 1.4 (see
Corollary 5.13). Finally (in § 5.4) we analyze the geometry of Figure 1(d) where (1.7) is violated
and show that it corresponds to a higher energy scaling (Proposition 5.14).

The initial functional in all these Γ-limits is the full three-dimensional energy, and the limit is a
one-dimensional model along the mid-line (in the case of the iterated limit, the first limit is a two-
dimensional plate model). The limit energies are one-dimensional like rods, however they retain the
information of the second fundamental form of the two-dimensional mid-surface (along the midline).

Relation to previous works. These Γ-limits build upon existing results for incompatible plates
(see [Lew23] for a recent extensive review), and for ribbons, both Euclidean [FMP12, FMP13] and
non-Euclidean [FHMP16b]. In this work, several new challenges emerge compared to the existing
literature. We now outline some of these key difficulties and how they are addressed.

For narrow ribbons, the natural energy scaling (either w4 or t2w2) falls between t2 and t4, placing it
within the so-called “linearized Kirchhoff regime”. All previous analyses in this regime — Euclidean
plates [FJM06], weakly-prestrained plates [Lew23, § 14.7], shells [LMP11b], shallow shells [LMP11a],
and Euclidean ribbons [FMP13] — results in limiting energies that involve only bending (out-of-
plane) contributions. This is because in-plane displacements can be neglected in the lower bound,
an assumption that is then matched in the upper bound construction. This is no longer the case
for Gauss-incompatible ribbons in their natural w4-scaling: Gauss-incompatibility manifests in the
stretching energy, and configurations whose stretching are o(w4) do not exist. To address this issue,
we show that the in-plane stresses possess additional structure (Lemma 4.8) and use this structure to
derive a sharper lower bound, which can be matched by a recovery sequence. As a result, an extra
term that cannot vanish appears in the energy, proving the tightness of the energy scaling.

A new geometric challenge is that the coordinates z = (z1, z2, z3) in Mt,w are natural for describing
the ribbon and its geometry (as in (1.2)), but they are insufficient for the analysis in the incompatible
case, as they do not suggest how low energy configurations look like (from a technical viewpoint,
one can see that the metric (1.2) differs from the identity matrix by terms that are much larger than
our energy scaling). Thus, we need to define an associated Euclidean ribbon to the incompatible ribbon,
which is an embedded ribbon Ψ : Mt,w → R3, such that Ψ(Mt,w) is a curved ribbon in Euclidean space
whose geometry is “close enough” to the original geometry. The analysis then alternates between the
coordinates z and the Euclidean coordinates on Ψ(Mt,w).

For wide ribbons, as mentioned before, the analysis is a refinement of the one of [FHMP16b] — our
analysis requires a slightly more general setting, and we make a more detailed analysis of the limiting
energy and the relation of its minimum to the underlying geometry. We then analyze a finer (lower)
energy scaling, for which a more complicated construction of a recovery sequence is required.

Finally, it is interesting to compare our results to [MS19]: there it was shown that for plates (w ∼ 1)
the energy scaling is t2 unless the Gauss and Codazzi deficits are zero (see also [Lew23] for the
dependence of the energy scaling of incompatible plates on their curvature), and for rods (w ∼ t) it is
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t4 (generically). This work shows how ribbons interpolate between these two scalings, and how the
Gauss and Codazzi deficits are reflected differently in the energy scaling when ribbons (rather than
plates) are considered.

Future directions. This work is the first to rigorously address shape transitions in non-Euclidean
ribbons. Yet our understanding is far from complete and there are many directions for further inves-
tigation:

• Energy scaling of transitions in Codazzi-incompatible ribbons: In this work we provide a necessary
condition for the occurrence of shape transitions in Codazzi-incompatible ribbons. However, a
full analysis of the energy scaling of a transition, when it occurs, is still missing. These transitions
seem to be geometry-dependent (unlike for Gauss-incompatible ribbons), so an interesting open
direction is to study the transition in specific examples, in particular the ones of (b) and (d) in
Figure 1. Theorem 1.2 provides the energy scaling and asymptotic behavior when the ribbon
is narrow enough. In § 5.4 we summarize the best known ansatzes and the conjectured energy
scalings for wide ribbons in these geometries.

• The wide ribbon limit: In this work we analyze the double limit, as t,w→ 0 simultaneously, for a
narrow ribbon (i.e., w2

� t � w � 1), and the iterated limit limw→0 limt→0, which is interpreted
as a “very wide” ribbon (one could think of this iterated limit as implying t� wα for any α > 0).
This leaves a gap of obtaining the wide ribbon double limit t � w2

� 1, in particular in the
Gauss-incompatible regime t2. This regime is open even for Euclidean ribbons.2

• The non-flat case: While our analysis of narrow ribbons is valid for arbitrary geometries, the
(very) wide ribbons analysis is currently valid only for ribbons with flat mid-surface Sw. Many
ribbons that were studied in the physics literature are of this type [AESK11, GSD16, ZGDS19,
SLS21, LSSM21], however not all of them are [Efr15, LS16, HWQ+18]. It would be interesting
to extend this study to ribbons whose mid-surface is elliptic or hyperbolic. Since elliptic (resp.
hyperbolic) isometric immersions are more (resp. less) constrained than flat ones, one might
encounter different behaviors, in particular in the Codazzi-incompatible case.

• Non-smooth metrics: In this work the reference metric g is assumed to be smooth. While this
assumption is common (both in the physics and in the mathematical studies of incompatible
elasticity), in practice many physical examples have non-smooth metrics (in particular piecewise
constant); see, e.g., the bilayer structure in the experiments depicted in Figure 1(a)–(d). Thus, it
would be desirable to extend the analysis to this case as well. There, one should expect that the
energy scaling is t2 for all regimes, due to an excess energy that appears in rough metrics (similar
to the t2 scaling in multilayered non-Euclidean plates [Sch07] and rods [KO18]); yet, we expect
the behavior of minimizers to be similar to the smooth case and exhibit different “narrow” and
“wide” regimes.

Structure of the paper. In § 2 we analyze the geometry of non-Euclidean ribbons, and define their
associated Euclidean ones. In § 3 we define the elastic energy we analyze in this work. In § 4 we
analyze narrow ribbons, i.e., the Γ-limit under the assumption w2

� t � w � 1. From this analysis
we deduce in § 4.4 the general energy scaling of Gauss incompatible ribbons. In § 5 we analyze wide
ribbons, i.e., the double Γ-limit, first with respect to t→ 0 and then with respect to w→ 0.
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2 The geometry of ribbons

2.1 Metrics on ribbons

We abstractly define a non-Euclidean ribbon as follows: Let (M, g) be a three-dimensional Riemannian
manifold and let S ⊂ M be a two-dimensional submanifold. Let ` : (0,L) → S be a curve in S, in a
natural parametrization. Let Sw be a w-tubular neighborhood of ` in S, and let Mt,w be a t-tubular
neighborhood of Sw in M. The set Mt,w is then a non-Euclidean ribbon, whose mid-surface is Sw and
its midline is `.

We now present the natural (Fermi) coordinates on Mt,w, and show the expansion formula (1.2) in
these coordinates: Let n : S→ TM|S be a unit normal vector field, and for p ∈ S, let νp : (−t/2, t/2)→M

be the geodesic defined by
νp(0) = p, ν̇p(0) = n(p).

Let N : ` → TS|` be a smooth normal vector field in S, and for p ∈ `, let ηp : (−w/2,w/2) → S be the
S-geodesic defined by

ηp(0) = p, η̇p(0) = N(p).

We now define natural coordinates ψ : (0,L) × (−w/2,w/2) × (−t/2, t/2)→Mt,w by

ψ(z1, z2, z3) = νη`(z1)(z2)(z3).

That is, in these coordinates z1 is the arclength coordinate along ` = {z2 = z3 = 0}, from which the
direction z2 emanates orthogonally along geodesics of Sw = {z3 = 0}, and z3 emanates orthogonally
from Sw along geodesics in M.

Lemma 2.1 The metric g on Mt,w expressed in the natural coordinates given by ψ is given by (1.2).

Proof: By definition, we have that

∂
∂z3

∣∣∣∣∣
(z1,z2,0)

= n(ψ(z1, z2, 0)),

which is perpendicular to Tψ(z1,z2,0)S. Thus

g(z1, z2, 0) =

(
a(z1, z2) 0

0 1

)
. (2.1)

Also, we have that ∂
∂z3

at any point is the ν̇p(z3) for some p, and thus a unit vector; thus g33 = 1
everywhere. Furthermore, for i, j = 1, 2, at a point (z1, z2, 0), we have

∂3gi j = g(∇∂3∂i, ∂ j) + g(∂i,∇∂3∂ j)
= g(∇∂in, ∂ j) + g(∂i,∇∂ jn) = −2IIi j,

where ∇ is the Levi-Civita connection of g, whose symmetry was used in the transition to the second
line. Similarly,

∂3gi3 = g(∇∂3∂3, ∂i) + g(∂3,∇∂3∂i) = g(∂3,∇∂3∂i)

g(∂3,∇∂i∂3) =
1
2
∂ig33 = 0,

where we used that ∇∂3∂3 = 0 since n is a geodesic. This last equation holds everywhere. Thus

g(z) =

(
a(z1, z2) 0

0 1

)
− 2z3

(
II(z1, z2) 0

0 0

)
+ O(z2

3),
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where the O(z2
3) term is only in the upper 2 × 2 minor.

It remains to obtain the expansion of g|S(z1, z2). Since z2 is in the direction of normal geodesics to `
in S (like z3 is with respect to S in M), and since κ is the second fundamental form of ` in S, the same
argument as before shows that

a(z1, z2) =

(
1 − 2κ(z1)z2 + O(z2

2) 0
0 1

)
.

Now note that ψ(z1, z2, 0) = η`(z1)(z2) is a family of S-geodesics with parameter z1. Therefore, for a fixed
z1,

J(z2) := ∂1ψ(z1, z2, 0)

is a Jacobi field along η`(z1) satisfying the initial conditions

J(0) = ∂1ψ(z1, 0, 0) = ∂1|(z1,0,0)

and

J′(0) :=
D
dτ

J
∣∣∣∣∣
τ=0

=
D
∂τ

∣∣∣∣∣
τ=0

∂
∂s

∣∣∣∣∣
s=z1

ψ(s, τ, 0) =
D
∂s

∣∣∣∣∣
s=z1

∂
∂τ

∣∣∣∣∣
τ=0

ψ(s, τ, 0)

=
D
∂s

∣∣∣∣∣
s=z1

N(`(z1)) = ∇S∂1
∂2 = −κ(z1)∂1,

where D
∂τ is the covariant derivative along τ with respect to the Levi-Civita connection ∇S of S, and

similarly for D
∂s . The change of order of differentiation follows from the symmetry of the connection

[dC92, §3, Lemma 3.4].3 We can now use the Jacobi equation [dC92, §3, eq. (1)]4

J′′(τ) = RS(η′`(z1)(τ), J(τ))η′`(z1)(τ),

where RS is the Riemann curvature tensor of S, to obtain

∂2
τg(J(τ), J(τ))

∣∣∣
τ=0

= 2 ∂τg(J′(τ), J(τ))|τ=0 = 2g(J′′(0), J(0)) + 2g(J′(0), J′(0))

= 2g(RS(∂2, ∂1)∂2, ∂1) + 2κ2(z1) = −2KS(z1, 0) + 2κ2(x1).

Since a11(z1, z2) = g(J(z2), J(z2)), this completes the proof. n

2.2 Flat mid-surfaces

In this section we specify Lemma 2.1 to the case of a flat mid-surface.

Lemma 2.2 When the mid-surface Sw is flat, that is, KS
≡ 0, the metric expression (1.2) simplifies to

g(z) =

(1 − κ(z1)z2)2 0 0
0 1 0
0 0 1

 − 2z3

(
II(z1, z2) 0

0 0

)
+ O(z2

3). (2.2)

That is, the induced metric on Sw is given by

a =

(
(1 − κ(z1)z2)2 0

0 1

)
. (2.3)

Proof: We already know from Lemma 2.1 that a11(z1, z2) = 1 − 2κ(z1)z2 + O(z2
2). As shown in the last

part of the proof of Lemma 2.1, the Jacobi equation for the Jacobi field J(z2) = ∂1ψ(z1, z2, 0) is

J′′(τ) = 0, J(0) = ∂1|(z1,0,0), J′(0) = −κ(z1)∂1|(z1,0,0),

3The expression of J′(0) could also be obtained by noting that g(J′(0), ∂1|(z1 ,0)) = 1
2∂2g11(z1, 0) = −κ(z1) and g(J′(0), ∂2|(z1 ,0))

= ∂2g12(z1, 0) − g(∂1,∇∂2∂2) = 0, where in the last equality we use the fact that ∇∂2∂2 = 0 since the z2 direction is along geodesics.
4The sign convention for the curvature in [dC92] is converse to the one used here (and in most textbooks).
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where we used that the flatness of Sw implies RS
≡ 0. Noting that for a fixed z1, a11(z1, z2) =

a(∂1ψ(z1, z2, 0), ∂1ψ(z1, z2, 0)) = a(J(z2), J(z2)), we obtain that

∂2
τa(J(τ), J(τ)) = 2∂τa(J′(τ), J(τ)) = 2a(J′(τ), J′(τ)) + a(J′′(τ), J(τ))

= 2a(J′(τ), J′(τ))

= 2a(J′(0), J′(0)) = 2κ(z1)2a11(z1, 0, 0) = 2κ(z1)2,

where in the transition to the second line we used that J′′(τ) = 0, in the transition to the last line that
J′′ = 0 implies that J′ is a parallel vector field and thus of a constant norm. Thus we know that

∂2
z2
a11(z1, z2) = 2κ(z1)2, a11(z1, 0) = 1, ∂z2a11(z1, 0) = −2κ(z1),

from which the result follows. n

Let P : [0,L]→ SO(2) be given by

P′ = P
(
0 −κ
κ 0

)
. (2.4)

For w0 > 0 small enough we define χ : [0,L] × [−w0/2,w0/2]→ R2 via

χ(z1, z2) =

∫ z1

0
P(τ)e1 dτ + z2P(z1)e2. (2.5)

It is immediate to check that, for every w ∈ (0,w0), χ|Sw is an isometric immersion of (Sw, a) into R2.
We denote the image of χ|Sw by S̃w, and its midline by ˜̀, that is,

S̃w = χ(Sw), ˜̀ = χ([0,L] × {0}). (2.6)

2.3 The associated Euclidean ribbon

For a given non-Euclidean ribbon (Mt,w, g) (whose mid-surface is not necessarily flat) we now construct
a ribbon that is embedded inR3, and agrees with the geometry of the non-Euclidean ribbon to leading
orders. That is, we construct a map

Ψ : (0,L) × (−w/2,w/2) × (−t/2, t/2)→ R3

such that DΨTDΨ is close enough to g. We call this map the Euclidean ribbon associated with
(Mt,w, g) and denote its image by Ωt,w. This map will be essential in the analysis of narrow ribbons, as
low-energy configurations will become asymptotically close to Ψ, and the (Euclidean) coordinates on
Ωt,w will be required for the analysis.

We start by constructing the two-dimensional mid-surface:

Proposition 2.3 Given a smooth function κ : [0,L] → R and a symmetric matrix field II0 : [0,L] → R2×2,
there exists w small enough such that there exists an immersion

Φ : (0,L) × (−w/2,w/2)→ R3,

whose first fundamental form is

DΦTDΦ(z1, z2) =

(
(1 − κ(z1)z2)2

− det II0(z1)z2
2 0

0 1

)
+ O(z3

2),

and its second fundamental form is

D2Φ · ñ(z1, z2) = II0(z1) + O(z2),

where ñ is the normal to Φ.
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Proof: We note that z1 7→ Φ(z1, 0) has to be a curve immersed in the surface define by Φ, and, assuming
that DΦTDΦ(z1, 0) = I, the frame (e1(z1), e2(z1), e3(z1)) = (∂1Φ, ∂2Φ, ñ)|(z1,0) is the Darboux frame of this
curve, with geodesic curvature κ, normal curvature II0

11 and relative torsion II0
12. Thus, this frame

satisfies the Darboux frame equationse1
e2
e3


′

=


0 κ II0

11
−κ 0 II0

12
−II0

11 −II0
12 0


e1
e2
e3

 .
We solve this system of ODEs and set

Φ(z1, z2) =

∫ z1

0
e1(s) ds + z2e2 +

1
2

z2
2II0

22e3 −
1
6

z3
2II0

22

(
II0

12e1 + II0
22e2

)
,

where e1, e2 and II0 are evaluated at z1. Noting that the normal to Φ at z2 = 0 is e3 by construction, a
direct calculation shows that the first and second forms of Φ have the correct expansion (the last term
in the definition of Φ is chosen to eliminate z2

2 terms from the 12 and 22 terms of the first fundamental
form). n

Note that, even for small w, Φ is only guaranteed to be an immersion, not an embedding (i.e., it may
fail to be injective), depending on whether its midline intersects itself or not. In the following we will
assume, for simplicity, that the midline does not intersect itself, and thus Φ is indeed an embedding
for w small enough. If this is not the case, one can always find a finite open cover of [0,L] such that
the restriction of the midline to each subinterval is an embedded curve. One can then perform locally
all the subsequent analysis.

Let now (Mt,w, g) be a non-Euclidean ribbon. We apply Proposition 2.3 with κ as in (1.2) (that is,
the geodesic curvature of ` in Sw) and

II0(z1) = II(z1, 0),

that is, II0 is the restriction of the second fundamental form of Sw in Mt,w to the midline. We define
Ψ : (0,L) × (−w/2,w/2) × (−t/2, t/2) → R3 as the three-dimensional ribbon of thickness t associated
with Φ, that is,

Ψ(z) = Φ(z1, z2) + z3ñ(z1, z2).

We denote its image by Ωt,w ⊂ R3. Since Φ is an embedding by assumption, so is Ψ (for small enough t),
and thus Ωt,w is bi-Lipschitz equivalent to (0,L)× (−w/2,w/2)× (−t/2, t/2), with a bi-Lipschitz constant
independent of t and w. A direct application of Proposition 2.3 shows that

DΨTDΨ =

(1 − κ(z1)z2)2
− det II0(z1)z2

2 0 0
0 1 0
0 0 1

 − 2z3

(
II0(z1) + O(z2) 0

0 0

)
+ O(|z2|

3). (2.7)

In particular, by Lemma 2.1 we have that

DΨTDΨ = g +

O(z2
2, z

2
3) if δG . 0,

O(|z2z3|, |z2|
3, z2

3) if δG
≡ 0,

(2.8)

where δG is the Gauss-deficit, according to Definition 1.1, Furthermore, since the metric DΨTDΨ
satisfies the Gauss-Codazzi equations by definition, the 11 and 12 components of the term of order z2z3
can be expressed in terms of II0 alone. More explicitly, these components are 2z2z3∂2(∂iΦ · ∂1ñ)|(z1,0,0),
i = 1, 2 and the Codazzi equations at (z1, 0, 0) give

∂2(∂1Φ · ∂1ñ) = −∂1II0
12 + κ(II0

11 + II0
22),

∂2(∂2Φ · ∂1ñ) = −∂1II0
22 − κII0

12.
(2.9)

Endow now (0,L) × (−w/2,w/2) × (−t/2, t/2) with the metric g, as pulled-back by ψ from M (and
whose expression in coordinates is given by (1.2)). Since Ψ is an embedding, we can pushforward this
metric through Ψ to Ωt,w. Denoting this metric by g̃, we have

g̃ ◦Ψ = (DΨ)−Tg(DΨ)−1 = I + (DΨ)−T(g −DΨTDΨ)(DΨ)−1. (2.10)

11



Combining this equation with (1.2), (2.7), and (2.9), we deduce the following coordinate expression
of g̃ in Ωt,w:

g̃(Ψ(z)) = I + (DΨ)−T


δG(z1)z2

2 − 2δC
1 (z1)z2z3 −2δC

2 (z1)z2z3 0

−2δC
2 (z1)z2z3 −2X22(z1)z2z3 0

0 0 0

 (DΨ)−1 + O(z3
2, z

2
3), (2.11)

where δC is the Codazzi-deficit, introduced in Definition 1.1, whereas X22 is a quantity depending on
the choice of Ψ (and not only on the given geometric data).

We conclude this section with some estimates that will be useful in the following. We denote by
Q0 ∈ C∞((0,L); SO(3)) the map

Q0(z1) := DΨ(z1, 0, 0) = (∂1Ψ | ∂2Ψ | ñ)|(z1,0,0). (2.12)

The fact that Q0 ∈ SO(3) follows from (2.7). Since Ψ is smooth, we have that

‖DΨ(z) −Q0(z1)‖C0 + ‖(DΨ(z))−1
−QT

0 (z1)‖C0 ≤ Cw (2.13)

for some C > 0. Again by (2.7) we also have that

∂2
2Ψ · ñ|(z1,0,0) = ∂2

2Ψ · ∂3Ψ|(z1,0,0) = −∂2Ψ · ∂2∂3Ψ|(z1,0,0) = −
1
2
∂3 |∂2Ψ|

2 (z1, 0, 0) = II0
22(z1),

and similarly,

∂2
2Ψ · ∂2Ψ|(z1,0,0) = ∂2

2Ψ · ∂1Ψ|(z1,0,0) = 0.

Thus we obtain
∂2

2Ψ(z) = II0
22(z1)Q0(z1)e3 + O(w). (2.14)

Similarly, one can show that

∂2ñ(z) = −II0
12(z1)Q0(z1)e1 − II0

22(z1)Q0(z1)e2 + O(w).

Remark 2.4 Our analysis in the narrow ribbon case relies on the existence of the map Ψ satisfying
estimates (2.11), (2.13) and (2.14). One could consider a more general model, in which the geometry
of the ribbon changes with t, namely, Mt,w = (0,Lt) × (−w

2 ,
w
2 ) × (−t

2 ,
t
2 ), with smooth metrics gt of the

form (1.2), where the geodesic curvature κt, the Gaussian curvature KS
t , and the second fundamental

form IIt depend on t. Assuming κt, KS
t , IIt converge strongly enough as t → 0,5 the derivatives DΨt

of the Euclidean ribbons maps Ψt converge to some rotation map Q0. In this way, the estimates (2.13)
and (2.14) hold with an o(1) remainder, and (2.11) holds with t-dependent deficits δG

t and δC
t , which

converge uniformly to some limits δG
0 and δC

0 . The analysis in the narrow ribbon limit below will
remain essentially the same in this more general model. For the sake of readability we will present
the results for non-changing geometries, with the exception of § 4.4 where changing geometries is
essential.

3 Mechanical setting and notation

Let Mt,w be a ribbon as defined in the previous section. Via the coordinate map ψ, we will henceforth
identify Mt,w with the set (0,L) × (−w/2,w/2) × (−t/2, t/2) endowed with the metric g as in (1.2). We
further assume that t,w are small enough such that the map Ψ : (0,L)×(−w/2,w/2)×(−t/2, t/2)→ Ωt,w,
introduced in the previous section, is a diffeomorphism. We denote by z the coordinates on Mt,w =
(0,L) × (−w/2,w/2) × (−t/2, t/2) and by ζ = Ψ(z) the standard Euclidean coordinates on Ωt,w.

Let P : TMt,w → R3×3 be an orientation-preserving map such that PTP = g. The elastic energy
associated with Mt,w (and P) is the functional Et,w : W1,2(Mt,w;R3)→ R ∪ {+∞} defined by

Et,w(y) = −

∫
Mt,w

W(∇y(z)P−1(z)) dVolg(z) = −

∫
Ωt,w

W(∇ỹ(ζ)P̃−1(ζ)) dVolg̃(ζ)

5More precisely, that κt, KS
t , IIt and DIIt converge uniformly, that ∂2

1IIt(·, 0), ∂1κt are uniformly bounded, and that the
remainder terms in (1.2) are uniformly bounded with respect to t.
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for y ∈ W1,2(Mt,w;R3), where dVolg is the volume form of g (and similarly for g̃), −
∫

is the integral
divided by the volume of the domain, ỹ = y ◦ Ψ−1

∈ W1,2(Ωt,w;R3), P̃ = P ◦ dΨ−1 : TΩt,w → R3×3,
and W : R3×3

→ [0,∞] is the energy density, a continuous function satisfying the following standard
assumptions:

(a) Frame indifference: W(RA) = W(A) for all A ∈ R3×3 and R ∈ SO(3);

(b) W(A) = 0 if and only if A ∈ SO(3);

(c) Coercivity: There exists c > 0 such that W(A) ≥ c dist2(A, SO(3)) for all A ∈ R3×3;

(d) Regularity: There exists a neighborhood of SO(3) in which W is C2:

|W(I + B) − Q3(B)| ≤ ω(|B|), Q3(B) :=
1
2

D2
IW(B,B) (3.1)

where ω : [0,∞)→ [0,∞] is a function satisfying limt→0 ω(t)/t2 = 0.

Note that assumptions (b) and (c) imply that

Q3(B) = Q3
(
sym B

)
≥ c |sym B|2 (3.2)

for all B ∈ R3×3.
The energy density W represents the archetypical elastic behavior of a single point, and the map

P−1 indicates how W implants into the body (hence the name implant map [EKM20]). Any two implant
maps P1,P2 differ from each other by a rotation, i.e., P2

z = R(z)P1
z , where R(z) ∈ SO(3). In particular, we

have that Pz = R(z)
√
gz, and similarly for P̃. For simplicity, and since it does not change the general

behavior of the problem considered here, we will assume that P̃ =
√
g̃ (in the case of an isotropic W,

the energy does not change at all by this choice).
In order to study the Γ-limit as t,w→ 0, we rescale the domain, namely we let

z1 = x1, z2 = wx2, z3 = tx3.

For y ∈ W1,2(Mt,w;R3) we define u ∈ W1,2(U;R3), where U = (0,L) × (−1/2, 1/2)2, via u(x) = y(z(x)).
Similarly we define

Ψt(x) = Ψ(z(x)), gt(x) = g(z(x)), g̃t(x) = g̃(Ψt(x)), ñt(x1, x2) = ñ(x1,wx2).

It follows from (2.11) that g̃(Ψt(x)) = I+O(w2), and, when δG
≡ 0 and (1.6) holds, that g̃(Ψt(x)) = I+O(wt).

After changing variables, the energy takes the form,

−

∫
U
W(∇tu (∇tΨt)−1g̃

−1/2
t ) det∇tΨt dVolg̃t ,

where
∇t =

(
∂1

∣∣∣∣∣ 1
w
∂2

∣∣∣∣∣ 1
t
∂3

)
.

By (2.7) and (2.11) it follows that

det∇tΨt dVolg̃t = (1 + OL∞ (w)) dx,

and thus we replace this volume form by dx, as it does not affect the analysis below in any way, but
makes the notation lighter. To conclude, we consider the energy Et,w : W1,2(U;R3)→ R ∪ {+∞}

Et,w(u) = −

∫
U
W(∇tu (∇tΨt)−1g̃

−1/2
t ) dx. (3.3)

We now define several functions that will appear as energy densities in the limiting problems. For
x1 ∈ (0,L) and A ∈ R3×3 we denote

Q̃3(x1,A) = Q3(Q0(x1)AQ0(x1)T),
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where Q3 is the quadratic form defined in (3.1) and Q0 is defined in (2.12). We define two x1-dependent
quadratic forms. For x1 ∈ (0,L) and A ∈ R2×2 let

Q̃2(x1,A) = min
B∈R3×3

{
Q̃3(x1,B) : B2×2 = A

}
, (3.4)

where B2×2 is the upper 2 × 2 minor of B. For x1 ∈ (0,L) and a, b ∈ R let

Q̃◦2(x1, a, b) = min
A∈R2×2

{
Q̃2(x1,A) : AT = A, A11 = a, A12 = b

}
.

Additionally, for x1 ∈ (0,L) we define the function

Q̃1(x1) = min
A∈R2×2

{
Q̃2(x1,A) : A11 = 1

}
.

Notation. In the following, for two positive quantities a, b, we write a � b if the limit a/b tends
to zero (typically when t → 0 or w → 0, depending on the context), and a . b if there exists a
constant C > 0 independent of t,w such that a ≤ Cb. For a family of functions ( ft)t∈(0,t0) we write
ft = OL2 (t) if there exists C > 0 such that ‖ ft‖L2 ≤ Ct for every t ∈ (0, t0). We similarly write OX(·) for
bounds in a function space X (typically positive or negative Sobolev spaces). Finally, for a function
h : (0,L) × (−1/2, 1/2)→ Rd we denote

h̄(x1) =

∫ 1/2

−1/2
h(x1, x2) dx2.

4 Narrow ribbons

In this section we study the behavior of the energy Et,w, introduced in (3.3), in the narrow ribbon
regime w2

� t� w� 1. We start with a compactness result for deformations with energy of order ε2,
where ε = ε(t,w) is an appropriate rescaling.

Theorem 4.1 (Narrow ribbons, compactness) Let (ut) be a sequence in W1,2(U;R3) satisfying

Et,w(ut) ≤ Cε2, (4.1)

where ε→ 0 is a function of t satisfying the following condition: if δG . 0,

w2 . ε� t,

or otherwise
wt . ε� t and w2

� t.

Then, there exist rotations R̂t ∈ SO(3) and translations ct ∈ R3 such that

ût = R̂T
t ut − ct

satisfy
‖ût −Ψt‖L2(U) ≤ C

ε
t

and ‖∇tût − ∇tΨt‖L2(U) ≤ C
ε
t
, (4.2)

and
‖(∇tût)T(∇tût) − gt‖L1(U) ≤ Cε. (4.3)

In particular, ût converges strongly in W1,2 to Ψ(x1, 0, 0), and∇tût converges strongly in L2 to Q0. Furthermore,
there exist functions α, β ∈ L2((0,L)) and γ ∈ L2((0,L) × (−1/2, 1/2)), and a skew-symmetric matrix field
A ∈W1,2((0,L);R3×3) satisfying

QT
0 A′Q0 =

0 0 −α
0 0 −β
α β 0

 ,
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such that, up to subsequences, the following convergences hold:

t
ε

(∇tût
− ∇tΨt)→ AQ0 in L2(U;R3×3) (4.4)

t
w2ε

∂2

(∫ 1/2

−1/2
(∂2ût

− ∂2Ψt) dx3

)
· ñt ⇀ γ in W−1,2((0,L) × (−1/2, 1/2)). (4.5)

The next two theorems identify the Γ-limit of Et,w at the correct scaling for Gauss-incompatible
ribbons and for Codazzi-incompatible ribbons.

Theorem 4.2 (Narrow ribbons, Γ-convergence – Gauss-incompatibility) Assume (1.5)–(1.6) hold. Then the
functional 1

w4 Et,w Γ-converges, with respect to the convergence notion defined in Theorem 4.1 for ε = w2, to

EG
0 (α, β, γ) =

1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
720
−

∫ L

0
Q̃1 (x1) δG(x1)2 dx1,

where α, β, and γ are the functions defined in Theorem 4.1 and δG is the Gauss-deficit (1.3).

Theorem 4.3 (Narrow ribbons, Γ-convergence – Codazzi-incompatibility) Assume (1.5)–(1.6) hold and δG
≡

0. Then the functional 1
t2w2 Et,w Γ-converges, with respect to the convergence notion defined in Theorem 4.1 for

ε = tw, to

EC
0 (α, β, γ) =

1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
144
−

∫ L

0
Q̃◦2

(
x1, δ

C
1 (x1), δC

2 (x1)
)

dx1,

where α, β, and γ are the functions defined in Theorem 4.1 and δC is the Codazzi-deficit (1.4).

The proofs of these theorems are the content of § 4.1–4.3.
As both the energies EG

0 and EC
0 are minimized by α = β = γ = 0, we immediately obtain the

following corollary from the compactness and Γ-convergence results.

Corollary 4.4 (Energy scalings for narrow ribbons) Assume (1.5)–(1.6) hold. Then

lim
t→0

(
inf

1
w4 Et,w

)
∈ (0,∞) if and only if δG . 0,

that is, if and only if the ribbon is Gauss-incompatible. If the ribbon is Gauss-compatible, we have

lim
t→0

(
inf

1
t2w2 Et,w

)
∈ (0,∞) if and only if δG

≡ 0, δC . 0,

that is, if and only if the ribbon is Codazzi-incompatible.

In particular, Corollary 4.4 immediately implies Theorem 1.2(1).
From the above results it follows that a sequence of approximate minimizers ut of Et,w satisfies the

conditions of Theorem 4.1 with ε = w2 (for a Gauss-incompatible ribbon) or ε = tw (for a Codazzi-
incompatible ribbon). The convergence (4.3), together with (2.7), imply that the actual metric of the
ribbon immersed by ut can be expanded as

(∇tut)T(∇tut) =

(1 − κ(x1)wx2)2 + OL1 (w2) 0 0
0 1 0
0 0 1

 − 2tx3

(
II0(x1) 0

0 0

)
+ OL1 (tw, ε).

For Codazzi-incompatible ribbons, since ε � w2, the OL1 (w2) term can be written as w2KS(x1, 0)x2
2 +

OL1 (ε). This implies Theorem 1.2(2).
Finally, we have that the second fundamental form of the mid-surface of ut(U) along the midline

ut(`) tends to the reference second form II0 along the midline. The limiting variables α, β, γ measure
the leading order deviation of this second fundamental form from II0, at the scale that contributes to
the limiting energy. This will be seen quite explicitly in the construction of the recovery sequence
below.
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4.1 Compactness: Proof of Theorem 4.1

We start by proving the existence of auxiliary rotation fields Rt along the mid-surface, such that ût
◦Ψ−1

t
is close to Rt.

Lemma 4.5 Let (ut) and ε satisfy the conditions of Theorem 4.1. Then, there exists a sequence of rotations
Rt
∈ C∞([0,L] × [−1/2, 1/2]; SO(3)) such that

1. ‖∇tût
− Rt
∇tΨt‖L2(U;R3×3) ≤ Cε,

2. ‖Rt
− I‖L2((0,L)×(−1/2,1/2);R3×3) ≤ C ε

t ,
3. ‖∂1Rt

‖L2((0,L)×(−1/2,1/2);R3×3) ≤ C ε
t ,

4. ‖∂2Rt
‖L2((0,L)×(−1/2,1/2);R3×3) ≤ C wε

t ,

where ût is a suitable rotation of ut.

Proof: For any Q ∈ SO(3), it follows from (2.11) that

|∇tut (∇tΨt)−1
−Q| ≤ |∇tut (∇tΨt)−1

−Qg̃1/2
t | + |g̃

1/2
t − I| ≤ C

(
|∇tu (∇tΨt)−1g̃

−1/2
t −Q| + w2

)
where C depends only on g. If δG

≡ 0, then the error term is wt using the assumption w2
� t (otherwise

we would get an error of order w3). Thus we have∫
U

dist2(∇tut (∇tΨt)−1, SO(3)) dx ≤ C
(∫

U
dist2(∇tut (∇tΨt)−1g̃

−1/2
t , SO(3)) dx + w4

)
,

or with an error term w2t2 if δG
≡ 0. By the coercivity assumption (c) on W the bound (4.1), together

with the conditions on ε, imply that∫
U

dist2(∇tut (∇tΨt)−1, SO(3)) dx ≤ Cε2.

Changing variables to ũt = ut
◦Ψ−1

t , and using the fact that Ψ is a bi-Lipschitz map, we obtain that

−

∫
Ωt,w

dist2(∇ũt, SO(3)) dx ≤ Cε2.

One can now adapt the proof of [FMP13, Theorem 3.2] to the sequence ũt on the domain Ωt,w. Indeed,
one can apply the Friesecke–James–Müller rigidity estimate [FJM02] to ũt on the set Ψ(Qt(i, j)), where

Qt(i, j) := ((i − 1)λ1,t, iλ1,t) × (−w/2 + ( j − 1)λ2,t,−w/2 + jλ2,t) × (−t/2, t/2)

for i = 1, . . . ,L/λ1,t and j = 1, . . . ,w/λ2,t and λ1,t := L/bL/tc, λ2,t := w/bw/tc. Here bxc denotes the
integer part of x. Since the sets Ψ(Qt(i, j)) are bi-Lipschitz images of the cube (0, t)3 with uniform
Lipschitz constants, the same value of the rigidity constant serves for each of these sets. This provides
a sequence of piecewise constant rotations R̂t : (0,L) × (−1/2, 1/2)→ SO(3) such that

−

∫
Ωt,w

|∇ũt
− R̂t
| dx ≤ Cε2

and by changing variables back, ∫
U
|∇tut (∇tΨt)−1

− R̂t
|
2 dx ≤ Cε2.

Arguing as in the proof of [FMP13, Lemma 3.1], one can then deduce the existence of Rt with all its
stated properties. n

Note that if δG
≡ 0, the conclusion of Lemma 4.5 also holds when assuming wt . ε� t and w3 . ε

(without the stronger requirement w2
� t).

We now show that Rt can be well-approximated by rotation fields along the midline. This will be
important when proving the lower-semicontinuity estimates in the next section.
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Lemma 4.6 Let Rt be as in Lemma 4.5. Then, for each t > 0 there exists xt
2 ∈ [−1/2, 1/2] such that the function

Rt
0 : (0,L)→ SO(3) defined by

Rt
0(x1) := Rt(x1, xt

2)

satisfies

1. ‖∂1Rt
0‖L2((0,L)×(−1/2,1/2);R3×3) ≤ C ε

t ,

2. ‖Rt
− Rt

0‖L2((0,L)×(−1/2,1/2);R3×3) ≤ C wε
t ,

3. ‖ sym((Rt
0)TRt

− I)‖L1((0,L)×(−1/2,1/2);R3×3) ≤ C w2ε2

t2 .

Proof: By (3) in Lemma 4.5 we have that∫ 1/2

−1/2

∫ L

0
|∂1Rt(x1, x2)|2 dx1 dx2 ≤ C

ε2

t2 .

In particular, for every t there exists a set S ⊂ (−1/2, 1/2) of positive measure such that for every x2 ∈ S∫ L

0
|∂1Rt(x1, x2)|2 dx1 ≤ C

ε2

t2

with the same constant C > 0. Choose xt
2 arbitrarily in S. This proves the first inequality.

We note that

Rt(x1, x2) − Rt
0(x1) =

∫ x2

xt
2

∂2Rt(x1, s) ds,

hence by (4) in Lemma 4.5,∫ L

0

∫ 1/2

−1/2
|Rt(x1, x2) − Rt

0(x1)|2 dx2 dx1 ≤

∫ L

0

∫ 1/2

−1/2
|∂2Rt(x1, x2)|2 dx2 dx1 ≤ C

w2ε2

t2 ,

which proves the second inequality. Finally, using the equality

(R − I)T(R − I) = −2 sym(R − I) for every R ∈ SO(3), (4.6)

we have that

‖ sym((Rt
0)TRt

− I)‖L1 =
1
2
‖((Rt

0)TRt
− I)T((Rt

0)TRt
− I)‖L1 =

1
2
‖(Rt

0)TRt
− I‖2L2 =

1
2
‖Rt
− Rt

0‖
2
L2 .

w2ε2

t2 ,

which concludes the proof. n

We now relate the rotation fields Rt to the limiting fields α, β, γ.

Lemma 4.7 Let Rt be as in Lemma 4.5. Then there exists skew-symmetric matrix fields A ∈ W1,2((0,L);R3×3)
and B ∈ L2((0,L) × (−1/2, 1/2);R3×3) such that, up to subsequences,

1. t
ε (Rt
− I) ⇀ A in W1,2((0,L) × (−1/2, 1/2);R3×3),

2. t2

ε2 sym(Rt
− I)→ A2

2 in L2((0,L) × (−1/2, 1/2);R3×3),

3. t
wε∂2Rt ⇀ B in L2((0,L) × (−1/2, 1/2);R3×3),

where
A′Q0e2 = BQ0e1

and Q0 is defined in (2.12). In particular,

QT
0 A′Q0(x1) =

 0 0 −α(x1)
0 0 −β(x1)

α(x1) β(x1) 0

 QT
0 BQ0(x1, x2) =

 0 0 −β(x1)
0 0 −γ(x1, x2)

β(x1) γ(x1, x2) 0


for some functions α, β ∈ L2((0,L)) and γ ∈ L2((0,L) × (−1/2, 1/2)). In addition, (4.4) holds for ût given by
Lemma 4.5.
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Proof: From (2–4) in Lemma 4.5 it follows that t
ε (Rt
− I) is bounded in W1,2((0,L) × (−1/2, 1/2);R3×3),

hence weakly converging to some A, which must be skew-symmetric. Property (4) in Lemma 4.5
implies that A depends only on x1, thus proving (1); it also implies (3). Note that (1) implies that
t
ε (Rt
− I) strongly converges in Lp for any p < ∞. This, together with (4.6), implies (2). From (1) in

Lemma 4.5 we have that
t
ε

(
∇tût

− ∇tΨt

)
=

t
ε

(Rt
− I)∇tΨt + OL2 (t),

hence part (1) of this lemma, together with (2.13), implies (4.4).
All that is left to prove is the relation between A and B. Let ϕ ∈ C∞c (U;R3). We then have〈 t

wε
(ût
−Ψt) , ∂1∂2ϕ

〉
= −

〈 t
wε
∂2(ût

−Ψt) , ∂1ϕ
〉

= −
〈 t
ε
∇t(ût

−Ψt)e2 , ∂1ϕ
〉

→ −
〈
AQ0e2 , ∂1ϕ

〉
=

〈
(A′Q0 + AQ′0)e2 , ϕ

〉
.

On the other hand,〈 t
wε

(ût
−Ψt) , ∂1∂2ϕ

〉
= −

〈 t
wε
∂1(ût

−Ψt) , ∂2ϕ
〉

= −
〈 t

wε
∇t(ût

−Ψt)e1 , ∂2ϕ
〉

= −
〈 t

wε
(Rt − I)∇tΨt e1 , ∂2ϕ

〉
+

〈 t
wε

(Rt∇tΨt − ∇tût)e1 , ∂2ϕ
〉

= −
〈 t

wε
(Rt − I)∇tΨt e1 , ∂2ϕ

〉
+ O

( t
w

)
=

〈 t
wε
∂2Rt ∇tΨt e1 , ϕ

〉
+

〈 t
ε

(Rt − I)
1
w
∂2∇tΨt e1 , ϕ

〉
+ O

( t
w

)
=

〈 t
wε
∂2Rt ∇tΨt e1 , ϕ

〉
+

〈 t
ε

(Rt − I)∂1∇tΨt e2 , ϕ
〉

+ O
( t

w

)
→

〈
BQ0e1 , ϕ

〉
+

〈
AQ′0e2 , ϕ

〉
,

where in the last line we used part (3) from this lemma and (2.13). This shows that QT
0 A′Q0e2 = QT

0 BQ0e1.
Since QT

0 A′Q0 and QT
0 BQ0 are skew-symmetric, this completes the proof. n

We can now prove Theorem 4.1.

Proof of Theorem 4.1: Let Rt and ût be as in Lemma 4.5. The derivative estimate in (4.2) follows from
(4.4), which was shown as part of Lemma 4.7. The lefthand estimate in (4.2) follows from the derivative
estimate by Poincaré inequality, after translating ût appropriately.

We now prove the metric estimate (4.3). We have that

(∇tût)T(∇tût) = (Rt
∇tût)T(Rt

∇tût)

= (∇tΨ
t)T(∇tΨ

t) + OL1 (ε)
= gt + OL1 (ε),

where the transition to the second line follows from Lemma 4.5, the L2 boundedness of ∇tût and the
uniform boundedness of ∇tΨ

t, and the transition to the third line follows from (2.8) and the relation
between w, t, and ε.

We are left to prove (4.5). Note that for ϕ ∈W1,2
0 ((0,L) × (−1/2, 1/2)) we have〈

t
w2ε

∂2

(∫ 1/2

−1/2
(∂2ût

− ∂2Ψt) dx3

)
· ñt , ϕ

〉
= −

〈
t

w2ε

∫ 1/2

−1/2
(∂2ût

− ∂2Ψt) dx3 , ∂2(ϕñt)
〉

= −
〈 t

wε
(Rt
− I)∇tΨt(x1, x2, 0) e2 , ∂2(ϕñt)

〉
+ O(t/w)

=
〈 t

wε
(∂2Rt

∇tΨt(x1, x2, 0)) e2 · ñt , ϕ
〉

+
〈( t
ε

(Rt
− I)

1
w
∂2∇tΨt(x1, x2, 0) e2

)
· ñt , ϕ

〉
+ O(t/w)

=
〈 t

wε
(QT

0∂2RtQ0)32 , ϕ
〉

+
〈
II0

22

( t
ε

(Rt
− I)Q0 e3

)
· ñt , ϕ

〉
+ O(t/w,w)

=
〈 t

wε
(QT

0∂2RtQ0)32 , ϕ
〉

+
〈
II0

22
t
ε

(QT
0 (Rt
− I)Q0)33 , ϕ

〉
+ O(t/w,w),
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where in the second equality we used (1) in Lemma 4.5 and in the fourth equality (2) and (4) in
Lemma 4.5, (2.13), and (2.14). Now, taking the limit we obtain that the first addend in the righthand
side tends to

〈
γ, ϕ

〉
due to (3) in Lemma 4.7, and the second tends to zero due to (1) in Lemma 4.7.

Thus 〈
t

w2ε
∂2

(∫ 1/2

−1/2
(∂2ût

− ∂2Ψt) dx3

)
· ñt , ϕ

〉
→

〈
γ, ϕ

〉
,

which completes the proof. n

4.2 Lower semicontinuity

In this section we proof the lower semicontinuity estimates for the Γ-convergence results in Theo-
rems 4.2–4.3. Throughout this section, Rt and Rt

0 are as in Lemma 4.5–4.6.
Let (ut) be a sequence in W1,2(U;R3) satisfying

Et,w(ut) ≤ Cε2,

where ε is as in Theorem 4.1. Let (ût) be the sequence provided by this theorem and let α, β, γ be the
corresponding limiting fields.

We now rescale and rewrite the energy as

1
ε2 Et,w(ut) =

1
ε2 Et,w(ût) =

1
ε2−

∫
U
W(∇tût (∇tΨt)−1g̃

−1/2
t ) dx

=
1
ε2−

∫
U
W((Rt)T

∇tût (∇tΨt)−1g̃
−1/2
t ) dx

=
1
ε2−

∫
U
W

I + ε

Gtg̃
−1/2
t +

g̃
−1/2
t − I
ε

 dx,

(4.7)

where

Gt =
(Rt)T

∇tût (∇tΨt)−1
− I

ε
.

Note that from (2.11) and (2.13) it follows that

QT
0

g̃
−1/2
t − I
ε

Q0 = −
1
2

w2

ε
δG(x1)x2

2e1 ⊗ e1 + OL∞ (w3/ε,wt/ε), (4.8)

and if δG
≡ 0,

QT
0

g̃
−1/2
t − I
ε

Q0 =
wt
ε


δC

1 (x1) δC
2 (x1) 0

δC
2 (x1) X22(x1) 0

0 0 0

 x2x3 + OL∞ (w3/ε, t2/ε). (4.9)

Further note that g̃−1/2
t → I uniformly.

Lemma 4.8 Modulo a subsequence, we have that Gt ⇀ G in L2(U;R3×3), where

QT
0 GQ0(x) = −x3

α β 0
β γ 0
0 0 0

 +

 f0(x1) + f1(x1)x2 σ12 0
σ21 σ22 0
σ31 σ32 0

 + λ ⊗ e3

with f0, f1 ∈ L2(0,L), σi j ∈ L2((0,L) × (−1/2, 1/2)), and λ ∈ L2(U;R3).

We note that the affine dependence on x2 of the in-plane strain is a feature of ribbons that has not
been observed before. In a sense, it encodes the fact that, along the midline, the (limiting) ribbon
induced by ut satisfies the Gauss equation (a Gauss deficit would have appeared as a quadratic term).
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Proof: The fact that Gt is L2-bounded follows from (1) in Lemma 4.5. By Lemma 4.7 it is enough to
prove that, in a weak sense, the following holds:

∂3(QT
0 GQ0)e1 = QT

0 A′Q0e3,

∂3(QT
0 GQ0)e2 = QT

0 BQ0e3,

∂2
2(QT

0 GQ0)11 = 0.

(4.10)

Since Rt is smooth and independent of x3, we have the following equalities (in a weak sense):

∂3(Gt
∇tΨt)e1 =

1
ε
∂3((Rt)T

∇tût
− ∇tΨt)e1

=
t
ε

(Rt)T∂1

(1
t
∂3ût

)
−

t
ε
∂1

(1
t
∂3Ψt

)
=

t
ε

(Rt)T∂1(∇tût
− ∇tΨt)e3 +

t
ε

((Rt)T
− I)∂1∇tΨte3.

Since ∂1∇tΨte3 = ∂1ñt → Q′0e3 uniformly, t
ε (Rt
− I) ⇀ A in L2 and t

ε∂1(∇tût
− ∇tΨt) ⇀ (AQ0)′ in W−1,2,

we can go to the limit and deduce that

∂3(Gt
∇tΨt)e1 ⇀ A′Q0e3 + AQ′0e3 + ATQ′0e3 = A′Q0e3.

On the other hand, since Gt ⇀ G in L2 and ∇tΨt → Q0 uniformly, we obtain the first equality in (4.10).
Similarly, for the second equality in (4.10) we have

∂3(Gt
∇tΨt)e2 =

1
ε

(Rt)T∂3(∇tût
− ∇tΨt)e2 +

1
ε

((Rt)T
− I)∂3∇tΨte2.

=
t

wε
(Rt)T∂2(∇tût

− ∇tΨt)e3 +
t
ε

((Rt)T
− I)

1
t
∂3∇tΨte2.

=
t

wε
(Rt)T∂2((Rt

− I)∇tΨt)e3 +
t
ε

((Rt)T
− I)

1
t
∂3∇tΨte2 + OW−1,2 (t/w).

=
t

wε
(Rt)T(∂2Rt)ñt −

t
ε

((Rt)T
− I)

1
w
∂2∇tΨte3 +

t
ε

((Rt)T
− I)

1
t
∂3∇tΨte2 + OW−1,2 (t/w).

=
t

wε
(Rt)T(∂2Rt)ñt + OW−1,2 (t/w),

and this tends to BQ0e3 since Rt
→ I strongly in Lp for any p < ∞, t

wε∂2Rt ⇀ B in L2, and ñt → Q0e3
uniformly.

We now prove the third equality in (4.10) (here the assumption w2
� t is crucial). To this end, let

Rt
0 be as in Lemma 4.6, and consider

((∇tΨt)T(Rt
0)TRtGt

∇tΨt)11 = ∇tΨte1 ·

 (Rt
0)T
∇tût

− ∇tΨt

ε
−

1
ε

sym((Rt
0)TRt

− I)∇tΨt

 e1

= ∇tΨte1 ·

 (Rt
0)T
∇tût

− ∇tΨt

ε

 e1 + OL1 (w2ε/t2),

where we used (3) in Lemma 4.6 in the transition to the second line. Thus, we have

∂2((∇tΨt)T(Rt
0)TRtGt

∇tΨt)11 = ∂2

∇tΨte1 ·

 (Rt
0)T
∇tût

− ∇tΨt

ε

 e1

 + OW−1,1 (w2ε/t2)

= (∂2∇tΨt)e1 ·

(
(Rt

0 − Rt)T

ε
∇tût +

(Rt)T
∇tût

− ∇tΨt

ε

)
e1

+ ∇tΨte1 ·
1
ε

(
(Rt

0)T∂2∇tûte1 − ∂2∇tΨte1

)
+ OW−1,1 (w2ε/t2).

Combining (2) in Lemma 4.6 and (1) in Lemma 4.5 with the fact that ∂2∇tΨt is of order w in L∞, we
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deduce that

∂2((∇tΨt)T(Rt
0)TRtGt

∇tΨt)11

= ∇tΨte1 ·
1
ε

(
(Rt

0)T∂2∇tûte1 − ∂2∇tΨte1

)
+ OL1 (w,w2/t) + OW−1,1 (w2ε/t2)

= ∇tΨte1 ·
w
ε

(
(Rt

0)T∂1∇tûte2 − ∂1∇tΨte2

)
+ OL1 (w,w2/t) + OW−1,1 (w2ε/t2)

= ∇tΨte1 ·
w
ε

(
(Rt

0)T∂1(∇tût
− Rt
∇tΨt)e2 + (Rt

0)T(∂1Rt)∇tΨte2 + ((Rt
0)TRt

− I)∂1∇tΨte2

)
+ OL1 (w,w2/t) + OW−1,1 (w2ε/t2).

Using again (2) in Lemma 4.6 and (1) in Lemma 4.5, we obtain

∂2((∇tΨt)T(Rt
0)TRtGt

∇tΨt)11 =
w
ε
∇tΨte1 · (Rt

0)T(∂1Rt)∇tΨte2

+ OW−1,2 (w) + OL1 (w,w2/t) + OW−1,1 (w2ε/t2).

Differentiating again, we have

∂2
2((∇tΨt)T(Rt

0)TRtGt
∇tΨt)11

=
w
ε
∂2∇tΨt︸  ︷︷  ︸

OL∞ (w)

e1 · (Rt
0)T (∂1Rt)︸︷︷︸

OL2 (ε/t)

∇tΨte2 +
w2

ε
∇tΨte1 · (Rt

0)T∂1

( 1
w
∂2Rt

)
︸   ︷︷   ︸

OL2 (ε/t)

∇tΨte2

+
w
ε
∇tΨte1 · (Rt

0)T (∂1Rt)︸︷︷︸
OL2 (ε/t)

∂2∇tΨt︸  ︷︷  ︸
OL∞ (w)

e2 + OW−2,2 (w) + OW−1,1 (w,w2/t) + OW−2,1 (w2ε/t2)

= OL2 (w2/t) + OW−1,2 (w2/t) + OW−2,2 (w) + OW−1,1 (w,w2/t) + OW−2,1 (w2ε/t2),

where we used (3) and (4) in Lemma 4.5, together with the fact that ∂2∇tΨt is of order w in L∞. Going
to the limit and using the assumption w2

� t, we therefore have

∂2
2((∇tΨt)T(Rt

0)TRtGt
∇tΨt)11 → 0 in W−2,1.

On the other hand, since ∇tΨt → Q0 uniformly, (Rt
0)TRt

→ I in L2 and are uniformly bounded, and
Gt ⇀ G in L2, we obtain that

∂2
2((∇tΨt)T(Rt

0)TRtGt
∇tΨt)11 ⇀ ∂2

2(QT
0 GQ0) in W−2,1,

which completes the proof. n

We are now ready to prove the lower bound for Theorem 4.2.

Proposition 4.9 Let (ut) be a sequence in W1,2(U;R3) satisfying

Et,w(ut) ≤ Cw4.

Then

lim inf
1

w4 Et,w(ut) ≥
1

12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
720
−

∫ L

0
Q̃1 (x1) δG(x1)2 dx1,

where α, β, and γ are the functions provided by Theorem 4.1 and δG is the Gauss-deficit.

Proof: The sequence (ut) satisfies the assumptions of Theorem 4.1, thus all the results of the previous
section hold true. By (4.7), Lemma 4.8, and standard Taylor expansion arguments (e.g., [FJM06, p. 211])
we have

lim inf
1

w4 Et,w(ut) ≥ −
∫

U
Q3

(
G −

1
2
δG(x1)x2

2Q0e1 ⊗Q0e1

)
dx

= −

∫
U
Q̃3

(
x1,QT

0 GQ0 −
1
2
δG(x1)x2

2e1 ⊗ e1

)
dx

≥ −

∫
U
Q̃2

(
x1,−x3

(
α β
β γ

)
+

(
f0(x1) + f1(x1)x2 −

1
2δ

G(x1)x2
2 σ12

σ21 σ22

))
dx.
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Expanding the quadratic form we obtain

−

∫
U
Q̃2

(
x1,−x3

(
α β
β γ

)
+

(
f0(x1) + f1(x1)x2 −

1
2δ

G(x1)x2
2 σ12

σ21 σ22

))
dx

=
1

12
−

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃2

(
x1,

(
α β
β γ

))
dx1 dx2

+ −

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃2

(
x1,

(
f0(x1) + f1(x1)x2 −

1
2δ

G(x1)x2
2 σ12

σ21 σ22

))
dx1 dx2

≥
1

12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 + −

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃1 (x1)

(
f0(x1) + f1(x1)x2 −

1
2
δG(x1)x2

2

)2

dx1 dx2

≥
1

12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
4
−

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃1 (x1) δG(x1)2

(
x2

2 −
1

12

)2

dx1 dx2

=
1

12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
720
−

∫ L

0
Q̃1 (x1) δG(x1)2 dx1,

which proves the thesis. n

Similarly, we now prove the lower bound for Theorem 4.3.

Proposition 4.10 Assume δG
≡ 0. Let (ut) be a sequence in W1,2(U;R3) satisfying

Et,w(ut) ≤ Cw2t2.

Then

lim inf
1

w2t2 Et,w(ut) ≥
1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
144
−

∫ L

0
Q̃◦2

(
x1, δ

C
1 (x1), δC

2 (x1)
)

dx1,

where α, β, and γ are the functions provided by Theorem 4.1 and δC is the Codazzi-deficit.

Proof: Arguing as in the proof of Proposition 4.9, we have

lim inf
1

w2t2 Et,w(ut) ≥ −
∫

U
Q3

G + x2x3Q0

δ
C
1 (x1) δC

2 (x1) 0
δC

2 (x1) X22(x1) 0
0 0 0

 QT
0

 dx

= −

∫
U
Q̃3

x1,QT
0 GQ0 + x2x3

δ
C
1 (x1) δC

2 (x1) 0
δC

2 (x1) X22(x1) 0
0 0 0


 dx

≥ −

∫
U
Q̃2

(
x1,−x3

(
α + δC

1 (x1)x2 β + δC
2 (x1)x2

β + δC
2 (x1)x2 γ + X22x2

)
+

(
f0(x1) + f1(x1)x2 σ12

σ21 σ22

))
dx

≥
1
12
−

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃2

(
x1,

(
α + δC

1 (x1)x2 β + δC
2 (x1)x2

β + δC
2 (x1)x2 γ + X22x2

))
dx1 dx2

=
1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
12
−

∫
(0,L)×(− 1

2 ,
1
2 )
Q̃2

(
x1,

(
δC

1 (x1)x2 δC
2 (x1)x2

δC
2 (x1)x2 X22x2 + γ − γ

))
dx1 dx2

≥
1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
144
−

∫ L

0
Q̃◦2

(
x1, δ

C
1 (x1), δC

2 (x1)
)

dx1.

n

4.3 Recovery sequence

In this section we construct the recovery sequences for Theorems 4.2–4.3, thus completing their proofs.
We start by proving the existence of a recovery sequence for the scaling regime ε = w2 as in Theorem 4.2.
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Proposition 4.11 Assume ε = w2. Let α, β, γ ∈ L2((0,L)). Then there exists a sequence (ut) in W1,2(U;R3)
such that (ut) converges to (α, β, γ) in the sense of Theorem 4.1, and

lim
1

w4 Et,w(ut) =
1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
720
−

∫ L

0
Q̃1 (x1) δG(x1)2 dx1. (4.11)

Proof: By density arguments we can assume that α, β, and γ belong to C∞([0,L]). Let λ ∈ C∞([0,L];R3)
be such that

Q̃3

x1,

α β λ1
β γ λ2
0 0 λ3


 = Q̃2

(
x1,

(
α β
β γ

))
for every x1 ∈ [0,L] (4.12)

and let η2, η3 ∈ C∞([0,L];R3) be such that

Q̃3

x1,

−δ
G η12 η13

0 η22 η23
0 η32 η33


 = Q̃1(x1)δG(x1)2 for every x1 ∈ [0,L]. (4.13)

Let R̄t be the solution to R̄′t(s) = ε
t R̄t(s)A′(s) for s ∈ [0,L],

R̄t(0) = exp
(
ε
t A(0)

)
,

(4.14)

where A is a skew-symmetric matrix satisfying

A′ = Q0

0 0 −α
0 0 −β
α β 0

 QT
0 . (4.15)

Setting
θ(x1) = Ψ(x1, 0, 0), (4.16)

we define

ut(x) =

∫ x1

0
R̄t(s)θ′(s)

(
1 +

ε
24
δG(s)

)
ds + R̄t(x1) (Ψt(x) − θ(x1)) − εwx2x3R̄t(x1)Q0(x1)

βγ0


+
1
2
εR̄t(x1)Q0(x1)

w2

t
x2

2

0
0
γ

 − tx2
3λ(x1) +

w
3

(
x3

2 −
x2

4

)
η2(x1) + t

(
x2

2 −
1

12

)
x3η3(x1)

 .
(4.17)

As shown below, the first line in (4.17) gives us the terms that appear in the limiting energy, whereas
the second line serves as a correction: the first addend anti-symmetrizes a wε

t error due to the second
addend in the first line, and the other terms in the second line yield the functions λ and η that achieve
the equalities (4.12)–(4.13).

Indeed, we have

R̄T
t ∂1ut = ∂1Ψt(x) +

ε
24
δG(x1)θ′(x1) +

ε
t

A′(x1) (Ψt(x) − θ(x1)) + o(ε)

= ∂1Ψt(x) +
ε

24
δG(x1)θ′(x1) +

ε
t

A′(x1)Q0(x1) (wx2e2 + tx3e3) + o(ε)

= ∂1Ψt(x1) + εQ0(x1)


1

24δ
G
− x3α
−x3β
w
t x2β

 + o(ε),

where in the second line we used the Taylor expansion of Ψt, and in the third line that θ′ = Q0e1. The
derivatives with respect to the second and third variables are more direct:

1
w

R̄T
t ∂2ut =

1
w
∂2Ψt + εQ0(x1)


−x3β
−x3γ
w
t x2γ

 +
1
2

(
x2

2 −
1

12

)
η2

 + o(ε),
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1
t

R̄T
t ∂3ut =

1
t
∂3Ψt + εQ0(x1)


−

w
t x2β
−

w
t x2γ
0

 − x3λ +
1
2

(
x2

2 −
1

12

)
η3

 .
Hence we obtain

R̄T
t ∇tut = ∇tΨt + εQ0

w
t

x2

0 0 −β
0 0 −γ
β γ 0

 − x3

α β λ1
β γ λ2
0 0 λ3

 +


1

24δ
G 0 0

0 0 0
0 0 0




+ εQ0

1
2

(
x2

2 −
1
12

) 0 η12 η13
0 η22 η23
0 η32 η33

 + o(1)

 .
(4.18)

We see that R̄T
t ∇tut

−∇tΨt is merely of order O(wε/t) rather than O(ε) (as in Lemma 4.5 for the rotations
provided by the rigidity lemma), due to the matrix

B̃ =

0 0 −β
0 0 −γ
β γ 0

 .
In a sense R̄t has the role of the field Rt

0 from Lemma 4.6. We fix it by defining∂2Rt(x1, x2) = wε
t Rt(x1, x2)Q0B̃QT

0 for (x1, x2) ∈ [0,L] × [−1/2, 1/2],
Rt(x1, 0) = R̄t(x1) for x1 ∈ [0,L].

Noting that

Rt(x1, x2) = R̄t(x1)
(
I +

wε
t

x2Q0B̃QT
0 + O

(
w2ε2

t2

))
,

we obtain from (4.18), the fact that B̃ is skew-symmetric, and that ∇tΨt = Q0 + O(w), that

RT
t ∇tut = R̄T

t ∇tut
−

wε
t

x2Q0B̃QT
0∇tΨt + O

(
w2ε2

t2

)
= R̄T

t ∇tut
−

wε
t

x2Q0B̃ + O
(

w2ε
t

)

= ∇tΨt + εQ0

−x3

α β λ1
β γ λ2
0 0 λ3

 +


1
24δ

G 0 0
0 0 0
0 0 0

 +
1
2

(
x2

2 −
1
12

) 0 η12 η13
0 η22 η23
0 η32 η33

 + o(1)

 ,
showing that

QT
0

RT
t ∇tut(∇tΨt)−1

− I
ε

Q0 = −x3

α β λ1
β γ λ2
0 0 λ3

 +


1

24δ
G 0 0

0 0 0
0 0 0

 +
1
2

(
x2

2 −
1

12

) 0 η12 η13
0 η22 η23
0 η32 η33

 + o(1).

By (4.7), Taylor expansion of W, and (4.8) it is immediate to see that

lim
1

w4 Et,w(ut) = −

∫
U

x2
3 Q̃3

x1,

α β λ1
β γ λ2
0 0 λ3


 dx

+
1
4
−

∫
U

(
x2

2 −
1
12

)2

Q̃3

x1,

−δ
G η12 η13

0 η22 η23
0 η32 η33


 dx,

which proves (4.11) by (4.12) and (4.13).
We are left to verify that ut converges to (α, β, γ) as in Theorem 4.1. Indeed, noting that R̄t =

I + ε
t A + O( ε

2

t2 ), it is immediate from (4.18) that

∇tut
− ∇tΨt =

ε
t

A∇tΨt + o(ε/t) =
ε
t

AQ0 + o(ε/t),
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hence the the convergence to (α, β) follows as in (4.4). For the convergence to γ, we note that from
Theorem 4.1, Lemma 4.7(3), and the fact that RT

t ∇tut
− ∇tΨt = O(ε), it is sufficient to show that

t
wε∂2Rt

→ B, where B = Q0B̃QT
0 . This is immediate from the definition of Rt and the fact that Rt → I

uniformly. n

We now construct the recovery sequence for the scaling ε = wt as in Theorem 4.3.

Proposition 4.12 Assume δG
≡ 0 and ε = wt. Let α, β, γ ∈ L2((0,L)). Then there exists a sequence (ut) in

W1,2(U;R3) such that (ut) converges to (α, β, γ) in the sense of Theorem 4.1, and

lim
1

w4 Et,w(ut) =
1
12
−

∫ L

0
Q̃2

(
x1,

(
α β
β γ

))
dx1 +

1
144
−

∫ L

0
Q̃◦2

(
x1, δ

C
1 (x1), δC

2 (x1)
)

dx1.

Proof: By density arguments we can assume that α, β, and γ belong to C∞([0,L]). Let σ ∈ C∞([0,L]) be
such that

Q̃2

(
x1,

(
δC

1 δC
2

δC
2 X22 + σ

))
= Q̃◦2(x1, δ

C
1 , δ

C
2 ) for every x1 ∈ [0,L] (4.19)

and let λ ∈ C∞([0,L] × [−1/2, 1/2];R3) be of the form λi(x1, x2) = λ0
i (x1) + λ1

i (x1)x2 with

Q̃3

x1,

α β λ0
1

β γ λ0
2

0 0 λ0
3


 = Q̃2

(
x1,

(
α β
β γ

))
for every x1 ∈ [0,L], (4.20)

and

Q̃3

x1,

δ
C
1 δC

2 λ1
1

δC
2 X22 + σ λ1

2
0 0 λ1

3


 = Q̃2

(
x1,

(
δC

1 δC
2

δC
2 X22 + σ

))
for every x1 ∈ [0,L]. (4.21)

Similarly as in the proof of Proposition 4.11, we consider

ut(x) =

∫ x1

0
R̄t(s)θ′(s) ds + R̄t(x1) (Ψt(x) − θ(x1)) − εwx2x3R̄t(x1)Q0(x1)

 β
γ + 1

2 x2σ
0


+

1
2
εR̄t(x1)Q0(x1)

w2

t
x2

2

 0
0

γ + 1
3 x2σ

 − tx2
3(λ0 + x2λ

1)

 ,
where θ is defined in (4.16) and R̄t is given by (4.14)–(4.15), as before.

By (2.13), we obtain

R̄t∇tut = ∇tΨt − εx3Q0


α β λ0

1
β γ λ0

2
0 0 λ0

3

 + x2

0 0 λ1
1

0 σ λ1
2

0 0 λ1
3

 + osym(1)

 ,
hence

QT
0

R̄t∇tut(∇tΨt)−1
− I

ε
Q0 = −x3

α β λ0
1

β γ λ0
2

0 0 λ0
3

 − x2x3

0 0 λ1
1

0 σ λ1
2

0 0 λ1
3

 + osym(1).

The rest of the proof is similar to the ε = w2 case, using (4.19)–(4.21) and (4.9). n

4.4 Energy scaling of Gauss incompatible ribbons in all regimes

From the results of the previous sections we can deduce the energy scaling of Gauss-incompatible
ribbons in all regimes. This completes the energy-scaling part of Corollary 1.4(1).
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Corollary 4.13 Assume (1.5) and that limt→0
t

w2 < ∞. If the ribbon is Gauss incompatible, that is, δG . 0, then

lim inf
t→0

(
inf

1
t2 Et,w

)
> 0.

Furthermore, assume that for some w0 > 0 there exists W2,∞-isometric immersions of Sw0 , that is,{
φ ∈W2,∞(Sw0 ;R3) : ∇′φT

∇
′φ = a a.e.

}
, ∅, (4.22)

where a is the induced metric of g on Sw0 , see (2.1), and ∇′ = (∂1 | ∂2). Then, there exists a constant C > 0 such
that for every w < w0,

infEt,w ≤ Ct2.

Proof: We split the proof into two parts.

Lower bound. Assume that t ≤ Cw2 for some C > 0, and let (Mt,w, g) be a Gauss-incompatible
ribbon. Assume, by contradiction, that infEt,w < ε2

� t2. In particular, we can assume that there exists
maps ut

∈W1,2(U,R3) such that Et,w(ut) = ε2
� t2.

Let k = k(t) be natural numbers such that ε � w2

k2 � t � w
k , which is possible by our assumptions,

and define w̃ = w/k. Partition Mt,w into k ribbons of width w̃, and let Ei
t,w̃, i = 1, . . . , k, be the restriction

of the energy (divided by the volume) to each of the ribbons. Since

ε2 = Et,w(ut) =
1
k

k∑
i=1

Ei
t,w̃(ut)

there exists j = j(t) such that E j
t,w̃(ut) ≤ ε2. Now, for each t, the jth ribbon is a ribbon of thickness t,

width w̃, hence we can choose natural Fermi coordinates adapted to this ribbon, as in §2.1. In these
coordinates, the domain is M j

t,w = (0,Lt) × (−w̃/2, w̃/2) × (−t/2, t/2), and the metric is given by

ḡt(z) =

(1 − κt(z1)z2)2
− KS

t (z1, 0)z2
2 + O(z3

2) 0 0
0 1 0
0 0 1

 − 2z3

(
IIt(z1, z2) 0

0 0

)
+ O(z2

3), (4.23)

and, because g is smooth, and the ribbons’ midlines are at distance at most w/2 of the midline of the
original ribbon, we have that |L − Lt| . w and∥∥∥∥∥κt

(Lt

L
z1

)
− κ(z1)

∥∥∥∥∥
C1([0,L])

. w,

∥∥∥∥∥KS
t

(Lt

L
z1, z2

)
− KS(z1, z2)

∥∥∥∥∥
C0([0,L]×[−w̃/2,w̃/2])

+

∥∥∥∥∥IIt

(Lt

L
z1, z2

)
− II(z1, z2)

∥∥∥∥∥
C2([0,L]×[−w̃/2,w̃/2])

. w.

It follows that all these ribbons are Gauss-incompatible, and that the associated Euclidean ribbons
maps Ψt converge and that DΨt

→ Q0 in C0. Therefore we are in the setting of ribbons with varying
geometries, as described in Remark 2.4. It is easy to see that the analysis of this section applies to this
case as well, and in particular we obtain by Corollary 4.4 that

lim
t→0

(
inf

1
w̃4 E

j
t,w̃

)
> 0,

in contradiction to E
j
t,w̃(ut) ≤ ε2

� w̃4.

Upper bound. Let φ ∈ W2,∞(Sw0 ;R3) be an isometric immersion, and let νφ : Sw0 → R
3 be its

normal. The normal satisfies νφ =
∂1φ∧∂2φ
|∂1φ∧∂2φ|

, where |∂1φ ∧ ∂2φ| = det a > c > 0 for some c > 0, and thus
νφ ∈W1,∞(Sw0 ;R3). Define a map y ∈W1,∞(Mt,w0 ;R3) via

y(z) = φ(z′) + z3νφ(z′).
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A direct calculation shows that for almost every z ∈Mt,w0 ,

|∇yT(z)∇y(z) − g(z)| ≤ C|z3|

for some uniform C > 0. Therefore, it follows from (2.10) and from the assumptions (a), (b), and (d)
on W that for almost every z ∈Mt,w0

W(∇y(∇Ψ)−1(g̃ ◦Ψ)−1/2) ≤ C|z3|
2.

Therefore, for every w < w0, defining u(x) = y(x1,wx2, tx3) ∈W1,∞(U;R3), we have

‖W(∇tu (∇tΨt)−1g̃
−1/2
t )‖L∞(U) . t2,

hence
Et,w(u) . t2,

which concludes the proof. n

Combining the previous result with Corollary 4.4, we immediately obtain the following.

Corollary 4.14 For Gauss-incompatible ribbons for which (4.22) holds we have

infEt,w ∼ min{t2,w4
}. (4.24)

Proof: Assume that (4.22) holds and that the ribbon is Gauss-incompatible. If t� w2
� 1, the previous

corollary guarantees that infEt,w ∼ t2. If w2
� t� w� 1, Corollary 4.4 implies that infEt,w ∼ w4. This

proves (4.24). n

5 Wide ribbons

In this Section we consider the double limit

lim
w→0

lim
t→0

1
t2wα

Et,w,

in the sense of Γ-convergence, for an appropriate power α (depending on the geometry). In § 5.1
we consider the first Γ-limit (the plate limit), which applies to any geometry, and in the rest of the
section we consider the second Γ-limit, restricted to the case of a flat mid-surface, for which the metric
expansion is as by (2.2).

5.1 The plate limit

The first limit limt→0
1
t2 Et,w is that of non-Euclidean Kirchhoff plate theory, on which a large literature

exists. The case here is very similar to [BLS16, LL20], though it does not fall precisely under the scope
of these papers. The resulting Γ-convergence and compactness statements are described below. As the
proof follows the same lines of [BLS16, LL20] with very mild changes, we outline them in Appendix 6.

To describe the results, we first denote the following quantities, for a given w > 0: For x′ = (x1, x2) ∈
S = (0,L) × (−1/2, 1/2), we let

F0(x′) = lim
t→0
g̃t(x′, 0) = (∇Φ | ñ)|−T

(x1,wx2)gt(x′, 0)(∇Φ | ñ)|−1
(x1,wx2)

= (∇Φ | ñ)|−T
(x1,wx2)

(1 − wκ(x1)x2)2
− w2KS(x1, 0)x2

2 + O(w3) 0 0
0 1 0
0 0 1

 (∇Φ | ñ)|−1
(x1,wx2),

where Φ and ñ are given in Proposition 2.3, and

A0(x′) = F1/2
0 (x′)(∇Φ | ñ)|(x1,wx2).

We omit the dependence of F0 and A0 on w for notational simplicity, and note that A0 → Q0 uniformly
as w→ 0. We further denote ∇w = (∂1 |w−1∂2).
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Theorem 5.1 (Plates, compactness) Fix w > 0, and let (ut) be a sequence of configurations in W1,2(U;R3)
satisfying

Et,w(ut) ≤ Ct2.

Then, modulo a subsequence and translations, we have

ut W1,2

−→ f , ∇tut L2

−→ (∇w f | ν f ), (5.1)

where f ∈W2,2(S;R3) is a rescaled isometric immersion, that is,

(∇w f | ν f )A−1
0 ∈ SO(3) a.e.,

or, equivalently, ∇w f T
∇w f (x′) = a(x1,wx2) a.e., where a is the restriction of g to Sw, see (2.1), and ν f is the

normal to f .

Theorem 5.2 (Plates, Γ-convergence) Lower bound: Under the assumptions of Theorem 5.1, we have

lim inf
t→0

1
t2 Et,w(ut) ≥ Ẽw( f ) :=

1
12
−

∫
S
Qw(x′, IIw

f − IIw) dx′, (5.2)

where Qw : S ×R2×2
→ R is given by

Qw(x′,F) = min
G∈R3×3

{
Q3(A−T

0 (x′)GA−1
0 (x′)) : G2×2 = F

}
, (5.3)

IIw
f is the (rescaled) second fundamental form of f , i.e.,

IIw
f := tr((∇2

w f )(ν f )) = −∇w f T
∇wν f ,

and
IIw(x1, x2) = II(x1,wx2).

Recovery sequence: For any rescaled isometric immersion f ∈ W2,2(S;R3), there exists configurations
ut ∈W1,2(U;R3) such that (5.1) holds and

lim
t→0

1
t2 Et,w(ut) = Ẽw( f ).

We note that Qw(x′, ·) is a positive definite quadratic form on R2×2
sym, and that it satisfies

c1|M|2 ≤ Qw(x′,M) ≤ c2|M|2 for every M ∈ R2×2
sym, x′ ∈ S, (5.4)

for some constants c2 > c1 > 0, which are independent of x′ ∈ S and of w. Furthermore, we have that
for all w > 0, the restriction of Qw to x2 = 0 is Q̃2 as defined in (3.4), independently of w. In particular,
(5.4) applies to Q̃2 as well.

As in [BLS16, MS19], an immediate corollary of Theorems 5.1–5.2 and of the bounds (5.4) is the
following:

Corollary 5.3 Fix w small enough, and suppose that the set{
f ∈W2,2(S;R3) : ∇w f T

∇w f (x′) = a(x1,wx2) a.e.
}

is non-empty, and that a and II do not satisfy the Gauss–Codazzi equations in Sw. Then,

lim
t→0

(
inf

1
t2 Et,w

)
∈ (0,∞).

The functional Ẽw is defined on W2,2-rescaled isometric immersions; the following proposition
establishes that the Gauss–Codazzi system remains valid in this regularity.
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Proposition 5.4 Let (S, a) be a smooth, complete two-dimensional Riemannian manifold with Lipschitz bound-
ary. Let φ ∈ W2,2(S;R3) be an isometric immersion, that is, ∇φT

∇φ = a a.e.. Then the normal νφ of φ is in
W1,2

∩ L∞(S;R3), the Gauss equation det IIφ = KS det a holds in L1, and the Codazzi equations hold in W−1,2.

Proof: We first note that since φ is an isometric immersion and a is smooth, ∇φ ∈ W1,2
∩ L∞, and

|∂1φ ∧ ∂2φ| = det a ≥ c > 0 is bounded away from zero. A direct calculation shows that |∇νφ| ≤
C|∇(∂1φ ∧ ∂2φ)|/det a, hence ∇νφ ∈ L2. Thus νφ ∈W1,2

∩ L∞(S;R3).
This implies that the second fundamental form (IIφ)i j = 〈∂i jφ, νφ〉 ∈ L2 can also be written as

−〈∂iφ, ∂ jνφ〉. To prove the compatibility equations we use the formalism of [Mar05, Section 5]. Define
F = (∂1φ, ∂2φ, νφ) ∈W1,2

∩ L∞, then
∂iF = FΓi

where

Γi =


Γ1

i1 Γ1
i2 −(IIφ)1

i

Γ2
i1 Γ2

i2 −(IIφ)2
i

(IIφ)i1 (IIφ)i2 0

 ∈ L2,

Γk
i j are the (smooth) Christoffel symbols of a, (IIφ) j

i = (IIφ)ika
kj, and (akj) denotes the inverse of a. The

compatibility condition ∂1∂2F = ∂2∂1F in W−1,2 then implies ∂1(FΓ2) = ∂2(FΓ1). Since (∂iF)Γ j ∈ L1 and
F∂iΓ j ∈ D

′, we have that the Leibniz rule ∂i(FΓ j) = (∂iF)Γ j + F∂iΓ j holds in D′. Thus, we can write the
compatibility condition as

F(Γ1Γ2 − Γ2Γ1 + ∂1Γ2 − ∂2Γ1) = 0 in D′,

hence
Γ1Γ2 − Γ2Γ1 + ∂1Γ2 − ∂2Γ1 = 0 in D′.

Expanding, this formula implies that the Gauss and Codazzi equations hold in D′ (see [Mar05, eq.
(28)–(29)] ). Since the expression in the Gauss equation is defined in L1 and those in the Codazzi
equations in W−1,2, these equations hold in these spaces as well. n

5.2 Gauss incompatibility

In this section we consider the behavior of the plate energy Ẽw obtained in (5.2), as w→ 0, and analyze
its limit. From here we restrict ourselves to flat mid-surfaces, in which the metric has the structure
(2.2), and thus the map F0 from the previous section has the explicit form

F0(x′) = (∇Φ | ñ)|−T
(x1,wx2)

(1 − wκ(x1)x2)2 0 0
0 1 0
0 0 1

 (∇Φ | ñ)|−1
(x1,wx2).

While our two-dimensional plate energy (5.2)–(5.3) is slightly different (and more general) from the
one considered in [FHMP16b], the compactness statement and its proof are the same as in [FHMP16b,
Lemma 2], as they only depend on the isometry constraint and on the coercivity (5.4) of Qw. Therefore
we state the result here without proof. The assumption of a flat mid-surface is essential in the
construction of the recovery sequence, while the compactness statement and the lower bound actually
hold for any geometry a of the mid-surface.

Theorem 5.5 (Wide ribbons, compactness) Let ( fw) be a sequence of rescaled isometric immersions in W2,2(S;R3)
such that

Ẽw( fw) ≤ C

for every w > 0. Then, modulo a subsequence and translations, we have

fw
W2,2

−−−⇀ f , ∇w fw
W1,2

−−−⇀ (d1, d2), IIw
fw

L2

−⇀

(
d′1 · d3 d′2 · d3
d′2 · d3 γ

)
, (5.5)

where f ∈W2,2((0,L);R3), d = (d1, d2, d3) ∈W1,2((0,L); SO(3)) with d1 = y′ and d′1 · d2 = κ, and γ ∈ L2(S).
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Theorem 5.6 (Wide ribbons, Γ-convergence) Assume that the mid-surface metric a is flat.
Lower bound: Under the assumptions of Theorem 5.5, we have

lim inf
w→0

Ẽw( fw) ≥ J(d) :=
1

12
−

∫ L

0
Q̄(x1, d′1 · d3, d′2 · d3) dx1,

where the energy density is defined as

Q̄(x1, l,m) := min
n∈R

{
Q̃2(x1,M − II0(x1)) + α+

Q(x1)(det M)+ + α−Q(x1)(det M)− : M =

(
l m

m n

)}
with

α±Q(x1) := sup
{
α > 0 : Q̃2(x1,M) ± αdet M ≥ 0 for every M ∈ R2×2

sym

}
.

Recovery sequence: For any f ∈ W2,2((0,L);R3) and d = (d1, d2, d3) ∈ W1,2((0,L); SO(3)) with d1 = y′

and d′1 ·d2 = κ, there exists a sequence ( fw) of rescaled isometric immersions in W2,2(S;R3) such that convergences
(5.5) are satisfied and

lim
w→0

Ẽw( fw) = J(d).

Theorem 5.6 thus establishes J as the Γ-limit of Ẽw. Note that Q̃2 is the pointwise limit of Qw, as
w→ 0; thus, Q̃2 inherits the coercivity properties (5.4):

c1|M|2 ≤ Q̃2(x1,M) ≤ c2|M|2 for every M ∈ R2×2
sym, x1 ∈ (0,L). (5.6)

In particular, this guarantees that there exist C0 > c0 > 0 such that c0 ≤ α±Q(x1) ≤ C0 for all x1 ∈ (0,L).

Remark 5.7 The compactness result Theorem 5.5 and the lower bound in Theorem 5.6 continue to hold
(with the same proofs) for arbitrary geometries, that is, not only for ribbons with flat mid-surfaces.
The only change is in the definition of Q̄(x1, l,m), where det M should be replaced by det M−KS(x1, 0).
However, we suspect that in this general case this lower bound is not tight, and cannot be matched by
a recovery sequence.

Proof of Theorem 5.6: We split the proof into two parts.

Lower bound. Let x′ ∈ S and w > 0. For every F ∈ R2×2 let GF = GF(x′) ∈ R3×3 be such that
(GF)2×2 = F and

Qw(x′,F) = Q3(A−T
0 (x′)GFA−1

0 (x′)).

Thus, we have

Qw(x′,F) ≥ Q3(Q0(x1)GFQT
0 (x1)) − c

(
|A−T

0 (x′) −Q0(x1)| + |A−1
0 (x′) −QT

0 (x1)|
)
|F|2

≥ Q̃2(x1,F) − c
(
‖A−T

0 −Q0‖C0 + ‖A−1
0 −QT

0 ‖C0

)
|F|2,

where we used the definition of Q̃2. Similarly, we obtain the converse inequality and conclude that∣∣∣Qw(x′,F) − Q̃2(x1,F)
∣∣∣ . (
‖A−T

0 −Q0‖C0 + ‖A−1
0 −QT

0 ‖C0

)
|F|2 (5.7)

for every F ∈ R2×2. Therefore, writing Q̃2(x1,F) = 1
2L(x1)F · F, we obtain

lim inf
w→0

Ẽw( fw) ≥ lim inf
w→0

1
12
−

∫
S
Q̃2(x1, IIw

fw − IIw) dx

≥ lim inf
w→0

1
12
−

∫
S

(
Q̃2(x1, IIw

fw ) + Q̃2(x1, IIw) − L(x1)IIw
fw · II

w
)

dx,

where we used (5.7), the L2-boundedness of IIw
fw (which follows from (5.5)), and the fact that A0 → Q0

uniformly as w → 0. The lower bound now follows from the established convergence for IIw
fw , the

Gauss equation for W2,2-isometric immersion det IIw
fw = 0 (Proposition 5.4), and from [FHMP16b,

Proposition 9].

30



Recovery sequence. We follow the proof of [FHMP16b, Theorem 5(ii)]. We setµ := d′1 ·d3, τ := d′2 ·d3,
and

M :=
(
d′1 · d3 d′2 · d3
d′2 · d3 γ

)
,

where γ ∈ L2(0,L) is chosen in such a way that

Q̄(x1, d′1 · d3, d′2 · d3) = Q̃2(x1,M − II0(x1)) + α+
Q(x1)(det M)+ + α−Q(x1)(det M)−.

By [FHMP16b, Proposition 9] there exists a sequence (M̃δ) in L2((0,L);R2×2
sym) such that M̃δ L2

−⇀ M, as
δ→ 0, det M̃δ = 0 for every δ > 0, and

lim
δ→0

1
12
−

∫ L

0
Q̃2(x1, M̃δ

− II0) dx1 = J(d).

For every δ > 0 let rδ ∈W1,2((0,L); SO(3)) be the frame satisfying the Darboux frame equation
rδ1
rδ2
rδ3


′

=


rδ1
rδ2
rδ3


 0 −κ −µδ

κ 0 −τδ

µδ τδ 0


with rδi (0) = di for i = 1, 2, 3, where µδ := M̃δ

11 and τδ := M̃δ
12. Let

f δ(x1) := f (0) +

∫ x1

0
rδ(t)e1 dt

for every x1 ∈ (0,L).
Recall that the restriction of χ : [0,L]× [−w0/2,w0/2]→ R2, as defined in (2.5), to Sw, is its isometric

immersion into R2, whose midline is ˜̀. By [FHMP16b, Lemma 16 and Proposition 13] for every
δ > 0 there exist a neighborhood Uδ of ˜̀ and a map uδ ∈ W2,2(Uδ;R3) such that (∇uδ)T

∇uδ = I in Uδ,
uδ ◦ ˜̀ = f δ, ∇uδ ◦ ˜̀ = rδe1 ⊗Pe1 + rδe2 ⊗Pe2, and IIuδ ◦

˜̀ = PM̃δPT, where P is defined by (2.4). A version
of this construction, with details and intuition, appears below in the proof of Theorem 5.12.

Now, for every w > 0 let f δw(x1, x2) := uδ(χ(x1,wx2)) for every (x1, x2) ∈ S. It is immediate to see that
f δw is a rescaled isometric immersion and that

f δw
W2,2

−→ f δ, ∇w f δw
W1,2

−→ (rδe1, rδe2), IIw
f δw

L2

−→ PT(IIuδ ◦
˜̀)P = M̃δ,

as w→ 0. By (5.7) and dominated convergence we have

lim
w→0

Ẽw( f δw) =
1
12
−

∫
S
Q̃2(x1, M̃δ

− II0) dx.

The conclusion follows by a diagonal argument. n

Given d in the domain of J, let Md : (0,L)→ R2×2
sym be defined by

Md :=
(
d′1 · d3 d′2 · d3
d′2 · d3 γ

)
, (5.8)

where γ : (0,L)→ R is a function such that

Q̄(x1, d′1 · d3, d′2 · d3) = Q̃2(x1,Md
− II0(x1)) + α+

Q(x1)(det Md)+ + α−Q(x1)(det Md)−.

The tensor Md represents the limiting second fundamental form along the midline corresponding to
the configuration d.

Note that if det II0(x1) , 0, i.e., there is a Gauss incompatibility between g and II at (x1, 0), then

min Q̄(x1, ·, ·) > 0.

Indeed, since Q̃2(x1,M−II0(x1)) ≥ c1|M−II0(x1)|2 andα±(x1) > 0, we cannot have both Q̃2(x1,M−II0(x1)) =
0 and α+

Q
(x1)(det M)+ + α−

Q
(x1)(det M)− = 0. The following is a more precise estimate, which completes

the proof of part 1 of Theorem 1.3.
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Proposition 5.8 Let κ1, κ2 be the principal curvatures (i.e., eigenvalues) of II0, and assume that |κ1| ≤ |κ2|.
Then the limiting energy J satisfies the following bounds:

c
∫ L

0
κ2

1 dx1 ≤ min J ≤ C
∫ L

0
κ2

1 dx1, (5.9)

for some C > c > 0; in particular, min J = 0 if and only if det II0
≡ 0. That is, the energy scaling Ew ∼ 1 is

the natural one if and only if the ribbon is Gauss incompatible according to Definition 1.1. Furthermore, if d∗ is
a minimizer of J, and Md∗ is an associated second fundamental form along the midline (defined as in (5.8)), we
have that for some c > 0, ∣∣∣Md∗ (x1) − II0(x1)

∣∣∣ ≥ c|κ1(x1)| for every x1 ∈ (0,L), (5.10)

hence in the case of Gauss incompatibility the limiting second fundamental form differs from the reference one.

Proof: For every x1 ∈ (0,L) and M ∈ R2×2
sym let

f (x1,M) := Q̃2(x1,M − II0(x1)) + α+
Q(x1)(det M)+ + α−Q(x1)(det M)−.

Minimizing J is equivalent to solving the pointwise minimization problem

min
M∈R2×2

sym

f (x1,M) (5.11)

for every x1 ∈ (0,L). Since f (x1, ·) is continuous and coercive, such a minimum exists.
Let x1 ∈ (0,L) and let M∗ be a minimizer of (5.11). We first show that M∗ satisfies the bound

|M∗ − II0(x1)| ≥ c|κ1(x1)| (5.12)

for a constant c > 0 independent of x1, thus proving (5.10).
Assume det M∗ > 0. Writing Q̃2(x1,M) = 1

2 L̃2(x1)M ·M and differentiating f with respect to M, we
obtain that M∗ satisfies the condition

L̃2(x1)(M∗ − II0(x1)) + α+
Q(x1) cof M∗ = 0,

hence for a uniform constant c > 0

|M∗| = | cof M∗| ≤ c|M∗ − II0(x1)|

and by triangle inequality
|κ1(x1)| ≤ |II0(x1)| ≤ (c + 1)|M∗ − II0(x1)|.

The same conclusion holds if det M∗ < 0, since in this case M∗ satisfies

L̃2(x1)(M∗ − II0(x1)) − α−Q(x1) cof M∗ = 0.

Assume now det M∗ = 0. If |M∗ − II0(x1)| ≥ |κ2(x1)|, then (5.12) is trivally satisfied. If |M∗ − II0(x1)| <
|κ2(x1)|, the formula for 2 × 2 symmetric matrices det(A + B) = det A + cof A · B + det B gives

0 = det M∗ = det II0(x1) + cof II0(x1) · (M∗ − II0(x1)) + det(M∗ − II0(x1)),

so that

|κ1(x1)κ2(x1)| = |det II0(x1)| ≤ |II0(x1)| |M∗ − II0(x1)| + |M∗ − II0(x1)|2,

≤

(√
2 + 1

)
|κ2(x1)| |M∗ − II0(x1)|,

which implies (5.12).
By (5.6) and (5.12) we immediately deduce that for some constant c > 0

min
M∈R2×2

sym

f (x1,M) ≥ c|κ1(x1)|2

for every x1 ∈ (0,L). This proves the lower bound in (5.9).
For the upper bound, we choose M = PT diag(0, κ2(x1))P, where P ∈ SO(2) is such that II0(x1) =

PT diag(κ1(x1), κ2(x1))P. By (5.6) we have that f (x1,M) ≤ c2|κ1(x1)|2. This concludes the proof. n
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5.3 Codazzi incompatibility

In this section we consider the limit of 1
w2 Ẽw, where Ẽw is the plate energy obtained in (5.2), as w→ 0.

It immediately follows from Proposition 5.8 that this limit is not infinite only if the ribbon is Gauss-
compatible, i.e., det II0

≡ 0, which we assume throughout this section. To simplify the notation in this
section, we shall write

II =

(
l m

m n

)
, II0 := II|z2=0 =

(
l0 m0

m0 n0

)
, II1 := ∂2II|z2=0 =

(
l1 m1

m1 n1

)
.

In this notation, the Codazzi equation (1.4) reads

δC =

(
δC

1

δC
2

)
=

(
l1 −m′0 + κ(l0 + n0)

m1 − n′0 − κm0

)
. (5.13)

Since we assume that δG = det II0 = 0, we have that

det II = z2(l1n0 + n1l0 − 2m0m1) + O(z2
2).

Thus we define the First order Gauss-deficit (the zeroth order is δG)

δG,1 := l1n0 + n1l0 − 2m0m1. (5.14)

We start with the following compactness result.

Proposition 5.9 (Low-energy wide ribbons, compactness) Let ( fw) be a sequence of rescaled isometric immer-
sions in W2,2(S;R3) such that

Ẽw( fw)→ 0.

Then det II0
≡ 0 and, modulo a subsequence and translations, we have

fw
W2,2

−→ f , ∇w fw
W1,2

−→ (d1, d2), IIw
fw

L2

−→ II0,

where f ∈W2,2((0,L);R3) and d = (d1, d2, d3) ∈ L2((0,L); SO(3)) with d1 = y′ and d′1 · d2 = κ.

Proof: The fact that det II0
≡ 0 follows from Theorems 5.5 and 5.6 and from Proposition 5.8. Since

Ẽw( fw) → 0 and IIw
→ II0 uniformly, we obtain from (5.4) that IIw

fw → II0 strongly in L2. From the
isometry constraint it follows that ∇w fw is bounded in L∞ and

∂2
1 fw =

1
2aw

11
∂1a

w
11∂1 fw −

1
2

1
w
∂2a

w
11

1
w
∂2 fw + (IIw

fw )11ν fw , (5.15)

∂2
12 fw =

1
2aw

11

1
w
∂2a

w
11∂1 fw + (IIw

fw )12ν fw , (5.16)

∂2
2 fw = (IIw

fw )22ν fw , (5.17)

where aw(x1, x2) = a(x1,wx2). Since a is bounded in C1, this implies that ∇2
w fw is bounded in L2.

Therefore, ∇w fw −⇀ (d1, d2), both weakly in W1,2 and weakly∗ in L∞, which in turn implies that ν fw → d3
strongly in Lp for any p < ∞ (the fact that d ∈ SO(3) and d′1 · d2 = κ follows from Theorem 5.5). In
particular, by (5.15)–(5.17) and dominated convergence we deduce that ∇2

w fw converges strongly in L2,
which in turn implies the other convergences. n

Remark 5.10 Proposition 5.9 holds for any metric (not necessarily flat) with condition det II0
≡ 0

replaced by δG
≡ 0. This follows from the fact that fw satisfy the Gauss equation (Proposition 5.4),

hence δG
≡ 0 is a consequence of the strong L2 convergence of the second forms.

We now state and prove the main compactness and Γ-convergence results of this section.
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Theorem 5.11 (Codazzi scaling: wide ribbons, compactness) Assume det II0
≡ 0 and (1.7), that is, l0(x1) , 0

for any x1 ∈ [0,L]. Let ( fw) be a sequence of rescaled isometric immersions in W2,2(S;R3) such that

Ẽw( fw) ≤ Cw2, (5.18)

and let
B fw =

1
w

(
IIw

fw − IIw
)
.

Then, modulo a subsequence,

B fw
L2

−⇀ B = B0 + x2B1, (5.19)

where

B0 =

(
α β
β 1

l0
(2m0β − n0α)

)
(5.20)

for some α, β ∈ L2(0,L),

B1 = −

δC
1 δC

2

δC
2

1
l0

(δG,1
− n0δC

1 + 2m0δC
2 )

 , (5.21)

and δC and δG,1 are the geometric deficits as in (5.13)–(5.14).

Theorem 5.12 (Codazzi scaling: wide ribbons, Γ-limit) Lower bound: Under the assumptions of Theorem 5.11,
we have

lim inf
w→0

1
w2 Ẽw( fw) ≥ I(α, β) :=

1
12
−

∫ L

0
Q̃2

(
x1,B0

)
dx1 +

1
144
−

∫ L

0
Q̃2

(
x1,B1

)
dx1,

where B0 and B1 are defined as in (5.20) and (5.21).
Recovery sequence: For any α, β ∈ L2(0,L), there exist rescaled isometric immersions fw ∈ W2,2(S;R3)

such that B fw
L2

−⇀ B(α, β) as defined in (5.19)–(5.21), and

lim
w→0

1
w2 Ẽw( fw) = I(α, β).

These results, the structure (5.21) of B1 and the bounds (5.4) on Q̃2, immediately implies the
following.

Corollary 5.13 Assume that det II0
≡ 0 and (1.7) hold. Then, as w→ 0,

inf
1

w2 Ẽw ∼

∫ L

0
|δC(x1)|2 + |δG,1(x1) − n0(x1)δC

1 (x1) + 2m0(x1)δC
2 (x1)|2 dx1, (5.22)

where δC and δG,1 are the geometric deficits as in (5.13)–(5.14). If ( fw) is a sequence of approximate minimizers
of Ẽw such that

lim
w→0

1
w2

(
Ẽw( fw) − inf Ẽw

)
= 0, (5.23)

then |IIw
fw − II0

| = OL2 (w) and

1
w

(∫ 1/2

−1/2
IIw

fw dx2 − II0
)

L2

−→ 0.

In particular, this implies part 2(a) in Theorem 1.3 and, together with Corollary 4.4, the scaling in part 2 of
Corollary 1.4.

Proof of Theorem 5.11: The fact that B fw is bounded in L2 follows immediately from (5.4) and (5.18).
Thus, modulo a subsequence, B fw converges to B weakly in L2 for some B ∈ L2(S;R2×2

sym).
We now deduce the structure of B from the Gauss-Codazzi compatibility equations of the isometric

immersions φw(z1, z2) = fw(z1, z2/w) associated with fw (Proposition 5.4). The rescaled second forms
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IIw
fw satisfy the rescaled Gauss-Codazzi equations. The Codazzi equations hold in W−1,2 and read as

follows:

(1 − κwx2)
(

1
w
∂2(IIw

fw )11 − ∂1(IIw
fw )12

)
= −κ(IIw

fw )11 + κ′wx2(IIw
fw )12 − κ(1 − κwx2)2(IIw

fw )22, (5.24)

(1 − κwx2)
(

1
w
∂2(IIw

fw )12 − ∂1(IIw
fw )22

)
= κ(IIw

fw )12. (5.25)

By Proposition 5.9 the righthand side of the first equation converges to −κ(l0 + n0) strongly in L2,
whereas ∂1(IIw

fw )21 converges to m′0 strongly in W−1,2. Since 1
w∂2(IIw

fw )11 converges to ∂2B11 + l1 weakly
in W−1,2 by the weak convergence of B fw to B in L2, we obtain that

∂2B11 = m′0 − l1 − κ(l0 + n0) = −δC
1 .

Similarly, passing to the limit in (5.25) yields

∂2B12 = n′0 −m1 + κm0 = −δC
2 .

Therefore we deduce that

B(x1, x2) = B̄(x1) +

(
−δC

1 x2 −δC
2 x2

−δC
2 x2 x2σ(x1) + γ(x1, x2)

)
,

for some functions B̄ ∈ L2((0,L);R2×2
sym), σ ∈ L2((0,L)), and γ ∈ L2(S) with∫ 1/2

−1/2
γ dx2 =

∫ 1/2

−1/2
x2 γ dx2 = 0. (5.26)

We now write
IIw

fw = wB fw + II0 + wx2II1 + OL∞ (w2)

and consider the Gauss equation

0 = det IIw
fw = w tr II0 tr(x2II1 + B fw ) − w tr(II0(x2II1 + B fw )) + OL1 (w2)

= wδG,1x2 + w tr II0 tr B fw − w tr(II0B fw ) + OL1 (w2),

where we used the fact that det II0 = 0, the formula for 2 × 2 matrices det(A + B) = det A + det B +
tr A tr B − tr AB, and the definition (5.14). Dividing by w and taking the limit as w→ 0, we obtain

0 = n0B̄11 − 2m0B̄12 + l0B̄22 +
(
δG,1
− n0δ

C
1 + l0σ + 2m0δ

C
2

)
x2 + l0γ.

By (5.26) and orthogonality in the L2 sense, we deduce that

n0B̄11 − 2m0B̄12 + l0B̄22 = δG,1
− n0δ

C
1 + l0σ + 2m0δ

C
2 = l0γ = 0,

which gives the wanted structure of B using the assumptions det II0 = 0 and l0 , 0. n

Proof of Theorem 5.12: The lower bound follows immediately from (5.7), the convexity of Q̃2, and
Theorem 5.11. We now construct the recovery sequence. By a density argument it is sufficient to prove
the result for smooth α and β.

Step 1: notation. Let α, β ∈ C∞([0,L]). Since l0 is smooth and never zero, there exists w̄ > 0 with the
following property: for every w ∈ (0, w̄) there is a unique smooth function γw = γw(x1) such that the
matrix

Aw := II0 + w
(
α β
β γw

)
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has determinant equal to zero on [0,L]. Note that γw converges to (2m0β−n0α)/l0 in C1([0,L]), as w→ 0.
Furthermore, we can fix some ε0 > 0 and extend `, II0, α, β, γw, and κ smoothly to ˆ̀ := [−ε0,L + ε0]
such that all these properties (including l0 , 0) hold on this slightly larger midline. We denote by
Ŝw := ˆ̀× (−w/2,w/2) the slightly enlarged ribbon domain.

Since 0 is an eigenvalue of multiplicity one for II0, for every w ∈ (0, w̄) we can find a smooth
function qw : [−ε0,L + ε0] → R2 such that |qw| = 1, Awqw = 0 on [−ε0,L + ε0], and qw converge to q0 in
C1([−ε0,L + ε0]), as w→ 0, where |q0| = 1 and II0q0 = 0 on [−ε0,L + ε0]. We should think of unit length
qw as vector fields in TŜw| ˆ̀. Note that the assumption (1.7), that l0(x1) , 0 for every x1 ∈ [−ε0,L + ε0],
implies that q0 is never parallel to e1 = ∂

∂z1
. In particular, qw is never parallel to e1 for w ∈ [0, w̄), if w̄ is

small enough.

Step 2: the main idea. Our goal is to construct maps vw : Sw → R3, which are isometric immersions
of a and satisfy IIvw |` = Aw. Their rescaled version fw will then provide the recovery sequence. Let

rw := (∂1vw, ∂2vw, ∂1vw × ∂2vw) : (0,L)→ SO(3)

be the Darboux frame of the surface vw (it is indeed a rotation since ∇vT
w∇vw|` = I). Denote by r̂w its

restriction to the first two columns. Geometrically, we view r̂w as a map r̂w : TSw|` → R3. Arguing as
in Proposition 2.3, rw satisfies the Darboux equations

r′w = rw

 0 −κ −(Aw)11
κ 0 −(Aw)12

(Aw)11 (Aw)12 0

 . (5.27)

Since a is a flat metric, any (smooth enough) isometric immersion of it is a ruled surface; our aim
is to construct such a ruled surface

(t, s) 7→
∫ t

0
v1(τ) dτ + sv2(t) (5.28)

for some unit vectors v1, v2, such that the directrix (the first addend) is the midline (note that the
coordinates (t, s) are not the coordinates (z1, z2)). From basic theory of ruled surfaces, a ruled surface
is flat if and only if v̇2 · (v1 × v2) = 0, in which case ∂

∂s is the zero eigenvector of the second fundamental
form (in the coordinates (t, s)). Thus, as v1 is the tangent direction of the midline, and v2 should be the
image of the unit null-vector of the second form, we have

v1 = r̂we1, v2 = r̂wqw.

However, we still need to obtain the correct coordinates (t, s). Note that this is indeed a surface because
qw is not parallel to e1, which follows from (1.7).

To this end, recall that we already constructed an isometric immersion χ : Sw → R2 in (2.5), as a
ruled surface. Since S̃w = χ(Sw) is a domain in R2, we can express it as a ruled surface (with the same
midline ˜̀) in many ways. The image of the null-direction qw in S̃w is Pqw, and we can choose the ruling
in the direction Pqw. This is given by the map

φw(t, s) =

∫ t

0
P(τ)e1 dτ + sP(t)qw(t). (5.29)

We will show below that for some appropriate domain of (t, s) this map is indeed a coordinate map on
S̃w (in order to obtain this we needed to extend the various fields to [−ε0,L+ε0]). With these coordinates,
the map (5.28) maps the midline to the wanted midline, and the ruling in S̃w of null-direction of the
second fundamental form to the wanted ruling direction.

The isometric immersion vw : Sw → R3 is thus given by

vw = kw ◦ χ, (5.30)

where kw : S̃w → R3 maps the Pqw-ruling into the ruling of the image, that is,

kw ◦ φw(t, s) =

∫ t

0
r̂w(τ)e1 dτ + sr̂w(t)qw(t). (5.31)

Below we show that this construction is well-defined and provides indeed a recovery sequence.
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Step 3: The coordinate change. We first show that we can define coordinates on S̃w via the map
(5.29). Indeed, let η > 0 and define φw : [−ε0,L + ε0] × [−η/2, η/2]→ R2 via (5.29).

Note that, by (2.4) we have

∇φw(t, s) = P(t)
(
(e1 + sq′w(t) − sκq⊥w) ⊗ e1 + qw(t) ⊗ e2

)
, (5.32)

where q⊥w =

(
0 1
−1 0

)
qw. Our aim is to show that for a suitable choice of η and w̄ the function φw is

invertible and its image Uw := φw([−ε0,L + ε0] × [−η/2, η/2]) contains S̃w for every w ∈ (0, w̄). Arguing
as in [FHMP16b, Lemma 12], one can prove that for η small enough the function φ0 is invertible on
[−ε0,L + ε0] × [−η/2, η/2] and its inverse φ−1

0 is Lipschitz continuous on φ0([−ε0,L + ε0] × [−η/2, η/2]).
For every (t, s), (t′, s′) ∈ [−ε0,L + ε0] × [−η/2, η/2] and every w ∈ (0, w̄) we have

|φw(t, s) − φw(t′, s′)| ≥ |φ0(t, s) − φ0(t′, s′)| − |s(qw(t) − q0(t)) − s′(qw(t′) − q0(t′))|

≥ c0

(
|t − t| + |s − s′|

)
−

∣∣∣(s − s′)(qw(t) − q0(t))
∣∣∣

−

∣∣∣s′(qw(t) − q0(t) − qw(t′) + q0(t′))
∣∣∣,

where c0 > 0 and we used the Lipschitz continuity of φ−1
0 . The C1 convergence of qw to q0 guarantees

that for w̄ small

|qw(t) − q0(t)| ≤
c0

4
, |qw(t) − q0(t) − qw(t′) + q0(t′)| ≤

c0

2η
|t − t′|

for every t, t′ ∈ [−ε0,L + ε0] and w ∈ (0, w̄). Therefore, we deduce that

|φw(t, s) − φw(t′, s′)| ≥
c0

4

(
|t − t| + |s − s′|

)
for every (t, s), (t′, s′) ∈ [−ε0,L + ε0] × [−η/2, η/2], hence φw is injective on this set for every w ∈ (0, w̄).
Note also that

det∇φw(t, s) = e2 · qw(t) + OL∞ (s).

Using again the C1 convergence of qw to q0 and the fact that q0 is never parallel to e1, we deduce that
∇φw is an invertible matrix at every point, for η small enough.

To prove that Uw ⊃ S̃w, we recall that S̃w is the image of the map

(t, s) 7→ χ(t, s) =

∫ t

0
P(τ)e1 dτ + sP(t)e2, (t, s) ∈ (0,L) × (−w/2,w/2).

Since qw is never parallel to e1, there existsθ0 ∈ [0, π/2) such that |qw(t)·e2| ≥ cosθ0 for all t ∈ [−ε0,L+ε0]
and all w ∈ [0, w̄). Assume first that P is constant. Without loss of generality we can take P(t) = I. Then,
S̃w = (0,L) × (−w/2,w/2), and simple trigonometry shows that in this case Uw ⊃ [0,L] × [−w0/2,w0/2]
where w0 = min{η cosθ0, ε0 cotθ0}, hence in particular Uw ⊃ S̃w for all w < w0.

For a general P(t), cover [0,L] with a finite number of subintervals [ti − δ, ti + δ] such that for each i
one has |P(t)−P(ti)| ≤ cosθ0/10 for t ∈ [ti − 3δ, ti + 3δ]. Since |qw(t) · e2| ≥

9
10 cosθ0 for t ∈ [ti − 2δ, ti + 2δ],

a similar argument as above shows that the image of the map

(t, s) 7→
∫ t

0
P(τ)e1 dτ + sP(ti)e2, (t, s) ∈ (ti − 2δ, ti + 2δ) × (−w/2,w/2) (5.33)

is contained in the image of the restriction of φw to [ti − 3δ, ti + 3δ]× [−η/2, η/2]. On the other hand, the
image of the map (5.33) contains the restriction of χ to the set (ti − δ, ti + δ)× (−aw/2, aw/2), where a > 0
is some constant depending only on θ0 and δ. Therefore, for a suitable choice of w̄ we have Uw ⊃ S̃w
for every w ∈ (0, w̄). Thus the map vw given by (5.30) is well-defined.

Step 4: Proof that vw ∈ W2,2
iso(Sw;R3) and IIvw |` = Aw. A simple computation using (5.27) shows

that
r̂′wqw = −κr̂wq⊥w + (eT

1 Awqw)rwe3 = −κr̂wq⊥w.
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where in the last equality we used that Awqw = 0. We thus obtain, using (5.31) and (5.32), that

∇kw(φw(t, s))∇φw(t, s) = r̂w(t)PT(t)∇φw(t, s),

and since ∇φw is invertible, this implies that

∇kw(φw(t, s)) = r̂w(t)PT(t), (5.34)

hence (∇kw)T
∇kw = I and thus, vw is an isometric immersion of a, that is, vw ∈W2,2

iso(Sw;R3).
From (5.34) it immediately follows that νkw = ∂1kw ∧ ∂2kw = rwe3. By differentiating (5.34) with

respect to t and using (2.4) and (5.27) we deduce that at t = 0 we have

(IIkw ◦ χ)Pe1 = (Aw)11Pe1 + (Aw)12Pe2,

hence
PT(IIkw ◦ χ)Pe1 = Awe1.

Since PT(IIkw ◦ χ)P and Aw are both symmetric matrices with zero determinant and (Aw)11 , 0, we
conclude that

PT(IIkw ◦ χ)P = Aw,

hence IIvw = Aw on (0,L) × {0}. This concludes the proof of the step.

Step 5: Energy estimates. Let now fw(x1, x2) := vw(x1,wx2). Since fw are smooth rescaled isometric
immersions, the Gauss-Codazzi equations (5.24)–(5.25) are satisfied. Passing into the limit in these
equations and using that II fw → II0 in C1 we deduce that

1
w
∂2(II fw )11 → m′0 − κ(l0 + n0)

and
1
w
∂2(II fw )12 → n′0 − κm0

uniformly. Moreover, by differentiating the Gauss equation we obtain

(II fw )11
1
w
∂2(II fw )22 = 2(II fw )12

1
w
∂2(II fw )12 − (II fw )22

1
w
∂2(II fw )11,

so that the above convergence properties yield

1
w
∂2(II fw )22 →

1
l0

(
− n0m′0 + 2m0n′0 + κn0(l0 + n0) − 2κm2

0

)
uniformly. By Taylor expansion we deduce that

1
w

(II fw − IIw)→ B

uniformly. By dominated convergence we obtain the required convergence of energies. n

Proof of Corollary 5.13: From Theorems 5.11 and 5.12, and standard Γ-convergence arguments, it follows
that

lim
w→0

(
inf

1
w2 Ẽw

)
= min I = I(0, 0) =

1
144
−

∫ L

0
Q̃2

(
x1,B1

)
dx1,

where we used the fact that I is obviously minimized at α = β = 0. Now, (5.22) immediately follows
from the structure of B1 and from (5.4). This implies that (5.18) holds for approximate minimizers
fw, hence by Theorem 5.11 we obtain that |IIw

fw − II0
| = OL2 (w). Furthermore, these minimizers satisfy

B fw −⇀ B(0, 0) = x2B1(x1). On the other hand, by (5.7) and (5.23) we have

lim
w→0

1
12
−

∫
(0,L)×(−1/2,1/2)

Q̃2(x1,B fw ) dx′ = lim
w→0

1
w2 Ẽw( fw) = lim

w→0

(
inf

1
w2 Ẽw

)
=

1
144
−

∫ L

0
Q̃2

(
x1,B1

)
dx1.

Since Q̃2 is a coercive quadratic form in its second argument, this implies that (B fw ) converges strongly
in L2, hence

1
w

(∫ 1/2

−1/2
II fw dx2 − II0

)
=

1
w

(∫ 1/2

−1/2
II fw − IIw dx2

)
+ OL∞ (w) =

∫ 1/2

−1/2
B fw dx2 + OL∞ (w) L2

−→ 0,

which completes the proof. n
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5.4 Geometries in which condition (1.7) fails

We now consider two examples of a Gauss-compatible, Codazzi-incompatible ribbon, in which l0 = 0
(i.e., (1.7) fails). In the first one, which corresponds to Figure 1(d), we show that the energy scaling of
Ẽw is indeed different than in the l0 , 0 case considered in § 5.3. In the second one, which corresponds
to Figure 1(b), we believe this is also true, and we detail a very partial result that suggests it. In both
examples, for completeness, we detail the best known ansatzes in the wide and narrow regimes, and
the resulting conjectured energy scalings. These arguments essentially appeared in [LSSM21], where
the ansatzes were shown to match the observed minimizers; here we simply represent them in a more
explicit and mathematically-careful way.

5.4.1 The geometry of Figure 1(d)

Consider a ribbon with reference first and second fundamental forms

a(z1, z2) =

(
(1 − κz2)2 0

0 1

)
, II = II0 =

(
0 0
0 n

)
(5.35)

for some constants κ,n , 0. This is the geometry depicted in Figure 1(d). This ribbon is Codazzi-
incompatible: Gauss equation is obviously satisfied, however it is immediate to check that δC

1 = κn , 0,
hence the ribbon is Codazzi incompatible, yet condition (1.7) is not satisfied.

The following proposition shows that in the wide ribbon regime, the energy of this geometry
satisfies infEt,w � t2w1+ε for every ε > 0 (meaning that there is a transition in the scaling compared
to the narrow ribbon scaling of t2w2), and that approximate minimizers converge to II0 in a slower
rate compared to those of Codazzi-incompatible ribbons that satisfy (1.7). This proves part 2(b) of
Theorem 1.3, and completes the proof of part 2 of Corollary 1.4.

Proposition 5.14 For a and II as in (5.35) we have

lim
w→0

(
inf

1
w1+ε

Ẽw

)
= ∞

for any ε > 0. Moreover, for any sequence of rescaled isometries fw, we have that

‖IIw
fw − II0

‖L2 � w(1+ε)/2

for any ε > 0.

Proof: Let ε > 0. To simplify notation, we write β = (1 + ε)/2. Assume by contradiction that there is a
sequence of rescaled isometries fw such that

Ẽw( fw) ≤ Cw2β.

Note that this is equivalent to ‖IIw
fw − IIw

‖L2 ≤ Cwβ, and thus also to ‖IIw
fw − II0

‖L2 ≤ Cwβ. We write

IIw
fw = IIw + wβBw.

As in Theorem 5.11, we can assume that fw are smooth (hence IIw
fw satisfy the Gauss–Codazzi system),

and that Bw converges to some B weakly in L2. The first Codazzi equation (5.24) reads

(1 − κwx2)
(
wβ−1∂2Bw

11 − wβ∂1Bw
12

)
= −κwβBw

11 − κ(1 − κwx2)2(wβBw
22 + n).

Passing to the limit as w→ 0, we obtain that wβ−1∂2Bw
11 converges to −κn strongly in W−1,2.

Now, the Gauss equation reads

0 = det IIw
fw = wβnBw

11 + w2β det Bw,

and thus
0 = wβ−1∂2Bw

11 + w2β−1n−1∂2 det Bw.
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Since 2β − 1 > 0, and det Bw is bounded in L1, we have that the second addend in the righthand side
tends to zero in W−1,∞. Thus, taking the limit as w→ 0, we obtain that wβ−1∂2B11 tends to 0 in W−1,∞,
in contradiction. n

Proposition 5.14 provides a lower bound to the energy of wide ribbons of this geometry. However,
the optimal energy scaling is currently unclear. The best known ansatz, which seems to agree well
with the experiments, at least if the ribbon is not too long (see [LSSM21, Fig. 7]), is the following: For
any δ > 0, the (rescaled) second forms

ĨIw = δn


(
(δ2 + 1)(wx2κ − 1)2

− 1
)1/2

(1 − κwx2)−1

(1 − κwx2)−1 (1 − κwx2)−2
(
(δ2 + 1)(wx2κ − 1)2

− 1
)−1/2


satisfy the (rescaled) Gauss–Codazzi system (with respect to a in (5.35)). Thus, ĨIw corresponds to
some rescaled isometric immersion fw, as long as it is well-defined for x2 ∈ (−1/2, 1/2), that is, if
δ > (κw)1/2 (4−κw)1/2

2−κw . Taking δ ≈ (κw)1/3 seems to be the optimal choice, and yields energy

Ẽw( fw) ∼ κ2/3n2w2/3.

This suggests that for wide ribbons we have

infEt,w . t2w2/3.

On the other hand, we know that Ψt gives the correct energy scaling for narrow ribbons (w2
� t). A

simple computation shows that
Et,w(Ψt) ∼ max{w6,w2t2

}.

This suggests that the shape transition occurs when t2w2/3
∼ w6, that is, when t ∼ w8/3, which is slightly

better than the t ∼ w3 obtained by asymptotic analysis (the experiments and numerics [LSSM21, § 3.4]
cannot differentiate between such close exponents).

5.4.2 The geometry of Figure 1(b)

Consider a ribbon with reference first and second fundamental forms

a =

(
1 0
0 1

)
, II = II0 =

(
0 0
0 x1

)
. (5.36)

This is the geometry depicted in Figure 1(b). Again, it is immediate to see thatδG = 0 and δC
2 = −1 , 0,

hence the ribbon is Codazzi incompatible, yet condition (1.7) is not satisfied.
In this case we do not have rigorous results showing that inf Ẽω � w2, yet experiments suggest this

is the case, and that inf Ẽw ∼ w (or infEt,w ∼ t2w for wide enough ribbons), with an optimal shape that
matches the following ansatz [LSSM21, Fig. 3]: The following (rescaled) second fundamental forms
satisfy the Gauss-Codazzi system with respect to a = I:

ĨIw = (x1 +
√

wx2)
(

w
√

w
√

w 1

)
Thus, ĨIw corresponds to some rescaled isometric immersion fw, whose energy satisfies

Ẽw( fω) ∼ w.

On the other hand, for narrow ribbons, simple computation shows that

Et,w(Ψt) ∼ max{w8,w2t2
}

(the different scaling compared to the previous geometry is due to the fact that the metric (2.7) in this
case happens to have no z3

2 terms). Assuming these ansatzes give the correct scaling, we expect that a
transition occurs at t2w ∼ w8, that is, at t ∼ w7/2 (which is slightly better than the t ∼ w4 obtained by
asymptotic analysis [LSSM21, § 3.2]).
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Recall that for Codazzi-incompatible ribbons that satisfy (1.7), the recovery sequence in the t2w2

scaling (Theorem 5.12) is based on constructing isometric immersions for which the second funda-
mental form along the midline is II0 (or small perturbations thereof). These are a solutions for the
Gauss–Codazzi system, as a system of equations for the second fundamental form, given the metric
a, with initial value II0. While, as stated, we do not have a rigorous proof that the geometry (5.36) has
a different scaling, the following shows that such solutions to the Gauss–Codazzi system do not exist
for this geometry, at least in the classical sense.

Proposition 5.15 The Gauss–Codazzi system for a = I, which reads

det
(

L M
M N

)
= 0, ∂2

(
L
M

)
− ∂1

(
M
N

)
= 0

with the initial data (
L M
M N

)∣∣∣∣∣∣
z2=0

=

(
0 0
0 x1

)
admits no C2 solutions.

Proof: The Codazzi equations, combined with the initial data, imply that

∂2

(
L
M

)∣∣∣∣∣∣
z2=0

=

(
0
1

)
,

and
∂2

2L|z2=0 = ∂1(∂2M|z2=0) = ∂11 = 0.

On the other hand, differentiating the Gauss equation twice with respect to z2 we obtain

N∂2
2L + 2∂2N∂2L + L∂2

2N − 2M∂2
2M − 2(∂2M)2 = 0.

Letting x2 = 0 and plugging in the above estimates, we obtain that the first four terms are all 0, whereas
the last term −2(∂2M)2 is equal to −2, which is a contradiction. n

6 Appendix

In this short appendix we outline the proofs of Theorems 5.1 and 5.2.

Proof of Theorem 5.1: Set At := (∇tΨt)−1g̃
−1/2
t and note that At, A−1

t , and the gradient of At are all
uniformly bounded with respect to t. Writing

Et,w(ut) = −

∫
U
W(∇tut A−1

t ) dx,

one can argue as in the proof of [BLS16, Lemma 2.3] (see also [LP11, Theorem 2.3]) and show the
existence of Qt

∈W1,2(S;R3×3) such that

−

∫
U
|∇tut

−Qt
|
2 dx ≤ C(Et,w(ut) + t2)

and

−

∫
S
|∇Qt
|
2 dx ≤ C

( 1
t2 Et,w(ut) + 1

)
.

In particular, we deduce that

−

∫
U

dist2(QtA−1
t , SO(3)) dx ≤ C−

∫
U
|∇tut

−Qt
|
2 dx + CEt,w(ut).

41



Thus, up to subsequences, Qt
−⇀ Q weakly in W1,2 for some Q ∈ W1,2(S;R3×3) satisfying QA−1

0 ∈ SO(3)
a.e., ∇tut

→ Q strongly in L2, and, modulo a translation, ut
→ f strongly in W1,2 with f ∈ W2,2(S;R3)

such that ∇w f = Q3×2. Since

QTQ = AT
0 A0 =

(
a(x1,wx2) 0

0 1

)
,

we conclude that f is a rescaled isometric immersion and Qe3 = ν f , where ν f is the normal to f . n

Proof of Theorem 5.2: For the lower bound we use the same notation as in the proof of Theorem 5.1.
Write At = A0(I + tx3B0 + OL∞ (t2)), where B0(x′) = 1

t ∂3At(x1, x2, 0). The same argument as in [BLS16,
Theorem 2.1] leads to the estimate

lim inf
t→0

1
t2 Et,w(ut) ≥ −

∫
U

x2
3Q3(A−T

0 G0A−1
0 ) dx,

where (G0)2×2 = IIw
f + (AT

0 A0B0)2×2. A direct computation shows that the symmetric part of (AT
0 A0B0)2×2

coincides with −IIw. By (3.2) and the definition of Qw we deduce the lower bound. The construction
of the recovery sequence is the same as in [BLS16, Theorem 3.1]. n
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