A NEW CONDITION ENSURING GRADIENT CONTINUITY
FOR MINIMIZERS OF NON-AUTONOMOUS FUNCTIONALS
WITH MILD PHASE TRANSITION

PAOLO BARONI

ABSTRACT. We show that local minimizers of the non-autonomous functional
Plog (u, ) =/ |Du|” (1 + a(z) log(e + |Dul)) dx, p>1,
Q

have continuous gradient provided that the function a(-) is (almost everywhere)
non-negative and weakly differentiable, and moreover its gradient locally belongs to
the Lorentz-Zygmund space ™t log L. This gives a precise insight of the fact that
for this type of two-phase functionals the lack of uniform ellipticity can be overcome
by additional regularity of the switching coefficient a(-); the novelty is that the
condition is not pointwise, but has integral character, and actually improves the
known results ensuring regularity for minimizers of such functionals.

1. INTRODUCTION

We consider local minimizers of the functional

loc

u € WhHQ) = Prog(u, Q) : = / <|Du\p + a(z)|Dul? log(e + |Du\)) dx
Q

(1.1) :/QH(z,Du) dz,

p > 1, where Q C R", n > 2 is a (bounded) domain and, to start, we suppose that the

function a(-) € W} (Q) satisfies the following assumptions:

(1.2) a(xz) >0 for a.e. T € Q, Da € L™"log L locally in Q.

The gradient Da belongs to the Lorentz-Zygmund space L™ log L(K), for K C Q, if its
decreasing rearrangement |Da|* on K is such that

KLy |K| w, ydr
(1.3) /0 r= log (T)|Da| (7‘)7 < 00;

for more details we refer to Paragraphs 1.1 and 2.3. In the latter Paragraph we will show
that, thanks to the generalized Sobolev’s embedding by Cianchi & Pick ([11], see also [12]),
functions whose gradient belongs to L™ log L agree almost everywhere to a continuous
function; therefore, it is not restrictive to speak of pointwise values (and in particular,
everywhere non-negativity) of a(-), and we are going to do it without being afraid to be
misunderstood.

The energy in (1.1) is clearly made up of two parts and the value of the switching
coefficient a(-) determines locally if the growth properties are of standard, p-Laplacian
types, of almost-polynomial type (see Paragraph 2.2) or a mixture of the two; we refer to
[7, 13, 14, 16] for extensive accounts on the origin and the scopes of this functional (and
also related functionals), while we focus here only on the theoretical aspects. We also refer
to [1, 2, 3] for remarkable results in the negative direction, i.e., regarding constructions of
counterexamples for functionals including Plog. The general concept behind the study of
minimizers of Piog is that the mild difference between the phases, i.e., the fact the difference
of growths between the two parts of the energy is of logarithmic size, log(e+|Du|), allows to
catch precisely, in detail, the interplay between the regularity of the non-negative switching
coeflicient and the subsequent regularity of local minimizers; this paper (together with the
joint [6]) will be a further contribution to this analysis.
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The space whose definition is in (1.3) can be seen as a logarithmic correction (done in a
scaling-invariant form) to the classic, significant Lorentz space L™" [27], known to be, in
several conjugations, the optimal space ensuring borderline continuity results for elliptic,
parabolic and variational degenerate problems with standard growth: see for instance
[9, 15, 16, 21] and also more details below. This correction, exactly of the size of the
phase transition (see also Paragraph 1.2), is needed in order to rebalance the non-uniform
ellipticity of the functional.

Under the assumption in (1.2) we prove that the gradient of any local minimizer of the
functional Plog is continuous:

Theorem 1.1. Let u € VV&)CI (Q) be a local minimizer, in the sense of Definition 1, to the
functional Piog in (1.1); assume that the modulating coefficient a(-) satisfies (1.2). Then
the precise Sobolev representative of Du is locally continuous in €.

Moreover, the following local boundedness estimate holds: there exists a constant c,
depending on n,p, ||H (-, Du)|l 11 (B, (20)) @nd Da, such that

Bp(zo) B

(1.4) sup H(:,Du) < c][ H(z,Du)dx
Bapr (o)

for every ball Bar(zo) € Q.

We stress that we are not interested here in quantifying the continuity of Du in terms
of moduli of continuity; moreover we stress that the dependence of the constants on Da
follows only from (1.7) and the use of the second part of Corollary 2.4 and it is therefore
of the type described after the same Corollary.

This result is quite unexpected, since up to the present day very few results were
available where regularity could be inferred from a Sobolev-type information on the map
x — f(x,&) without the use of any embedding. We will be more precise on this aspect
and we will list some references in Paragraph 2.4; here we only highlight that a natural
condition on the coefficient a(-) ensuring gradient continuity for local minimizers to Piog
is its log-Dini continuity: for w(-) a modulus of continuity for a(-), one must have

(1.5) /Ow(p) log (%)d—pp < 00

(in other words: a modulus of continuity of a(-) must be integrable over (0, R) for some
R > 0 with respect to the measure dp/p, if corrected by a logarithmic term); see [8] or
simply appropriately modify the proofs in the present paper and compare for instance with
the results in [5, 24, 25]. We recall that a modulus of continuity for a(-) is an increasing
(and concave, without loss of generality) function w : [0, diam(Q2)) — [0, 4o00) continuous
in zero, such that w(0) = 0 and

ja(2) — a(y)| < cw(lz—yl)  forall z,y € O

for some ¢ > 0. Notice that is tacit in the case (1.5) holds that a(-) must be continuous
(and therefore everywhere non-negative), compare [8, Lemma 2.2].

It is possible to explicitly compute (and we shall do it in detail in Paragraph 2.4) a
modulus of continuity for a(-) and it will turn out that, by embedding, if (1.2) holds then
the function a(+) is (almost everywhere equal to) a log-Holder continuous function, that
is, its modulus of continuity w(-) satisfies

1
(1.6) limsup w(p)log — < oco.
PN\O p
Note that as a consequence we can assume that there exists L > 1 such that
1 -
(1.7) sup w(p)log= =1L,
p€(0,1] P

a fact that we are going to use.

What we find interesting is that the maximal regularity one can obtain using only
the continuity of a(-) together with the quantitative estimate (1.6), that is, only using
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the information obtained by the optimal Sobolev embedding, is the De Giorgi-Nash-Moser-
Harnack theory for local minimizers of (1.1); in particular, for what concerns the gradient,

the best one can get is its higher integrability: essentially, the fact that Du € Lfo(cl +og >(Q)
for a small exponent 6, > 0, see Theorem 2.5. Notice that the fact that u is a local
minimizer of (1.1) directly implies Du € L}, (Q); in other words, under the assumptions
in (1.2), the minimality implies only a minimal regularity improvement for the gradient
of minimizers, and only at level of its integrability.

On the other hand, using directly, in its full power, the assumption on a(-) in (1.2),
one can prove much better results as the gradient boundedness and continuity stated in

Theorem 1.1. As an example, the function

|| 1 1
(1.8) a(z) = /0 STog™(1/5) ™ ™ Tog= T(1/lal)

is log-Dini in By /2(0) iff aa—1 > 2 but satisfies (1.2) for « —1 > 1, see Paragraph 2.4; thus
for a € (2, 3] our result applies but that of [8] does not. This might look surprising; it
however follows from a natural choice in the perturbation argument, and this is allowed by
a two-steps procedure, where first gradient higher integrability is proven thanks to (1.6).
This two-steps proof forces the implementation of the iteration procedure in a slightly
more than usual careful way, see (3.1) and the subsequent Lemmas. Finally, notice that
the Dini-log assumption (1.6) and our Lorentz-Sobolev assumption (1.2) are in general
not comparable; correlate also with the content of Paragraph 2.4.

Enlarging for a moment the perspective from which we examine our results, the study
of problems with coefficients satisfying assumption of Sobolev-Lorentz type is attracting
more and more interest in the very recent years, even for problems satisfying classic growth
assumptions; in [15] it is shown that solutions to uniformly elliptic vectorial problems of
the type

U

(1.9) div (b(@%pu) —f mQCR"

are locally Lipschitz (and therefore C', after a computation of standard flavor) regular if
both f and Db locally belong to the Lorentz space L™* (at least when the spatial dimension
is larger or equal to three). Here the scalar non-negative function ¢’ has growth of Orlicz
type (that is, it satisfies the assumptions stated in Paragraph 2.2) and the coefficient b is
elliptic: 0 <v <b< L.

The gradient of b belongs to the Lorentz space L™ (K), for K C Q, if

1
" d\ < 00,

Kl . d S
(1.10) [|Dbl| pn1 ~n / p™ | Dbl*(p) ?p Ron / |{Kﬂ |Db| > A}
0 0

compare with (1.3) and (1.12); for several examples and an exhaustive description of the
literature, we refer to [9, 15, 16, 21, 24, 27].

After this introduction, we introduce some specific terminology starting by specifying
what do we mean by local minimizer to Plog:

Definition 1. A function u € W)} (Q) is a local minimizer of the functional Plog in (1.1)
if
|Du|p(1 + a(z) log(e + \Du|)) € Llloc(ﬂ)
and the minimality condition
(1.11) Plog (u, supp(u — U)) < Prog (11, supp(u — 1)))
is satisfied whenever v € W, (Q) is such that supp (u — v) € Q.

In order to avoid unessential complication, in view of the fact that all the forthcoming
results have local nature, we shall assume that u is a global minimizer, i.e., u is globally
integrable (H (-, Du) € L'(Q)) and (1.11) holds for every competitor v € W'(Q) with
supp (u — v) € Q; dependence of constant could include, as a consequence, ||Dul|r(q) or
| H (-, Du)||p1(q). Easy, minor modifications of the current proof would lead to the results
in the case of local minimizers, or with the dependence stated in Theorem 1.1 (notice
indeed that, once fixing a ball Bagr(z0) € €2, then u is a global minimizer in Bag(z0)).
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1.1. O’Neil space. It is interesting in our opinion to stress the following characterization
of the Lorentz-Zygmund space in terms of decay of the measure of super-level sets. The
gradient of the function a(-) belongs to the Lorentz-Zygmund L™ log L if and only if its
belongs to the O’Neil space K"(log™ K)" and this happens if

(1.12) / [{|Da| > A} log* AdA < oo,
0

where log™ is the positive part of the logarithm: log™ A = max{log ), 0} for A > 0; compare
this condition with the definition of the Lorentz space L™ in (1.10). For the equivalente of
these two spaces see [10, Theorem 10.5]. Again, we see that, at least formally, exactly as it
happens with the pointwise assumption, also in this setting the condition can be obtained
adding a perturbation of logarithmic size to the condition ensuring gradient continuity on
the coefficients in (1.9).

1.2. Generalizations and L°-excesses. Theorem 1.1 will follow as a significantly im-
portant corollary of the following result, which in some respects is more interesting (see
for instance the forthcoming [6]) as it captures the essence of assumption (1.2), that is,
the (local) log-Dini continuity of the excess. For simplicity, we state it for minimizers with
finite global energy, in particular for minimizers in W*?(Q). Notice that it is not clear
whether the assumption (1.13) implies (1.7) (which is needed to ensure that the higher
integrability result of Theorem 2.5 holds true); therefore (1.7) must be supplementary
assumed.

Theorem 1.2. Let u € WHP(Q) be a local minimizer to the functional Piog in (1.1),
with a(-) € L () almost everywhere non-negative. There exists a large constant s =
s(n,p, L, (1H (-, Du)||p1(q)) such that the following holds: Suppose that for every compact
set K C Q, there exists a radius Rk such that

Fx 1 s g dp
(1.13) sup / log (7> (][ a—(a)g (s dw) — < 00.
z0€K Jo P Bp(zo)’ Bol °)| P

Assume moreover that (1.7) holds for some L > 1. Then the results of Theorem 1.1 remain
valid: Du is locally continuous in Q and the local estimate (1.4) holds.

The statement of the previous Theorem is somewhat clumsy, as requires regularity
properties for a(-) depending on the minimum of a functional involving the same af(-);
clearly the assumption (1.13) can be strengtgened by requiring the L°-excess uniformly
log-Dini for any s large or, probably more transparently, requiring (1.2). We shall indeed
see that, if (1.2) holds, then (1.13) and (1.7) are satisfied: see Corollary 2.4 and Paragraph
2.4. We stress now that (1.13) can be interpreted as a log-Dini condition for the L°-excess
(s > 1 large) and this actually is weaker than the log-Dini condition for the L*°-excess
(that is, for the oscillation) in (1.5).

Theorem 1.2 clarifies why the study of the relation between integral assumptions and
regularity of minimizers ends - at least at the gradient level - with the results of this paper:
one can imagine that an integral condition ensuring gradient Hoélder continuity should be
of the type

1
1 s \* o o8
sup log(—)(][ a—(a)g (s dac> < R", R < Rk,
wo€K R Br(zo) | Brteo)

for some 8 > 0, but this would imply the Holder regularity of a(-), as

1

sup ][ a— (a) s dx) ) <RZ
woEK ( Br(z0) | Prteo)

and Campanato embedding could apply, ensuring that a € C’O’g locally. Now the local
Holder regularity of the gradient for minimizers would follow from [7].

Jo

Using the same approach of this paper one can show that minimizers of the functional

wEe W@ s [ DuP (14 a(@)log® (e + [Du)) de, p> 1, a>0
Q

loc



LORENTZ-ZYGMUND SPACES AND REGULARITY OF MINIMIZERS 5

are locally continuous if a(z) > 0 a.e. in Q and Da € L™'log® L locally in © while an
approach similar to that in [8] would require

/w(p) log® (1) dp < 00,

0 prp

being w a modulus of continuity for a(-). Again, such continuity assumption is not guar-
anteed by the sharp Sobolev embeddings in [11, 12], see the comment after (2.30). The
results hold exactly in the same form for vector-valued minimizers u € VV&W1 (4 RY),
N > 1; see the discussion in [7, Section 6] and apply the basic elements to our proof here.
A similar approach, still different in some aspects, has been developed in [5] for systems
with p(z)-growth, compare with [19, 24].

2. PRELIMINARIES

2.1. Notation. In this paper we denote by c a general positive constant, possibly varying
from line to line; special occurrences will be denoted by ci,c«,¢ or the like. All such
constants will always be larger or equal than one; moreover relevant dependencies on
parameters will be emphasized using parentheses, i.e., c1 = ci(n,p,e) means that c¢;
depends on n,p and e. For S a set of parameters, the notation A <g B means that
there exists a constant ¢ = ¢(S) > 1 such that A < ¢(S)B, while A ~s B means A g B
and B Sg A. We write A < B, A = B if the constants in play are numerical and do not
depend on any of the parameters in play.

B, (z0) is the open ball with center xo and radius r > 0; when not important, or clear
from the context, we shall omit denoting the center as follows: B, = B;(z¢). Unless
otherwise stated, different balls in the same context will have the same centre. With
B C R"™ being a measurable set with positive, finite Lebesgue measure |B| > 0, and with
g: B— RF k> 1, being a measurable map, we shall denote by

1
(9)s = ][ ola)ds = o / o) da

its integral average; w, = |B1(0)|. For z > 1,7 € R, we shall denote by log”(x) the
quantity [log(z)]”. We use the agreement that N is the set {1,2,3,...} and Ny := NU{0}.
We set, for s > 1,¢ € [1,n),n € NN [2,+00)

ns . nt

Sy = = —:
n+s’ n—t’

as s« € [1,n) we will always have (s«)* = s. In view of the lines after Definition 1, the
Lebesgue norms of the minimizer we shall be considering are to be intended finite over
the whole €2: in short,

[Dullr = [|DullLry, — [H(, Du)l[pr = [[H(:, Du)l[r1(g)-
Finally, we use
0 ifp>2
Xlp<2} = {1 if p < 2

as x4 is the characteristic function of the set A.

2.2. N-functions setting. In the following we are going to introduce a general class of
tools, related to the so-called general class of N-functions. Even if the study of related
equations, systems and functionals has been heavily developed in the last years, see for
instance [4, 18, 20, 22], the main reason of our use is that this will significantly simplify
notation and will provide a unified treatment for many of the results we are going to present
and use. Note that in the aforementioned papers one can find an extensive bibliography
for many of the results we shall mention.

We consider a function ¢ : [0,00) — [0, 00), ©(0) = ¢’ (0) = 0, such that

21) e CM0,00)NC3(0,00) and - <O (t) = o ()t

< <c
Co ©'(t) ’




6 BARONI

for all ¢ > 0 and some ¢, > 1. Note that ¢ turns out to be convex and integrating by
parts the last double-sided inequality we also get

1. o ()t

co+1 7 ¢t

The inequality in (2.1) implies that ¢’ satisfies both the Az and V3 condition, that can
be equivalently stated by saying that for any t, A € [0, c0)

minfA%, A% 1! (1) < (M) < maxA®, AV o/ (1);

<cp+ 1.

we will use several times this property without explicitly stating it. Clearly the analogous
inequality above for O, ensures that the same property, mutatis mutandis, holds for ¢.
Once given ¢ as above, it is well defined its Young’s conjugate:

p(t) = sup st—p(s) = max st— ¢(s);
s€[0,00) s€[0,00)

it is possible to prove that the Orlicz ratio Og(t) of ¢ is bounded below and above if also
that of ¢ is. Moreover the following property holds:

p(t) < (ﬁ(@) < 20(t) for all ¢ € (0, 00)
(see [4, 17, 18] and references therein), so that
o(t) e, (¢ (1)) for all t € [0, 00)
and also
s@ < p(s) + 2¢(t) for all t € (0,00), s € [0, 00).

In this paper we will use in particular three of such functions: we shall make the choices
@ = Hp, Hiog, Ha where, for p > 1 and a > 0 appropriate,

P

(2.2) H,(t) = %, Hiog(t) = %log(e +1),
Ha(t) = Hy(t) + G Hiog () = ]10 [+ at? tog(e + 1)

and hp(t) = Hp(t), Hiog(t) = Hine(t), ha(t) = Hg(t), so that H(z,t) = Hy(,(t) and
h(x,t) = ha(s)(t). Note that these functions satisfy (2.1) for a constant ¢, depending
possibly only on p; in particular c,, does not depend on a (see [7, 13] for instance). We
have the following nice properties, if t € (0, 00):

ha(t) = Hy(t) = t"" +at" " log(e + t) = pHﬁ(t)
(2.3) t )
hi(t) = HY () ~p tP72 + at?~ 2 log(e + t)

see for instance [13]. We shall use these properties also when @ = a(z), so that he)(t) =
Oy Ho (o) (t) = 0. H (,t), ete.

2.2.1. Two calculus facts. We prove here that, for a fixed @ > 0, the map ¢t — [Ha(t)]7
is bounded above and below, up to a constant depending only on p and o, by convex
function for o > 1/p and a concave one for o € [0,1/[p + 1]). We set

w(t) = / M 4, Nu/d[H ds = [Ha(1))";

the equivalence follows from (2.3). We then prove that ¥ is convex, respectively concave,
for the range of exponents o above, directly computing

(1) = 0@7 V(1) = a[H;(t)}" [Uha(t))t B 1};

it is easy now to make explicit the “az,” in (2.3) since
tha(t)

< 1
Ha(t) =77

and this guarantees the sign to ¥ in the two ranges of o considered.

p < Oh&(t) =
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2.2.2. Vector fields related to Orlicz functions. It will be extremely useful to define now
the associated vector fields Vi, A, : R* - RY £ €N, by

¢'(I€1) ¢'(1€])
€l €l

whenever ¢ € RY by (2.1) one can prove that Vi, is a bijection of R*. Moreover, under
the assumptions stated above, V., precisely describes the monotonicity properties of the
vector field A, (-); indeed, for £1,&; € RY it holds that

(2.4) Voo (£) =

67 ALP(&) =

3

(25) Vio(€1) = Vip (&2)|* =, (Ap(61) — Ap(&2), &1 — &2).
The following two relations hold for any &;,& € R%:
(2.6) Vo (&0)I? me, @(El), Ve (&1) = Voo (&) me, " (161] + |&2]) &1 — &/

According to (2.4), we define in particular the vector fields

e s et )
2.7) Vo () = €| ¢, Vieg (€) := (\g\ log(e + [£]) + e |§|)> 3

and Vi :=V,,, as V,, for the choice ¢ = Hs. Similarly are defined A, Aiog, Aa. We stress
that for any &1,&> € R® we have, thanks to (2.6)
(28)  [Vo(&1) = Vo(&)|” + | Viog (61) ~ Viow(€2)|”
~p o ([€1] + €2]) |61 — &2 + @ ping (1&1] + |€2]) 61 — &I
= pi (|&1] + &2]) &1 — & =, |Va(&r) — Va(§2)|2-
Note that when p > 2, for any &1, & € R*
6~ &l < c|Vp(&) ~ V(&)

holds, again for a constant ¢ depending on p; this is an easy consequence of both (2.6)
and triangle’s inequality. Moreover

2

(2.9) 61— &2 < e|Vp(&r) — Va(€2) |7 + clér] 25 |Vo(&r) — Va(&2)]

if 1 <p<2, see 21, Lemma 2]. Also the constant appearing in (2.9) depends only on p.
An estimate that will be useful is the next, see [8, Lemma 2.5]: for a1,a2 > 0 and £ € R*

(2.10) [Var (€) = Vo ()] < lar — aa][€] log (e + [¢]).
using the Lipschitz regularity of the function ¢ € [0, c0) — /1 + ¢.
Finally, from (2.6) and (2.3) we have for every @ € [0, 1]
(211)  |Viog(&1) — Viog(€2)|” ~p (161 + [€2])7* log (e + [&1] + [€a]) &1 — &
o [Vo(€0) = Vo(&) P17 (|60 + [621)™ og (e + [&1] + [&a).
2.2.3. Logarithms. We have the following useful properties of the logarithm:
log (%) < (14 |log¥|)logz for every x > e and for all ¢ € (0, 1];
51 log(e + %) <1+ ¢(o)log(e + x) for all x > 0 and o > 0;
(212 log(e + zy) < log(e + x) + log(e + ) for all z,y >0
log(e + Az) < Alog(e + x) forall z > 0and A > 1.

The proofs are very simple, we only highlight for the second one that distinguishing the
cases 0 < 1, where log(e+z7) < log(2(e+x)), and o > 1 where log(e+z7) < olog(e+x)
leads to the result.

As a consequence, as proven in [8, Lemma 2.1], we have
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Lemma 2.1. Let <> 1, 0,8,0 > 0 and let f € L°(B,) for some ball B, (xo) with radius
r < e . Then there exists a constant ¢ depending on n, 3,0,0 and & such that

f,

2.2.4. Excesses. We recall a standard property of the excess: for any B measurable set
with positive and finite measure, for any F € L*(B; RZ), £ e N, s>1itholds

Y
11087 (e-+ 1117 d < (041" liscn ) o8 (1) ( f, 1)

T

(2.13) ][ ’Ff(F)B’deSZS][ |F' — &|° dx for each ¢ € RY.
B B

It will be useful to consider the following form of the classic excess functional: for B C )
a ball, ¢ as in (2.1) (with particular emphasis on the choices in (2.2)) and V,, as in (2.4),
we set

E,(Du,B) := (][B Vi (Du) — (VW(Du))B}Qda:)l/Z.

We also notice the following useful equivalence:

(2.14) Eu(Du, B) ~, ( £ Vo) = v (Dws) dx) -

see the Appendix in [18]; as a consequence, being @ non-negative, we have by (2.8)

(2.15

)
; |Va(Du) — (Va(Du)) ,|” dz

~p ][B Vi (Du) — Vi, (Du) ) |* dz + a]i [Viog (D) — Viog ((Du)5)|* da
~ ]i IV, (Du) — (Vp(Du))B}de—i—a][B |Viog(Du) — (Viog(Du) , | dr.

2.3. Rearrangements, Lorentz and Lorentz-Zygmund spaces. Good references for
most of the following facts are [23, 26]. Being E C R™ and f : E — R*, £ € N both
measurable, we define the distribution function of f as s : [0, +00) — [0, +00)

pr\) = [{z € B [f(x)] > A}|

and the (non-increasing) rearrangement of f as the map f* : [0,00) — [0, 00| given by

(2.16) [ (p) =inf {X>0:ps(N) < p}.

Notice that f* is non-increasing supp (f*) C [0, |E|] and f and f* have the same distri-
bution, that is pg+ = py. Moreover, if E = Bgr(zo) is a ball, f is decreasingly radial (that
is, f(z) = g(|z — xo|) with g a non-increasing function) we have the simple expression for
its rearrangement

1/n
(2.17) 1 (p) 29((L) ! )
Wn

We shall focus on the definition of Lorentz-Zygmund space: the more common Lorentz
spaces can be retrieved simply by our treatment by putting o = 0, that is, L™(E), for
exponents 1 < v < oo, is by definition L”?log® L(E) if a = 0. Given v € [1,+400),q €
(0,00] and a € R, the Lorentz—Zygmund spaces L”?log® L(E) are defined in terms of
the quasi-norms (they indeed lack of sub-additivity when v < ¢ - employ here a well-
established abuse of notation)

|61 (14 Nog () ()|

£l 108 L(B)

La((0,| E),dt/t)

|2l 1 @ dt /a
(/0 [t"/7 (1 + |logt]) f*(t)]q?) if ¢ < 00

(2.18) :

sup [tl/AY (1+ \logt\)af*(t)] if g =00
te(0,|El)
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for a measurable function f over E, see [26, Chapter 9]. It is easy to show that when
a = 0 the norm defined in (2.18) agrees with the more classic quasi-norm for Lorentz
spaces defined by

(v / [A%(A)ﬁ%) if ¢ < o0
0
1ALy =
1
sup Mg ()] 7 if g=o0
A>0

and that in the case |F| < oo, it is possible to simply require in our case (1.3). It is useful
now to introduce the maximal rearrangement of f as

p
= %/0 f(o)do for p € (0, 00);

notice that, being f* decreasing, also f** is and moreover f*(p) < f**(p) for all p € (0, c0).
The maximal rearrangement allows to define a useful norm, equivalent to the quasi-norm
n (2.18), when v > 1 and ¢q < oc:

|E] 1/ Q pxk q dt 1a
(2.19) 1 £l 279 1082 L(E) Rrv.q.0 (/ [t v (1 + | logt\) f (t)] ?)
0

see [26, Theorem 9.5.1]. To conclude, note that for all 0 < v, < 00, 0 < ¢ < oo and
a € R we have

(2'20) H‘f| HL’Y 4 log® L(E) ”an

LYM:47 log a7 L(E)

since (f7)* = (f*)" for n > 0.

In the setting of Lorentz-Zygmund spaces, for a ball Bar(xo0) C R", a scalar function
f: Bar(zo) — R and a vectorial one F : Bag(zo) — R, ¢ € N, we define the sums

|
(2.21) EZ o(f)(xo0) :=kZ:Olog (E)(]{B

|f - (f)Bmo)‘sdx)g’

k(z0)
and
1
(2.22) M, Ry log® ( — ][ |F|%dz)?, q€ (1,n),a €R,
=S e () (f, )
where

Re(0,[2¢]7"), 6€(0,1/2), Rx=06"R, Bx(xo)= Br,(z0), k € No,

and s € [1,40),q € (1,n),a € R; it is clear that, if f has weak gradient sufficiently
integrable, by Poincaré’s inequality

(2.23) ELo(f)(@o) < e(n, )M, (D) (o).

These dyadic sums will take on great importance in view of the following lemmas, where
f, F and R, § are as before; compare the second with [21, Lemma 1].

Lemma 2.2. Let f € Li,.(Q) and K € Q. There exists a constant, depending on n, &
and a such that

Lo G =Dl dac)l P < Bl (f)low),

4 2 e s 5 dp
B <e [T () 15 Gl ) P
for any R < dist(K, 09)/2.

Proof. We prove the two inequalities assuming that their right-hand sides are finite. Set-
ting R—1 = 2R we have that, for p € (Rk, Rk-1], k € No,

S

2
F= Do @< 5 1= Dppl o
]{?k(zo) ’ By( 0)| on B, (z0) } Bp( 0)|
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and
S

2 s
1= Dyl @< 1= (Dpy el
][Bp(xo) olro) o Bj—1(w0) po1(o)
using (2.13). Using the first property in (2.12),

1 1 1 1 1
(2.24) 1+ [Tog | tog ( k) < 1Og(Rk,1> < log (;) < log(Rk)
for all £ € Np; thus, setting
1 1
2.25 €(p) = log” (= - Tdr) . & = C(Ru),
(225) W =rs" () (f, 1 nlar) . e=em)

we have €;/c < €(p) < c¢€r_1 if p € (R, Ri—1] for any k € No, with ¢ = ¢(n, s, d, a).
Hence, performing a standard computation,

/ €(p /Rk 1 dp <cZ|log5|€k—CEs o () (o)

k=0

and

(2.26) E2 o (f)(x0) =

ﬁMx

Lemma 2.3. Let F € L™"log® L(Bagr(x0)) for some a € R; then
s
qua(F)(xO) S C(’I’L, q, &, 5)HFHL",1 log®(Bapr(z0))*
Proof. First we consider the case o > 0. If we set g = |F|? for ease of notation, we have

. 1 [Br(zo)l "
L e = s [ g0 de = o
k(Zo

if then Ry < p < Rk—1, setting R—1 = 2R, then by monotonicity (see also (2.24))

R (o7 1 q %
My := Ry log (—Rk) (][Bk(xo) |F| dz)
a 1 *x n 1
<é§” (1 + |log 8])“ [p? 1og™ (;)g (wnp™)] 7 =t c(n, q, , §)M(p)

as 2 < §7'; therefore, estimating as in (2.26) and using (2.19)

Ry 1 2R 1 1 dp
_ q aq (L ok n ap
E QJTk<cE / _C/o [p? log (p)g (wnp )]qp
IBzR(Io)\ g Ld
:c/ [ " [logwn + | log o] “'g™ (0)] 7 ?Q
0

1
< e(n,g, 0, 0)gll!

a3

1
"4 log®? L(Bag(z0))

(notice that n/q > 1), that is, recalling the definition of g and (2.20),

s
Mo (F) (o) < c|||FI7]|7 a1 < c||Fllznioge L(Bar (o))
La X log®4 L(B2Rr(x0))
for ¢ = ¢(n, q,a,0). We conclude noticing that the case a < 0 is completely analogous,

even simpler.
O

As a consequence of the previous results, since the Lorentz norm L™ log® L is defined
in terms of an integral, by absolute continuity (cf. [26, Paragraph 9.9]) it follows that we
can make, taking the initial radius R sufficiently small, the sums Ef,a(f) and M,ia(F)(:Bo)
uniformly small.
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Corollary 2.4. Let Q CR™, f € LL.(Q) and suppose that for every compact set K € Q,
there exists a radius Rx such that

R 1 S d
a s P

2.27 sup / lo - (][ — © dx) — < 0
(2.27) sup [ tog () AN et ;

for some s > 1 and a € R. Set § € (0,1) and fix K € Q; for every e € (0,1), there exists
a radius Re > 0, depending on n,«a, 0, f,dist(02, K) and € such that if R € (0, Rc], then
defining ES o(f) as in (2.21), one has

(2.28) sup B2 o(f)(w0) < e.

zogeK
Moreover, suppose that F € L™'log™ L(Q) locally for a € R; again fiz § € (0,1),
q € (1,n) and K € Q. For every € > 0, there exists a radius R. > 0 depending on
n,q,a, d, F,dist(0Q, K) and € such that if R € (0, R.], then defining M[f,a(f) as in (2.22),
one has
(2.29) sup M2 o (F)(x0) < e.

roeK

We stress now that explicit dependences on the function a(-) and/or on its gradient

Da(+), in particular in the definition of several threshold radii, are uniquely derived from
the use of the previous Corollary; that is, on the rate of blow-up of the integrand in (2.27)
and the relation € — ¢ in the absolute continuity of the Lorentz-Zygmund norm of |Dal.

2.4. Embeddings and associate spaces. Lorentz-Zygmund spaces are a special in-
stance of rearrangement invariant (r.i. for short) spaces, that is, linear spaces of measur-
able functions equipped with a norm satisfying some natural properties (see [12, Definition
2.1]), the most significant being the fact that two functions having the same rearrange-
ment (as defined in (2.16)) must have the same norm. It is clear that this last property
holds for Lorentz and Lorentz-Zygmund spaces by the very definitions of the norm; one
can also check that these are r.i. spaces. A r.i. space is a Banach space and a significant
role in the theory is played by its associate space. If X(FE) is a r.i. space of functions
f:E—R% £eN, its associate (rearrangement invariant) space X’(E) is the space of all
measurable function g : E — R such that the (r.i.) norm

1
loll sy =509 i — [ Ifolde
F#0 HfHX(E) E

is finite. Given a r.i. space X(F), another important related space is its representation
space X (0,00), that is a space such that

1l x sy = Hf*”)’((o,oo) = ||f*HX([o,\EH) for all f € X(E);

representation spaces are not uniquely determined in general. Finally, given X (F) r.i.
space, WX (E) is the r.i. invariant space of weakly differentiable functions whose partial
derivatives belong to X (E).

Now we recall some results from [11, 12] with the purpose to justify the assertion of
quantitative continuity of a(-), that is, the estimate in (1.6). Given a r.i. invariant space
X over a domain with “nice” boundary (for instance, Lipschitz regular) we define the
quantity

n—1
wx(p) = HS_TX((LP")(s)”)’('(o,oo)’

where x(o,,n) is the characteristic function of the interval (0,p") and X'(0,00) is the
associate space of a representation space for X. It can be shown that different choices of
the representation space result in functions wx equivalent, up to multiplicative constants,
near zero and therefore the choice of a representation spaces becomes immaterial for what
we concern, see [12, Proposition 5.1]. Theorem 1.3 of [11] or Theorem 3.4 of [12] state that,
under these assumptions, if wx (p) — 0 as p \, 0", then a function belonging to WX is
almost everywhere equal to a function having modulus of continuity wx; in other words,
W!X(E) — C“X(E) (in the sense of precise representatives). Note that local version of
those embedding do not require any regularity on the boundary of the domain E.
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In the case of our interst, X = L™'log L and (cf. [26, Theorem 9.6.8 (i)] with ap =
Qoo =1, Bo = oo = 0), we have X' = X' = L™ log™" L. Therefore, for p < 1

n—1

- _ 1
(2.30) w(p)=|s" ™ X(o,p")(s)Hg/(Om) =||s™w X(Ovp")(s)”L"/v‘x’log_l L(0,00)
:H X(0,pm)(8) H _ 1 < 1
1+1og(1/s) 1 paco,00) 1 +10g(1/p") ~ log(1/p)

and (1.6) is proven. Notice that in the case Da € L™ log® L(Q) locally, exactly the same
calculation above shows that if a > 2, then a is almost everywhere equal to a log-Dini

continuous function as (L™'log™ L) = L™ log™* L.
For o € (0,1) fixed and a : B, — R radial, we take
1

=]
@) = || Sggamy = 20D
for n: (0,e0) — R regular to be chosen, such that
s SR S is decreasing, /60 v ds < +o00
slog(1/s)n(s) o slog(1/s)n(s)

so that a(0) = 0. Under these assumption it turns out that Da € L™' log L(B,), using
(2.17) and changing variable, if and only if

0 1 1 w0 q
[ s s (D)= [ e <o

On the other hand, by radiality and concavity, a modulus of continuity for a(-) is
0= [ o @

w(p) = ————ds

o slog(1/s)n(s)

and a(-) is not log—Dini if and only if

o o ) -
/0 /omdslog(;)f:m.

/OEO % log (é) ds = +o0.

As an example, therefore, taking n(s) = log®~'(1/s), a € (2,3], a function log-Dini
continuous but not in W L™ log L(B.,) is the function in (1.8).

This is equivalent to

2.5. Known estimates for local minimizers of (1.1). The fact stated in (1.6) allows
to make use of some estimates from [7]. In particular we have the following local higher
integrability theorem, which will be fundamental in order to properly handle the logarith-
mic part of the functional as a perturbative one; it follows from [7, Theorem 4.1] once
observing that (1.7) holds.

Theorem 2.5. Let u € W H()(Q) be a minimizer of Piog as in (1.1), where a(-) > 0
is continuous and its modulus of continuity satisfies (1.7). Then there exists an exponent
dg > 0, depending only on n,p, L and |Du||r» such that

H(-,Du) € L.°(Q).

loc

Moreover it holds the following local estimate: there exists a constant ¢ > 1, depending on
n,p, L and ||Dul|rr, such that

(2.31) ]{BM [H(JC,DU)]H&“’ dz < c( H(x, Du) dm)1+59

Br
for every ball Br = Br(zo) C Q with radius R < e™" and every ¥ € [1/2,3/4].

As a consequence of the previous theorem and Lemma 2.1 we have the perturbative
result we were mentioning before.
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Lemma 2.6. Let u € WH7O(Q) be as in Theorem 2.5 and let Bag = Bar(xo) C Q with
R < e™; then, for every v € (0,148,) and 8 > 0, there exists a constant c depending on

n,p, L,7, B and ||H(-, Du)| 1 such that
(2.32) ][ |Dul?” log” (e + | Dul) dz < clog” (l) (
Byr R

for any 9 € [1/2,3/4].

H(z, Du) dx>7

Br

Proof. We use Lemma 2.1 with the choice r = R, f = |Dul|??, o = 1/(p7y), 6 = ndy and
¢=(140d4)/v > 1 and the previous (2.31) twice, getting

][ |Du|P log” (e + | Dul) dz
Byr

i

T+64

< c(l + R / (1+ [DufP0+99)) dx) log® (i) (][ | D) dx) ’
Byr R Byr

< c(l + (/BR H(z, Du) d:c)1+6g) log? (%) (][BR H(z, Du) dm)w.
O

Proposition 2.7 (Reverse Holder’s inequality). Let u be a minimizer to Piog as in The-
orem 2.5. There exists a constant depending on n,p, L and ||Du||r» such that

(2.33) ][ H(z,Du)dzx < cHy, <][ | D da:) < c][ [Via) (Du)|2 dx
Bsr/2 R Bar Bar 2R
holds for every ball Bar = BzR(:co) C Q with R smaller than e~ '. Moreover

2
(2.34) ][ !V(G)BR (Du)|"dz < c H(z,Du)dx
Bg Bar
for a constant c depending on the same quantities.

Proof. Using the self-improving character of reverse-Holder inequalities, a standard con-
sequence of Proposition 2.5 is that for every o > 0 it holds

f,

for a constant depending on n,p, L, |Dul|z» and o. We choose o = 1/[2p] and we use
sub-additivity to estimate the right-hand side in the following way:

][ [H(I, D’LL)](7 dxr S ][ [H<G)B2R (Du)} ﬁ dx
Bar

Baor

1

o

H(z, Du)dz < c<][Bm [H(z, Du)|’” dm)

3R/2

4 1al) = @p,, | 1Dul} ogF (e + | Dul) da.
Bagr

To get a bound for the first integral we observe that the concavity-type property of Para-
graph 2.2.1 implies via Jensen’s inequality that

1 %
]i [Hia)s,,, (Dw)] 7 dz < c(p) {HW)BQR ( ][B |Dul d:c)]
2R 2R

To estimate the second integral, on the other hand, we use the first estimate of Lemma
1

2.1 with f =|Dul|2,0 = 2,8 = 1/(2p) and the fact that, as explained, a(-) is log-Holder

continuous, that is, inequality (1.7):

][ |a(~)— (a)B2R}ﬁ|Du|%log%(e+|Du|)dw
Bar

< [w(zR)]ﬁ][ |Dul? log? (e + | Dul) da

Bar

<o ftmtn ()] (0w
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%
<c [H(”)BQR (][B | Du| dx)} ;
2R

with ¢ = ¢(n,p, L, | Du||»); the proof of the first inequality of (2.33) is concluded. The
second follows from the convexity of ¢ — H(a), (t) (see again Paragraph 2.2.1) together
with (2.6) for ¢ = H(“)an' The proof of (2.34) is similar, see for instance [8, Remark
3.8]. ' O

2.6. Estimates for frozen functionals. We collect here some results for minimizers of
a reference functionals, obtained by freezing the switching coefficient a(:) in Piog, defined
in (1.1). For these basic results basic references are the important paper of Lieberman
[22], as long as the scalar case is concerned, and [20] for the vectorial case. We consider,
for E C R™ bounded domain (that in our case will always be a ball inside 2), minimizers
of functionals of the type

(2.35) Pa(w, E) ;:/E [ Dwl” + al Dl log(e + | Duw])] d:r:/EHa(Dw)da:,

where a > 0 is a constant.

The first result we want to recall is the following excess decay estimate, which encodes
the local 14 regularity of minimizers; it can be found in [20, Theorem 6.4], for similar
results see also [4, Lemma 4.1] and [7, Theorem 3.1].

Theorem 2.8. Let v € WHP(E) be a minimizer of the functional Py defined in (2.35)
and let Br = Br(xo) C E. The excess-decay estimate

]é [Va(Dv) — (Va(D0)) [P de < e (£)" ][B [Va(Dv) = (Va(Dv)) , | do

holds for every couple of concentric balls B, C Br for a constant ¢ > 1 and an exponent
B € (0,1) both depending only on n and p.
3. VARIOUS COMPARISON RESULTS

In this section u € W (Q) will always be a minimizer of the functional Plog in (1.1);
we will work with a ball Bar = Bar(zo) C Q fixed, with radius 2R < [2€] ™', and all the
balls in play will have center x¢, therefore being concentric to Ba2g.

For convenience, we are going to denote for s > 1

1

Cra = log (%) (][Br(m) |a = (@), )|’ dfﬂ) ’

= @aay =, ol)dn
r(Z0

both for radii r < 2R. We consider

and

(3.1) v = arg min / (|Dw|p + ar|Dw|” log(e + \Dw\)) dz.
cutw, ¥ R (Bg)’ BR
weEU o R)

The existence of the minimizer of the problem above follows from the higher integrability
Proposition 2.5 and we refer to the discussion in [7, Chapter 5] for more details. For similar
reasons, the minimizer satisfies the Euler-Lagrange equation in its weak formulation

{han(Dv), Dig) dz = 0

Br
that is valid for every ¢ € W 'P(Bg) with, moreover, Dy € L? log L(BRg) if ar > 0.
We start by deriving a comparison estimate.

Lemma 3.1 (Comparison). Letv € WYP(BRg) be the minimizer to the comparison Dirich-
let problem (3.1); there exists an exponent

(3.2) s = s(n,p, L, | H(-, Du)[| 1) > 1
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such that
(3.3) ][ Vi (D) = Vi (Dv)|? da < c[@%,s + X{p@}@’,’%’ys] ][ H(z, Du) dz
Br B3gr/2

holds true for a constant ¢ depending only on n,p, L and |H (-, Du)l|p1-

Proof. We subtract the Euler-Lagrange equations for both u and v and we test such
difference with the function ¢ = u — v € W,"?(Bg): notice that, if ar > 0, Du —
Dv € LPlog L(Bgr) as Du € LPU+%)(Bg) C LPlog L(Bgr) by Theorem 2.5 and Dv €
LP?log L(BR) as its energy is finite; thus ¢ is allowed in the Euler equation for Dv. On
the other hand, H(-, Dv) € L' as Dv € L”log L(Bg) and a(-) is bounded on Bg, hence ¢
is also allowed in the Euler equation for Du. We compute

I= (hag (Du) — hay(Dv), Du— Dv) dx = ][ (hag(Du), Du— Dv) dx

= ][B [ar — a(z)] (hiog(Du), Du — Dv)dx = I1.

Then (2.5) applied to V, and Vieg yields

1 2
I>— Var (Du) — Vi, (Dv)|” dx;
> 2y o, War(Dw) Vo (Do)

on the other hand we are going to estimate I, for € € (0, 1) to be chosen, using Young’s
inequality:
-2
34)  |11] < c(p) ][ la(z) — ar||Dul "= % log(e + | Dul)| Du — Do|dx =: 11T
Br

Now we need to distinguish two cases.

The case p > 2. In this case we can estimate, using Young’s inequality

(3.5) 111 < c(p)e ][ Va, (Du) — Va, (Do) 2 da

Br
+elpe) . ata) - anf*|Dul’ g (e + |Dul) do.
Br
Note indeed that thanks to (2.6) applied to ¢(¢) =t and the fact that p > 2 we have
p—2 p_2
|Du| "2 |Du — Dv| < [|Du| + |Dv|] Z |Du — Dv| < ¢|V,(Du) — V,(Dv)|.

At this point, for d4 € (0,1) the higher integrability exponent of Proposition 2.5,

(3.6) ][B |la(z) — ar|*|Dul” log* (e + | Dul) dx

21+ 2) 2«%9
< ( ’a(x) — ar| %9 dx) X
Br
5 5 _2
X (][ |Du\p(1+7g) log2(1+79)(e + |Dul) d:z:) 209 ;
Br
we choose

s1 = s1(n,dy) = 2(1+ %)

For the second term we apply (2.32) with r = 3R/2,8 = 2(1+64/2),7 = 1404/2,9 = 2/3
to get

S 5
(3.7) ][ |DufP ) 10g? 1) (e + | Dul) da
Br

g

2(1+ 22 1 2

< clog?t 32" (—) f H(z, Du) dz ;
R B3gr/2

notice that we also used (2.12). Taking into account these estimates, we get
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F la@) = (@, ["IDul log? (e + |Dul) da
Br

< clog® (%) (][B la(z) — ar|™ d:c)ﬁ ]{B H(z, Du) dx;

3R/2

inserting this into (3.5), choosing ¢ sufficiently small and reabsorbing gives (3.3).

The case p < 2. In this case to estimate the integral in (3.4) we use (2.9) in order to
get,

11 < c][ la(z) — ar||Dul" log(e + |Dul)|[Vy (D) — Vy(Dv)|? de
Br
+ c][ |a(z) — ar||Dul® log(e + | Dul)|Vy(Du) — Vy(Dv)| de
Br
< 25][ Vo (Du) — Vy(Dv)|* dae
Br
+ cg][ la(z) — an|” |Dul” log” (¢ + | Dul) da
Br

+ cg][ la(z) — aR|2|Du|plog2(e+ |Du|)dx =: IV +V + VT
Br

we estimated both the integrals with Young’s inequality, the first with conjugate exponents
(p,p’), the second with (2,2), both with £ € (0,1) to be chosen and c. = c-(p,e). The
term IV will be reabsorbed in the left-hand side for ¢ sufficiently small, the term VI is
estimated exactly as in (3.6) and subsequent lines (notice that the fact that p > 2 is there
irrelevant) while we focus our attention on the remaining term (even if the estimate is
very similar to the previous one):

S 2 99
V< (][ la(z) = (a) 5, |" (Hég)dx) e
Br R
(458) 17 O+ E=r
X (][ |Du|P" T2 logP 2/ (e+ |Du|)daz) g
Br

by Hélder’s inequality, where d, € (0, 1) is again the exponent appearing in Proposition
2.5. Now we choose

~ , 2
s = s(m.0,) = s(n,p, L, [H(, Dw)l ) =9 (1+ ).
g

Notice that since p’ > 2, then s > s; - therefore we can, up to using Hélder’s inequality,
use the exponent s also in the case p > 2. For the second integral we again use (2.32)
with evident changes with respect to (3.7):

s Vi 8
]l | DuP+ ) 10g? ) (¢ 4+ | Dul) da
Br

< clogp/(““%g) (%) (][
B

inserting this estimate into the bound for V' completes the proof also in this case.

1+
H(z, Du) dm) ;

3R/2

O

The comparison Lemma above allows to prove the following excess-like decay estimate
for our minimizer u. We stress two aspects here: (3.8) is not a true excess decay estimate
due to the presence of the second term on the right-hand side; nonetheless it will allow to
prove gradient boundedness and continuity, since that term is stable under the operation
of summation along a sequence of dyadic radii (see Lemma 2.3). Moreover, notice that
the Orlicz function dictating the behaviour of the left-hand side is Hay, that is, we are
still considering the growth of the functional in (3.1); this is not suitable for iteration
procedures, and this will require a further effort (see Lemma 3.3).
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Proposition 3.2. Let u € W 7)(Q) be a minimizer of Piog as in Theorem 2.5. There
exists a constant ¢ such that for every pair of concentric balls B, = B,(xo) C Bar =
Bar(z0) € Q with R < [2¢]7, it holds

(3.8)
][B Ivfm(Dw—(vaR(Du>)Bpl2dmsCl(%)w][B [Var(Du) = (Van (D)) , [ da

.
Ry\" ,
+eo(2) " [€hs + xpenr €5 ][ |Vase (Du)|* da;
P Bor

B € (0,1) is the exponent appearing in Theorem 2.8, s in (3.2), the constant c¢1 depends
onn,p and L and cz on the same quantities but also ||H (-, Du)||p1.

Proof. Let v be the solution to the comparison problem (3.1) over Br. We have, using
basic properties as (2.13)

f,

|Vag (D) = (Vag (Dw) | dz < 4][ |Var (Du) = (Vag (Dv)) , |* de

3 Bp

< 8]pr |Vag (Du) — Vap (Dv)|” dz + 8][Bp |Var (Dv) — (VaR(Dv))Bp| dz.

The first term is simply estimated using (3.3) and Proposition 2.7, as

/.

for the second, we use Theorem 2.8 together with the fact that, similarly to above, we can
further estimate the right-hand side as follows:

Vi (D) = Vi (Dw)|” dr < (%)" ][B |Vag (D) = Vi (Dw)| da
R

P

(%)25 ][BR |Var (Dv) — (VER(DU))BRFdx < 8][BR |Var (Dv) — V@R(Du)|2da;

+8 (%)2/3 ][BR |Var (Du) = (Var (Dw)) ,_|* da
O

Next lemma is the localization estimate for the excess of the map u we were mentioning
before. It allows to replace the function V5, with V;,, for p < R, and, since we are
considering the excess, it has a particularly clean form.

Lemma 3.3. Let u € WH7O)(Q) and the balls B, C Bar C Q be concentric as in
Proposition 3.2, with p < R < [2¢]™*. Then

(3.9) ][B |Va, (D) = (Va, (D)), [*de < 1 ][ |Var (D) = (Vap (Dw)) , | da

P By

+ e Ch ][ |Vasr (Du) | dz,
Bar

where ¢1 depends on n,p, L and |H (-, Du)||z1 and cz on the same quantities but also on

R/p.
Proof. Using (2.14)—(2.15) we see that

(3.10) ][ |Va, (Du) — (Va, (Du))B,,’2 dz

P

<clw) f [Ve(Dw) = (V(Dw) [ do

P

+c(p) ap ][B ‘Vlog(Du) — (Vlog(Du))Bp |2 dx

P

< c(p)][;3 !VaR(Du) - (VaR(Du))BJZ dx

P
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te(p) (ap — ar) ][ [Vies (Du) = Vies (D) 5 ) | da-

By

Now we estimate separately, using (2.11) with @ = 1/2 and again (2.14), and then Holder’s
inequality

(ap — ar) ][B |Vios (D) — Viog ((Du) )| dx

P

< c][ ‘a — ELR| dx][B |V;,(Du) — Vp((Du)Bp)|><

P 3
P
2

x (|Dul + [(Du) 5 |)? log (e + [Dul + |(Du) 5 |) d

< c(%)"(][BR la—arl|’ dac)é (][BP Vo (Du) = (Vy(Dw) , | d:v) Y

2

=

X <][B (IDul + |(Du) s |)"1og” (e + [Dul + [(Du)  |) dac>

o
for s > 1 as in (3.2). By Lemma 2.1 with f = (|Du| + |(Du)BP\)p, B8=2,0=1/p, 0 =0,

¢ =1+ 4y, using also the higher integrability estimate (2.31) and the first property in
(2.12), we can estimate

][ (|Du| + !(Du)Bprlog2 (e+ |Du| + |(Du)Bp’) dx

B/’
1
1 1+6
< clog® (;) (][B (|Du| + |(Du)BP|)p(l+5g) dac) !

P

< c(l +log (%))2 log? (%) <][ | DyfP(+50) dw) i
Bp

< clog? (%) ][ H(z, Du) dz;
B

3R/2

the constant ¢ depends on n,p, L, ||H(-, Du)||,, and R/p. Now using Young’s inequality,
reabsorbing the term

]{B |Vo(Du) = (Vi(Du)) , |*de

and then using the reverse Holder inequality (2.33) give (3.9). O

A similar one, dealing with the right-hand side: this estimate will allow to perform the
final iteration in a more transparent form.

Lemma 3.4. Letu € Wl’H(')(Q) be a minimizer to Piog as in Theorem 2.5 and Bar C 2
with 2R < [2¢]™'. Then

][ |Vag (Du) — (Va (Du))BR|2dx < 0][ |Vayr (Du) — (VaZR(Du))BQRFdx
Bgr Bar
+c@§R,5][ ’VaQR(Du)|2dﬂc
Bagr

where ¢ depends on n,p, L and ||H(-, Du)|| 1.

Proof. Estimating similarly as in (3.10) after enlarging the domain of integration yields
2
][ [Var (D) = (Vap (Du)) | d
Br
2
< c(n,p) ][B ’V@R (Du) — (VﬁzR (Du))Bm’ dx
2R

+ c(p) (5}% - C7L2R) ][ }VIOg(Du) - (Vlog(Du))BR ’2 dx

Br
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_ s % 2 1 2
< ca(]{?m |a — azr| dw) log (72}%) ]{5’23 |Vayr (Du)|” dz
+€][B ’VaR(Du) - (VaR(Du))BR‘de
R

for every ¢ € (0,1), with ¢. depending on n, p, L, |H (-, Du)||;: and €, and this completes
the proof.

The following Corollary is the goal of this section: simply merging Lemmas 3.2, 3.3
and 3.4 leads to the following corollary:

Corollary 3.5. Let u € Wl’H(')(Q) be a minimizer to Piog as in Theorem 2.5; let Br =
Br(z0) C Q with R < [2¢]™'. There exists s > 1 as in (3.2) such that for every e € (0,1)
there exists a constant 6 € (0,1/2), depending on n,p, L, ||H (-, Du)| ;1 and €, such that

(3.11) ]ZB ‘VaéR(Du)—(Va(;R(Du))B&RFdxgE][B Vi (D) = (Vi (D)) .| d

+ ce [QE?%,S + x{p<2}€€;75} ][ \VaR(Du)|2 dx,
B

R

where the constant c. depends on n,p, L,||H(-, Du)|| ., and ¢.

Proof. As previously stated, merging the three lemmas and estimating €r s < cCapr s,
then renaming 2R to R, gives

][ |Vap (Du) — (Vap(DU))BP|2 dr < 01(%)2ﬁ ][B ‘VER(DU) - (VaR(Du))BR|2d$

P

+ c2 [Q‘Efgys + X{p<2}€’1’é’s} ][ |VaR(Du){2 dx;
Br
for every p < R/2 and constants ¢; depending on n,p, L and ||H (-, Du)||, 1, c2 depending
on n,p, L, |H(-, Du)|| .+ and R/p. Now we simply take p = §R for

. e\1/128] 1
6:m1n{(—) ,f}.
C1 2

4. ITERATION PROCEDURES

The conclusion follows the arguments of [21] but we propose the proof in detail both for
the reader’s convenience and also to highlight the various modifications needed to adapt
it to our case. We prove the results under the assumptions of Theorem 1.2; if (1.2) holds,
then (1.6)-(1.7) are in force due to (2.30) and (1.13) due to Lemma 2.2, (2.23) and finally
(2.29).

We start by fixing a compact subset K1 € Q and a ball Br(zo) C Q with center z¢ € K1
and radius R smaller than R = min{[2¢] ", dist(K1,9Q)/2}; we will further reduce the
value of R several times.

We fix then & € (0,1/2) as the constant, depending on n,p, L and ||H(-, Du)||,1, given
by Corollary 3.2 and corresponding to the choice € = 1/16; accordingly, we set for k € N

(4.1) Ry =6"R,  Bx=Br,(z0), ar=(a)p,
and
(4.2) v = ]{B Va, (Du) dz, E, = (]é |Va, (Du) — (Vak(Du))kadx)é’

, ¢, = log (Rik)(][sk |a—(a)Bk|Sdac)~% = €Rry,s)

dk:|vk|:‘ Vo (Du)de
k
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for s > 1 fixed in Corollary 3.5. Using this compact notation (3.11), after taking square
roots and performing standard manipulations, implies that for every £ € Ny we have

A

1
1 . 2 2
Epi1 < ZEk +é [Gk + X{p<21 &7 ] <][ Vay, (Du)|2 dm)
B

k

A

(4.3) < iEkJrzaek(][Bk }Vak(Du){dey;

the constant & > 1 depends on n,p, L and ||H (-, Du)| 1. Notice indeed that if p < 2 then
for any j € Ny

4

g S -
(4.4) e <[>t o<
k=0

if we take R < R and R, depending on n,p, L, | H(-, Du)| .1, a(-), dist(8Q, K1) but not on
zo € K1, small enough so that (2.28) is satisfied with ¢ = 1.

4.1. Gradient boundedness. First we prove by induction that
][ DU (1+ (a), log(e + [Dul)) dz :][ Ha, (Du) dz :]l Var (D) da
B By B
<a ][ Viwy, (Du)|*dz = e1 ][ Hy, (Du)dz =: A3
Br(zo) R Bg(zo) 7

for every k € No, with ¢; = [10(1+6~™)]?, so that ¢; depends on n,p, L and || H(-, Du)|| 1;
this would yield the local boundedness result thanks to Lebesgue’s differentiation theorem.
The local estimate (1.4) in Theorem 1.2 will follow from the reverse Holder inequality
(2.34) together with a standard covering argument.

Observe that, using (2.8), triangle inequality and enlarging the domain of integration
i1 — dy, = ‘][ Var,, (Du) dx’ f l][ Va, (Du) dx‘
Bj41 By,
<ok — vk| < ][ |Vayyr (Du) — (Va, (Du))Bk | da
Bj41

< ][B |Va, (Du) — (Va, (Du))Bk|dm+][ |Vayyr (Du) = Va, (Du)| dz

Bi41

(4.5) <3 " Ey +][ |Vayyr (Du) — Va, (Du)| da;
Bk +1

using telescopic summations gives

J
djy1 =do+ Z (dk+1 - dk)
k=0

j j
(4.6) <do+6 S B+ ][ Var, (Du) — Vi (Du)| da.
k=0 k=0 Bk+1

Now we separately estimate the last two terms of the right-hand side. For the first one,
notice that if we estimate

1
(47) <][ |Vak(Du)|2dl'>2 SEk+dk7
By,

we see that if we take R < R with R = R(n,p, L, |H(-, Du)|| 1, a(-), dist(K1, dQ)) such
that, being é = é(n,p, L, | H(-, Du)||1) the constant in (4.3)

(4.8) ¢, <Y log (Ri)(][ ‘af(a)Bk’de)% Ségl, k€N
k=0 k73 By ¢
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(and this is possible again thanks to Corollary 2.4) we can improve (4.3) to
1
Ek+1 < EEk + cCrdyg.

Summing up this sequence of inequalities for k = 0 to j, j € Ny given, and reabsorbing
gives

Jj+1 J
(4.9) > B <2Bo+c) | Crdy.

k=0 k=0

To estimate the second term in (4.6) we single out the integrand and we recall the definition
of Vi after (2.7); taking into account (2.10)

(4.10) Varss (D) = Va, (Du)| < (p) [an+1 — al|Dul % log(e + | Du]);

averaging (4.10) over Byy1 and using Lemma 2.1

£ Vare (D) = Ve (D]
By41

< ]gk la— (a), | dz ]ékﬂ |Dul% log(e + | Dul) da
< clog (leﬂ)(]{;k }a - (a)Bk‘S dx)i(][BHl |Dul? dx)%
< clog (Rik) (][Bk |a — (a)Bk’5 d:c)é (][Bk "/vak(D’u)Fcla?)é

< C@k(Ek + dk) < Ei + c&rdi,

for s as in (3.2) and ¢ depending on n,p, L and ||H (-, Du)| 1, up to possibly reducing
again the value of R as done in (4.8); we also used (2.12) and (4.7). Estimating similarly
as above and then summing up yields

J J J
Z][ [Varsr (Du) = Va, (Du) | do <> " Ex + ¢ € dy,
k=0" Brt1

k=0 k=0

with ¢ = ¢(n,p, L, |H(-, Du)||z1). Inserting all these informations into (4.6) and then
using (4.9) finally leads to

J J J
dj+1 < d0+(1+5in)2E}€+CZQ§kdk < d0+2(1+5in)Eo+CZ€kdk

k=0 k=0 k=0

411) < [1+4(1+5")] (][

Br(=zo)

9 1 J A J
|V50(Du)’ dm)z’ +Ckz:0€kdk < 70 —l—ckzz;)@kdk

with ¢ depending on n, p, L and |H (-, Du)||p1. It is easy now to show by induction that
dj < Xo for all j € Ny,

and this will conclude the proof of gradient boundedness as stated above: for j = 0 this
is immediate. Suppose now that it holds for all k£ € {0,1,...,7} for some fixed j € No; by
(4.11) and the inductive hypothesis we have

o J Ao _ X _ 5
<20 S <20 S <20 .
dj+1 < 5 + ¢ Ao 2 ¢, < 3 + ¢ Mo 2 ¢, < 3 cXo sup Eg;(a)(zo)

zo€EKy
Now we further reduce the value of R in order to have

(4.12) sup Efvl(a) (z0) < ¢ for every R < R,
zoE Ky 2

and this is possible in view of Corollary 2.4, with a value of R depending on n, p, L, | H (-, Du)|| .1,
a(-) and dist(K71, 99); the proof of the local Lipschitz character of minimizers is concluded.
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4.2. VMO-type gradient regularity. Given again a compact subset K; € €2, we have
as a consequence of the result in the previous paragraph that Du € L*°(K>2) where K; €
K> € Q (we can choose, for instance, K2 = {x € Q : dist (z, K1) < dist (09, K1)/2}) and
hence set

(4.13) A= HVG(')(DU)HLOO(KQ) < +o00.

In this intermediate technical step, needed for the forthcoming continuity proof, we will
show the following property of VMO-regularity type: setting

w(p) =sup sup ][ - {Var(Du) — (Var (Du))BT(%)‘? dx
By (zg

r<pzo€K1
for p < min{[2¢] ™, dist (092, K1)/2}, we have
lim w(p) = 0.
lim w(p)
We take therefore £ > 0 and we show the existence of a threshold Re, depending on
n,p, L, ||H (-, Du)|| 1, a(-),dist(0Q, K1) and &, such that that it holds

ro€EK

(4.14) sup ][ |Va, (Du) = (Va,(Du)) , (z0) !2 dr < éX} for every r < Re.
Br(z0) "

For R € (0,min{[2¢]™!, dist (09, K1)/4}] fixed, we take 6§ € (0,1/2) as the constant
given in Corollary 3.5 for ¢ = £/4, so that 6 depends on on n,p, L, ||H(-, Du)||;: and
£. Then we choose R, depending on n,p, L, ||H(-, Du)|| .1, a(-) and dist(99, K1) smaller

than min{[2¢] ™, dist (992, K1)/2} but also so small that

sup B2 (a)(2) <1 = @k, + xppeny €, < 265,

rzeEK
for all R < R, as in (4.4). Then we further possibly reduce its value so that, being cs the
constant from Corollary 3.5 corresponding to the choice of § made above,

sup Elu(a)(@) S .~ = a€h,<
z€Ky Cs

€
4

holds for every R < R; now R also depends on €. By Corollary 3.5 we have, using triangle’s
inequality and (2.34)

][Bm |Vasp (Du) — (Vd‘SR(Du))BéRF dz < (26 + 2¢5€7, ][BR Vap (Du)|? d

(4.15) < [2e +2¢5€% AT < ENT

for every radius R smaller than R; therefore we get what wanted if we take Rz = 6R.
Notice indeed that the estimate in_(4.15) is clearly uniform with respect to zo € K; and
if 7 < Re, then there exists R < R such that » = dR: the estimate in (4.15) is exactly
(4.14).

4.3. Gradient continuity. As Lipschitz regularity has been proven, the non-uniform el-
lipticity of the functional becomes immaterial, see [15, 16], and gradient continuity follows
from the regularity theory of functionals with standard growth and W L™! dependence on
the x variable; we anyway provide a short proof in the spirit of the previous ones. Given
a compact set K7 we find an intermediate one K; € K2 € 2 and we again fix A\; as in
(4.13).

‘We prove now that the gradient of our minimizer u is continuous in K; by showing that
Du is the uniform limit of a sequence of continuous functions, its averages on small balls.
More precisely, starting here from a generic but fixed radius R = min{R, dist (9Q, K1)/2},
R as chosen in Paragraph 4.1 so that (4.4)-(4.12) hold, and a point z in K, we define
the quantities v;,d;, Ej, €; as in (4.1)—(4.2) starting from the radius R. § € (0,1) is
again the constant, depending on n,p, L and |H(-, Du)|| 11, given by Corollary 3.5 for
e = 1/16. Notice that all the quantities just defined depend on the point z, center of the
ball considered, but we shall keep this in the notation implicit - and somehow ambiguous
- for simplicity, avoiding to make the dependences on x explicit. We stress, however, that
all our estimates will be uniform with respect to z. We also highlight that we are going
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to further reduce the value of R. Thanks to Lebesgue’s differentiation theorem, we know
that

lim v; = lim v;(2) = Vo) (Du(z)) for a.e. z € K,

j—+oo j—+oo
and as we will prove it is a uniform limit of continuous functions, it will follow that
Va(z)(Du) is also a.e. equal in K to a continuous function; being the set of Lebesgue’s
points dense, V,(.y(Du) will turn out to be continuous (therefore it will satisfy (4.13)
everywhere) and the continuity of Du will follow. Indeed by triangle’s inequality, for
every z,y € K; we have

[Va@) (Du(@)) = Vaga) (Du()) | < [Vaga) (Du(@)) = Vagw) (Duly))|
+ |Vagz) (Du(y)) — Vag) (Du(y)) |;
from (2.8) and the fact that a(-) > 0 it follows

[Vag@) (Du()) = Vaga) (Du(y)) | > e(p)| Ve (Du(w)) = Vp (Du(y))|
and using again (2.10) and then (4.13)

Vata) (Du(y) = Vag) (Du()) | < e(p)la(z) — a(y)| A log(e + /\1%)

as [Du|? < [V,(y(Du)|?. Thus from the continuity of V,.)(Du) and that of a(-) it follows
the continuity of V,(Du) and it is well known that V,, is a locally bi-Lipschitz bijection;
therefore Du will be continuous if also Vj(.)(Du) will be.

Therefore now we are going to prove that for every € € (0,1) there exists an index 7
depending on n,p, L, |[H (-, Du)|| .1, a(-), dist(9Q, K1) and € but not on « € K; such that

[Va) (Du(x)) = vs(z)| < ey

this will prove the uniform convergence of v;(-). We start noticing that working similarly
as how done to prove (4.9) (but this time summing the previous inequalities for k = 7 to
m, 7 > 1 to be chosen and m > 7, reabsorbing and then passing to the limit for m — +00),
we get

[e o] oo oo
(4.16) > By <2B;+c)  €pdp <2Ej+chi Yy E;

k=7 k=7 k=7

notice indeed that from our choice of R < R and the fact stated in (4.13), it follows
that di, < A; for all £ € Ng. Note that the previous estimate is uniform in K;, being
the dependence on the point « € K (center of the balls By defining in turn the excess)
implicit for simplicity of the notation.

Now for almost every x € K7 and for 7 > 1 we have, similarly as in (4.5)—(4.6)

oo oo

’Va(z>(Du(x)) - vi(x)’ < Z |vp+1(z) —ve(z)| = Z [Vrt1 — vil
k=7 k=7
S(Y"ZE;CJrZ][ |Vﬁk+1(DU)*Vak(Du)|dx
k=7 k=77 Br+1
and due to
Z][ ‘Vakﬂ(Du)*Vﬁk(Du)’dﬂ?SZEk+CAleEk
k=7 " Brt1 P Pt

(see before (4.11)), merging the previous estimates and (4.16) leads to
!Va(m)(Du(w)) - Uj| <caE;+c Z Cr
k=0

being both ¢1 and ¢z constants depending on n, p, L and |H (-, Du)|| 1. Now, given £ > 0,
we reduce the value of R so that

c2 Z & =c2 Z Er(z) < c2 sup Efﬁs(a)(x) <
k=0 k=0

N ™

ze K1
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for all z € K, in view of Corollary 2.4. R, at this point, will depend on n, p, L, ||H (-, Du)||;1,
a(-), dist(09, K1) and e. Finally, being now R. the radius corresponding to the choice € =
(¢/[2¢1])? in (4.14), we choose Jso large, depending on n, p, L, || H (-, Du)|| .1, a(-), dist(9Q, K1)
and €, so that & R < R.. With this choice we have, recalling that B; = Bssr(z),

1
2
al;=cakbjz) <a (f |Va,; (Du) — (Va, (Du)) g, I’ dw) < %/\1?

J

inserting the information in the last two displays into (4.16) the proof is concluded.

Acknowledgments. The author is supported by PRIN 2022 project “Geometric
Evolution Problems and Shape Optimization (GEPSO)”, PNRR Italia Domani CUP
D53D23005820006 and PRIN 2022 PNRR project “Magnetic skyrmions, skyrmionic bub-
bles and domain walls for spintronic applications” CUP D53D23018980001, both financed
by the European Union via the Program NextGenerationEU.

Data availability. Data sharing is not applicable, as no datasets were generated or
analyzed during the current study.

Conflict of interest. The author has no Conflict of interest that could be relevant to
the content of this article to declare.

REFERENCES

[1] A. K. Barct, L. DIENING, M. SURNACHEV: New examples on Lavrentiev gap using fractals. Calc. Var.
Partial Differential Equ. 59 (2020), no. 5, paper 180.

[2] A. K. BaLcr, L. DIENING, M. SURNACHEV: Scalar minimizers with maximal singular sets and lack of
Meyers property. https://arxiv.org/abs/2312.15772

[3] A. K. BaLci, M. SURNACHEV: The Lavrentiev phenomenon in calculus of variations with differential
forms. Calc. Var. Partial Differential Equ., 63 (2024), paper 62.

[4] P. BARONI: Riesz potential estimates for a general class of quasilinear equations. Calc. Var. Partial
Differential Equ. 53 (2015), no. 3—4, 803-846.

[5] P. BARONI: Gradient continuity for p(z)-Laplacian systems under minimal conditions on the expo-
nent. J. Differential Equations 367 (2023), no. 1, 415-450.

[6] P. BARONI, I. CHLEBICKA: to appear.

[7] P. BaroNI, M. CoLOMBO, G. MINGIONE: Non-autonomous functionals, borderline cases and related
function classes. St. Petersburg Math. J. (Special issue for N. Ural’tseva), 27 (2016), no. 3, 347—
379.

[8] P. BarONI, A. Coscia: Non-autonomous functionals with mild phase transition and gradient regu-
larity. Electron. J. Differential Equations 80 (2022) 1-30.

[9] L. BECK, G. MINGIONE: Lipschitz bounds and nonuniform ellipticity. Comm. Pure Appl. Math. 73
(2020), no. 5, 944-1034.

[10] C. BENNETT, K. RUDNICK: On Lorentz-Zygmund spaces. Dissertationes Math. (Rozprawy Mat.),
175 (1980), 1-72.

[11] A. CiancHi, L. Pick: Sobolev embeddings into spaces of Campanato, Morrey, and Holder type. J.
Math. Anal. Appl. 282 (2003), no. 1, 128-150.

[12] A. CiancHi, M. RANDOLFI: On the modulus of continuity of weakly differentiable functions. Indiana
Univ. Math. J. 60 (2011), no. 6, 1939-1973.

[13] A. Coscia: Regularity for minimizers of double phase functionals with mild transition and regular
coefficients. J. Math. Analysis Appl. 501 (2021), no. 1, 124569.

[14] C. pE Fiuippis, G. MINGIONE: A borderline case of Calderén-Zygmund estimates for nonuniformly
elliptic problems. St. Petersburg Math. J. 31 (2020), no. 3, 455-477.

[15] C. pE FiLippis, G. MINGIONE: Lipschitz bounds and nonautonomous integrals. Arch. Rational Mech.
Anal. 242 (2021), no. 2, 973-1057.

[16] C. pE FiLippis, G. MINGIONE: Nonuniformly elliptic Schauder theory. Invent. Math. 234 (2023), no.
3, 1109-1196.

[17] L. DIENING, F. ETTWEIN: Fractional estimates for non-differentiable elliptic systems with general
growth. Forum Math. 20 (2008), no. 3, 523-556.

[18] L. DIENING, P. KAPLICKY, S. SCHWARZACHER: BMO estimates for the p-Laplacian. Nonlinear Anal.
75 (2012), no. 2, 637-650.

[19] L. DIENING, S. SCHWARZACHER: Global gradient estimates for the p(-)-Laplacian. Nonlinear Anal.
106 (2014), 70-85.

[20] L. DIENING, B. STROFFOLINI, A. VERDE: Everywhere regularity of functionals with ¢-growth.
Manuscripta Math. 129 (2009), no. 4, 449-481.

[21] T. Kuusl, G. MINGIONE: A nonlinear Stein theorem. Calc. Var. Partial Differ. Equ. 51 (2014), no.
1, 45-86.

[22] G. M. LIEBERMAN: The natural generalization of the natural conditions of Ladyzhenskaya and
Uraltseva for elliptic equations. Comm. Partial Differential Equations 16 (1991), no. s 2-3, 311
361.

[23] J. MALY: Advanced theory of differentiation - Lorentz spaces.

[24] J. Ok: Gradient continuity for p(-)-Laplace systems. Nonlinear Anal. 141 (2016), 139-166.


https://arxiv.org/abs/2312.15772

LORENTZ-ZYGMUND SPACES AND REGULARITY OF MINIMIZERS 25

[25] J. Ok: C'-regularity for minima of functionals with p(z)-growth. J. Fized Point Theory Appl. 19
(2017), no. 4, 2697-2731.

[26] L. Pick, A. KUFNER, O. JOuN, S. Fucik: Function spaces. Walter de Gruyter, Berlin - New York,
2013.

[27] E.M. StEIN: Editor’s note: the differentiability of functions in R™. Ann. of Math. 113 (1981),
383-385.

PAOLO BARONI, DEPARTMENT OF MATHEMATICAL, PHYSICAL AND COMPUTER SCIENCES, UNIVERSITY OF
PARMA, 1-43124 PARMA, ITALY
Email address: paolo.baroni@unipr.it



	1. Introduction
	2. Preliminaries
	3. Various comparison results
	4. Iteration procedures
	References

