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Abstract. We investigate the flat flow solution for the surface diffusion equation via the

discrete minimizing movements scheme proposed by Cahn and Taylor [9]. We prove that

in dimension three the scheme converges to the unique smooth solution of the equation,

provided that the initial set is sufficiently regular.

1. Introduction

In this paper we study the evolution of smooth sets governed by the surface diffusion

equation

(1.1) Vt = ∆∂EtHEt on ∂Et,

where Vt is the normal velocity, HEt the mean curvature and ∆∂Et the Laplace-Beltrami

operator. We adopt the convention where the unit normal vector is outward and HEt is

nonnegative for convex sets. It is immediate that this geometric flow preserves the volume of

every component of the evolving sets, while decreasing the perimeter.

The equation was proposed first by Mullins [33] as a model to describe the development

of surface grooves at the grain boundaries of a heated polycrystal. In the physically relevant

three dimensional case it describes the evolution of interfaces in a variety of physical settings,

including phase transition, epitaxial deposition and grain growth. The derivation of (1.1) was

later revisited by Dav̀ı and Gurtin [14] and by Cahn and Taylor [9], who extended it to a

more general mathematical context (see also [22]). In fact, Cahn and Taylor derived a more

general equation of type

Vt = (δ − ε∆∂Et)
−1∆∂EtHEt on ∂Et.

Letting ε → 0 one obtains the surface-diffusion (with a constant δ), while δ → 0 yields the

volume preserving mean curvature flow

(1.2) Vt = −ε(HEt − H̄Et) on ∂Et.

In [9] Cahn and Taylor also pointed out that the surface diffusion equation could be obtained

as the sharp-interface limit (ε→ 0) of the Cahn-Hilliard equation

(1.3) ∂tu = div
(
m(u)∇(−ε2∆u+W ′(u)

)
,
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where W is a double well potential and m(·) is the mobility. This fact was formally proven

in low dimensions Rn, n ≤ 3, by Cahn, Elliot and Novik-Cohen in [8] with the mobility

m(u) = 1− u2, the potential

W (u) = εα
(
(1 + u) log(1 + u) + (1− u) log(1− u)

)
+ (1− u2),

and by rescaling the time t 7→ ε2t. To the best of our knowledge the rigorous argument for this

convergence is still missing, nor it is known that the limit yields a weak solution to (1.1). We

remark that by choosing the constant mobility m(u) = 1, the standard double well potential

W (u) = 1
4(1−u2)2 and rescaling the time t 7→ εt yields the Mullins-Sekerka flow as a limit as

ε→ 0, which was first formally derived by Pego [34], and then rigorously proven by Alikakos,

Bates and Chen [3]. We also mention the recent work [23] where the authors consider a more

general type Cahn-Hilliard equation and its sharp interface limit.

For regular initial sets, the short time existence of a classical solution of (1.1) was first

proven in the planar case in [6, 17, 21] and later in every dimension by Escher, Mayer and

Simonett [18] for C2,α-regular initial sets. The result in [18] holds even for immersed surfaces

and the authors prove the global existence and exponential convergence for initial sets close

to the ball. In the flat torus Tn similar long time existence and convergence results near any

stable critical set have been obtained in [1], for n = 3, and in [16] for n ≥ 4.

One expects that for generic initial sets the equation (1.1) forms singularities in finite time.

Moreover, unlike the curve shortening flow, the flow under surface diffusion for embedded

curves may exhibit self-intersections in finite time as shown in [21]. For immersed curves,

singularities are also expected, as supported by the numerical simulation in [18]. We stress

that in this paper, we require that the evolution in (1.1) is given by smooth and bounded sets

and not immersed surfaces.

The construction of a weak solution to (1.1), which exists globally in time, presents a

significant challenge due to the fourth-order nature of the equation and the absence of a

maximum principle. A possible candidate for a weak solution, referred to as the flat curvature

flow, was introduced by Cahn and Taylor in [9]. The starting point is the fact that (1.1) can

be seen as the H−1-gradient flow of the area functional, see [38]. One may use the gradient

flow structure to construct the solution using a minimizing movement scheme similar to the

one proposed by Almgren, Taylor and Wang [4] and Luckhaus and Stürzenhecker [27] for the

mean curvature flow. More precisely, given any initial bounded set of finite perimeter E0 ⊂ Rn

and a small time step h > 0, one inductively defines Eh0 = E0 and Ehk for k = 1, 2, . . . as a

minimizer of the functional

(1.4) P (F ) +
dH−1(F ;Ehk−1)2

2h
,

where

(1.5) dH−1(F ;E) = sup
‖∇∂Ef‖L2(∂E)≤1

∫
Rn
f(π∂E(x))(χF (x)− χE(x)) dx.
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Above, ∇∂E denotes the tangential gradient, χE the characteristic function of E and π∂E the

projection on the boundary ∂E. Note that if dH−1(F ;E) is finite, then necessarily |F | = |E|,
ensuring the scheme to be volume preserving. However, (1.5) does not define a real distance,

nor does dH−1(F ;E) = 0 in general imply F = E. Then Cahn and Taylor set Eh(t) = Ehk for

t ∈ [kh, (k + 1)h) and define a flat flow as any cluster point of Eh(t) as h → 0. To the best

of our knowledge, even the existence of a minimizer of the functional (1.4) is not known, let

alone the convergence of the scheme as h→ 0 to a short time smooth solution of (1.1) when

the initial set E0 is smooth. In order to highlight the difficulty of the problem, let us consider

the functional (1.4) in the flat torus Tn and the associated minimum problem

inf

{
PTn(F ) +

1

2h

(
sup

‖∇∂Ef‖L2(∂E)≤1

∫
Tn
f(π∂E(x))(χF (x)− χE(x)) dx

)2}
.

In the case of the strip E = (0, 1)n−1 × (0, 1
2) ⊂ Tn, minimizers of the above problem are E

and Tn \E for every h. This shows that at least in the case of flat torus, the scheme may fail

to converge as h→ 0 unless the minimizer is chosen appropriately.

The only result related to the existence of the flat flow for the surface diffusion is contained

in the thesis of Kin Yan Chung [12], where the author replaces the distance (1.5) with

(1.6)

d̃H−1(F ;E) = sup{
∫
Rn
f(x)(χF (x)−χE(x)) dx : f : Rn → R, Lip(f) ≤ Λ, ‖∇∂Ef‖L2(∂E) ≤ 1}.

Using (1.6) in place of (1.5) Chung shows the existence and continuity in time of the limiting

flow of the minimizing movement scheme as h→ 0 and Λ→∞ (or by choosing Λ = h−α for

some α > 0). If F and E are smooth sets, whose Hausdorff distance is of order h, then it

holds ∣∣d̃H−1(F ;E)− dH−1(F ;E)
∣∣ ≤ Ch2,

for a constant that depends on E and Λ, which means that (1.6) is formally a small pertur-

bation of the original distance (1.5). However, due to the double constraint it is not clear if

the definition (1.6) in the minimizing movement scheme provides even formally the surface

diffusion (1.1) as a limit as h → 0. Therefore the existence of a flat flow solution which is

defined globally in time and agrees with the classical solution for its existence time was still

an open problem.

The main result of this paper concerns the consistency of the scheme proposed by Cahn

and Taylor in the physically relevant three dimensional case. More precisely, given a C5-

regular bounded initial set E0 ⊂ R3, we fix a small δ > 0, set Eh,δ0 = E0 and define Eh,δk as a

minimizer of the following incremental minimum problem

(1.7) inf
{
P (F ) +

dH−1(F ;Eh,δk−1)2

2h
: F∆Eh,δk−1 ⊂ Nδ(∂E

h,δ
k−1)

}
,

where Nδ(Γ) denotes the tubular neighborhood of a set Γ ⊂ R3 (see (2.1) for the definition).

Due to the constraint condition F∆Eh,δk−1 ⊂ Nδ(∂E
h,δ
k−1) the existence of a minimizer of the
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above problem now easily follows from the direct methods of the Calculus of Variations.

However, one of the key point of our proof is to show by means of quantitative geometric

estimates, that any minimizer Eh,δk of (1.7) satisfies

(1.8) Eh,δk ∆Eh,δk−1 ⊂ N δ
2
(∂Eh,δk−1),

when h is sufficiently small, provided Eh,δk−1 is sufficiently regular. Therefore the additional

constraint in (1.7) is merely a technical tool needed to overcome the lack of coercivity in

the original functional (1.4). We note that our main theorem holds also in the flat torus

T3, in which case the constraint in (1.7) ensures that we choose a proper minimizer of the

problem. We define the approximate flat flow Eh,δ(t) for all t ≥ 0 setting Eh,δ(t) = Eh,δk for

t ∈ [kh, (k+1)h) and define the constrained flat flow (Eδ(t))t≥0 as any cluster point of Eh,δ(t)

as h→ 0 (see the precise definition in Section 4).

Our main result is the short time regularity and the consistency of the minimizing movement

scheme defined above.

Theorem 1.1. Assume E0 ⊂ R3 is a bounded and C5-regular set. There exist δ0, σ0 and C0

with the following property: for every δ < δ0 there exists h0 such that the sets Eh,δ(t) are

uniformly bounded in H4, i.e.,

∂Eh,δ(t) = {x+ uh,δ(x, t)νE0(x) : x ∈ ∂E0}, ‖uh,δ(·, t)‖H4(∂E0) ≤ C0

for all t ∈ [0, σ0] and h ≤ h0. Moreover, the functions uh,δ converge in L∞(0, σ0;C2,α(∂E0))

for all 0 < α < 1 to a function uδ such that the family (Eδ(t))t∈[0,σ0] with

∂Eδ(t) = {x+ uδ(x, t)νE0(x) : x ∈ ∂E0}

is the unique smooth solution of (1.1) starting from E0.

Note that, in particular, the above result shows that the limit flow (Eδ(t)) is the same for

all δ < δ0, which again indicates that the constraint in (1.7) is irrelevant when t ∈ [0, σ0].

We note that the novelty of Theorem 1.1 is the uniform higher regularity of the discrete flow,

from where the consistency follows rather easily due to the uniqueness of the smooth solution.

In case the classical solution of (1.7) is defined in a larger time interval [0, T0), T0 > σ0, we

can prove the full consistency.

Theorem 1.2. Assume E0 ⊂ R3 is as in Theorem 1.1 and assume the classical solution (Et)

of (1.1) starting from E0 exists in the time interval [0, T0). Then for every T < T0 there exists

δ(T ) such that the constrained flat flow (Eδ(t))t≥0 agrees with Et in [0, T ] for all δ < δ(T ),

i.e., Et = Eδ(t) for all t ∈ [0, T ]. In addition, the sets Eh,δ(t) converge to Et in C2,α as

h→ 0 uniformly in [0, T ], for all 0 < α < 1.

Note that our theorems are stated in R3, but the results hold also in R2 following the same

proof, with much less technical difficulties.
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As already mentioned, we are not aware of previous results on consistency of the flat flow

solution or, in fact, any weak solution for the surface diffusion. Construction of a varifold

solution via minimizing movement scheme to the Willmore flow, which is somewhat similar

to the surface diffusion flow, is proven in [7], but even in this case the consistency is not

known. The situation is better understood in the case of Mullins-Sekerka, where the flat flow

solution constructed by Luckhaus and Stürzenhecker [27] is known to be a weak solution of

the associated equation in low dimension n ≤ 3, due to results by Röger and Schätzle [35, 36]

and the consistency, or the weak-strong uniqueness, is known to hold in the planar case due

to the recent result proven in [19]. For the volume preserving mean curvature flow (1.2), the

third author with Niinikoski [25] proved the consistency of the flat flow solution constructed

in [32]. Finally we recall that the consistency of the flat flow for the mean curvature flow

follows from the comparison principle for the level set solutions [10, 11].

1.1. Overview of the proof of Theorem 1.1. The crucial step in the proof of Theorem 1.1

is to show that the speed of the discrete flow Eh,δ(t) is bounded in a suitable distance, i.e.,

the distance of the subsequent sets is linear in h. This is not too difficult in the case when

the dissipation is given by an L2-type distance as in the case of the mean curvature flow and

volume preserving mean curvature flow [25, Proposition 3.1], where it follows from a direct

comparison argument. This argument cannot be applied to the case when the dissipation is

given by the H−1-distance, which contains less geometric information than the L2-distance.

In order to solve this issue we recall first that if a set E satisfies the uniform ball condition, i.e.,

interior and exterior ball condition, with radius r, then it is a Λ-minimizer of the perimeter

in the sense that for all sets of finite perimeter F it holds (see [2, Lemma 4.1])

P (E) ≤ P (F ) + Λ|E∆F |.

The above estimate is almost sharp in the sense that any Λ-minimizer of the perimeter is

C1,α-regular for any α ∈ (0, 1) in Rn for n ≤ 7. In Proposition 3.1 we prove that if E ⊂ R3

satisfies the uniform ball condition with radius r and in addition ‖∆∂EHE‖L2(∂E) ≤ C, then

for all sets of finite perimeter F it holds

P (E) ≤ P (F ) + ΛdH−1(F ;E),

where dH−1 is defined in (1.5). This result can be seen as a higher order version of the

Λ-minimality. Applying it to the minimization problem (1.7) we immediately obtain that

the dH−1-distance between the sets Eh,δk−1 and Eh,δk is linear in h as long as they satisfy the

regularity assumptions in Proposition 3.1.

The second step is to show that we are able to keep the regularity assumed in Proposition 3.1

for a short time. To this aim we first prove in Proposition 4.1 that the sets Eh,δk are (Λ, α)-

minimizers of the perimeter (see Definition 2.6) and use the well known results of [37] to deduce

that when the constraint parameter δ is small enough, the sets Eh,δk are uniformly C1-regular

with mean curvature bounded in H1, and can be written as a normal deformation over E0 as
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described in Theorem 1.1. This, together with the linear estimate dH−1(Eh,δk ;Eh,δk−1) ≤ Ch,

implies the estimate (1.8), which is important since it means that the constraint in (1.7) is not

active and that we may write the Euler-Lagrange equation. We point out that the argument

for Proposition 3.1 can be generalized to higher dimension, but the proof of Proposition 4.1

is constrained to low dimensions. The difficulties are similar to those of the Mullins-Sekerka

flow [35, 36], where the results for the flat flow hold in R3.

In order to get a uniform bound for ‖∆
∂Eh,δk

H
Eh,δk
‖L2 , which we need for Proposition 3.1,

we use the fact that the Euler-Lagrange equation (4.11) is at each time step a fourth order

elliptic equation. This allows us to to upgrade the H3-regularity to H4 (see Lemmas 4.2 and

4.3), with estimates which however are not uniform in time. The final step is to prove an

iteration lemma (Lemma 5.1), where we use the parabolic nature of the flow and the estimates

from the previous lemmas, to obtain H4-estimates uniform in time. With these high order

estimates at hand, it is not surprising for the experts that Theorems 1.1 and 1.2 follow, but

the proofs still require delicate technical arguments, which we chose to give in detail.

2. Preliminaries

2.1. Notation. We denote the Lebesgue measure of a set E ⊂ Rn by |E|. We denote the

distance function by distE(x) := infy∈E |x−y| and the signed distance function by dE : Rn →
R, which is defined as

dE(x) :=

distE(x), for x ∈ Rn \ E

−distRn\E(x), for x ∈ E.

Clearly it holds dist∂E = |dE |. If for a given point x ∈ Rn there is a unique distance minimizer

y on ∂E (that is dist∂E(x) = |x−y|), we call y the projection of x onto ∂E and set y = π∂E(x).

Given σ > 0 we define the tubular neighborhood of ∂E as

(2.1) Nσ(∂E) := {x ∈ Rn : dist∂E(x) < σ}.

We denote the ball centred at x with radius r by Br(x) and by Br if it is centred at the

origin. We say that a set E ⊂ Rn satisfies the uniform ball condition (UBC) with a given

radius r > 0, if it simultaneously satisfies the exterior and interior ball condition with radius

r at every boundary point. To be more precise, for every x ∈ ∂E there are balls Br(x+) and

Br(x−) such that

Br(x+) ⊂ Rn \ E, Br(x−) ⊂ E and x ∈ ∂Br(x+) ∩ ∂Br(x−).

We will mostly deal with regular and bounded sets E ⊂ Rn. We denote the outer unit

normal by νE . As usual, a bounded set E ⊂ Rn is said to be Ck,α-regular, for some integer

k ≥ 1 and an exponent 0 < α ≤ 1, if its boundary is a Ck,α-regular hypersurface, i.e., for

every x ∈ ∂E we may find a radius r > 0 and a function f ∈ Ck,α(Rn−1) such that, up to a
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rotation,

E ∩Br(x) = {(y′, yn) ∈ Rn : yn < f(y′)} ∩Br(x).

We say E is smooth if k = ∞. If E satisfies the UBC with radius r0, then by [25, Proposi-

tion 2.7] (see also [13, Theorem 2.6] and [31, Proposition 2.1]) the above holds for r = r0/2,

i.e., up to a rotation

(2.2) E ∩Br0/2(x) = {(y′, yn) ∈ Rn : yn < f(y′)} ∩Br0/2(x),

and the function f satisfies ‖f‖C1,1(Bn−1
r0/2

(x′)) ≤
10
r0

, assuming r0 ≤ 1. In particular, the radius

is independent of the point x. Here by Bn−1
r (x′) we denote a ball in Rn−1. We say that E

is uniformly Ck,α-regular for k ≥ 2 with constants r0, C0, if it satisfies the UBC with radius

r0 and the function in (2.2) satisfies ‖f‖Ck,α(Bn−1
r0/2

(x′)) ≤ C0. The notions of Ck-regular and

uniformly Ck-regular function are defined similarly.

We define the matrix-valued function P∂E : ∂E → Rn ⊗Rn by setting P∂E = I − νE ⊗ νE .

For a given point x ∈ ∂E the map P∂E(x) is the orthogonal projection onto the tangent

hyperplane Tx∂E := 〈νE(x)〉⊥.

For a given map X ∈ C1(Rn;Rm) we define its tangential differential on ∂E as a matrix-

valued function ∇∂EX : ∂E → Rm ⊗ Rn by setting

∇∂EX := ∇XP∂E = ∇X − (∇XνE)⊗ νE

and, by slight abuse of notation, the tangential gradient of a real valued function u : Rn → R
by∇∂Eu = P∂E∇u. In the case m = n, the tangential divergence of X is defined as div∂EX :=

Tr(∇∂EX). In order to define the tangential Jacobian we denote the matrix associated with

the natural inclusion by Ix : Tx∂E → Rn, Ixτ = τ for τ ∈ Tx∂E, and define the tangential

Jacobian as J∂EX(x) :=
√

det
(
(∇∂EX(x) Ix)T (∇∂EX(x) Ix)

)
. If E is C2-regular, we may

define the tangential differential for maps X : ∂E → Rm by extending them in a tubular

neighborhood of ∂E as X̃ := X ◦ π∂E and defining ∇∂EX := ∇∂EX̃ (see the discussion on

the regularity of the projection below).

If E is C2-regular, we define the symmetric matrix associated with the second fundamental

form as BE := ∇∂EνE . Note that this is not the standard definition for the second funda-

mental form as BE is an n× n-matrix with one eigenvalue always zero, but for our purposes

this is the most convenient choice of definition. The mean curvature can be then written

as HE = Tr(BE) = div∂EνE and the Gaussian curvature KE(x) = det
(
ITx BE(x)Ix

)
, where

Ix : Tx∂E → Rn is the inclusion defined above. We remark that for E ⊂ R3 we may write

BE(x) for every x ∈ ∂E as

BE(x) = κ1 τ1 ⊗ τ1 + κ2 τ2 ⊗ τ2,

where κ1, κ2 are the principal curvatures and τ1, τ2 are the associated principal directions on

the tangent hyperplane Tx∂E. Therefore it is clear that our definition of BE is equivalent to

the standard notion of the second fundamental form and, in particular, it holds HE = κ1 +κ2
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and KE = κ1κ2. We use throughout the paper the fact that if E satisfies the UBC with

radius r, them |BE(x)| ≤ n
r . We have the divergence theorem for all X ∈ C1(∂E;Rn)∫

∂E
div∂EX dHn−1 =

∫
∂E
HE(X · νE) dHn−1.

Finally, we define the Laplace-Beltrami operator for a given u ∈ C2(∂E) as

∆∂Eu := div∂E(∇∂Eu).

If a bounded set E satisfies the UBC with radius r, then the projection π∂E is well defined

in Nr(∂E) and can be written as

π∂E(x) = x− dE(x)∇dE(x).

If in addition E is C2-regular, then dE ∈ C2(Nr(∂E)) and for any x ∈ Nr(∂E) its Hessian at

x is given by

(2.3) ∇2dE(x) = BE(π∂E(x))(I + dE(x)BE(π∂E(x)))−1,

see [25, (2.33)]. We note that it is necessary to define the second fundamental form as the

n× n-matrix ∇∂EνE for the formula (2.3) to hold. Note also that the projection π∂E is C1-

regular and we may write its differential using (2.3) and the fact that ∇dE(x) = νE(π∂E(x))

∇π∂E(x) = I −∇dE ⊗∇dE − dE∇2dE

= I − (νE ◦ π∂E)⊗ (νE ◦ π∂E)− dE (BE ◦ π∂E)
(
I + dE(BE ◦ π∂E)

)−1
.

(2.4)

We need also some notation from Riemannian geometry and as an introduction to the topic

we refer to [26]. Let us assume that E ⊂ Rn is a smooth and bounded set and set Σ = ∂E.

Since Σ is embedded in Rn it has a natural metric g induced by the Euclidean metric. Then

(Σ, g) is a Riemannian manifold and we denote the inner product of any two vectors X,Y in

the tangent space TxΣ by 〈X,Y 〉. Then, in local coordinates we have

〈X,Y 〉 = g(X,Y ) = gijX
iY j .

We extend the inner product in a natural way for tensors, while we denote by x · y the inner

product of two vectors in Rn. We denote the space of smooth vector fields on Σ by T (Σ)

and by a slight abuse of notation we denote the space of smooth k-th order tensor fields on Σ

by T k(Σ). We denote the Riemannian connection on Σ by ∇̄ and recall that for a function

u ∈ C∞(Σ) the covariant derivative ∇̄u is a covector field defined for X ∈ T (Σ) as

∇̄u(X) := ∇̄Xu = Xu,

i.e., the derivative of u in the direction of X. We denote the covariant derivative of a smooth

k-tensor field F ∈ T k(Σ) by ∇̄F , which is a (k + 1)-tensor field, for the definition see [26],

and the k-th order covariant derivative of a function u on Σ by ∇̄ku ∈ T k(Σ).

We will always identify the tangent hyperplane Tx∂E := 〈νE(x)〉⊥ and the tangent space

TxΣ as defined in Differential Geometry. With this convention the tangential gradient of
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u : Σ = ∂E → R is equivalent to its covariant derivative in the sense that for every tangent

vector τ ∈ Tx∂E it holds

∇̄u(τ) = ∇∂Eu · τ.

Since Σ is embedded in Rn we may define the second fundamental form and denote it by

BΣ. Note that in this setting BΣ(x) for x ∈ Σ is understood as a bilinear form in TxΣ×TxΣ.

We define the Sobolev space W l,p(Σ) in a standard way for p ∈ [1,∞], see e.g. [5], denote

the Hilbert space H l(Σ) = W l,2(Σ) and define the associated norm for f ∈W l,p(Σ) as

‖f‖p
W l,p(Σ)

=

l∑
k=0

∫
Σ
|∇̄kf |p dHn−1

and for p =∞

‖f‖W l,∞(Σ) =

l∑
k=0

ess sup
x∈Σ

|∇̄kf |.

The above definition extends naturally to tensor fields. We adopt the convention that

‖u‖H0(Σ) = ‖u‖L2(Σ) and denote ‖u‖Cm(Σ) = ‖u‖Wm,∞(Σ) for m ≥ 0. We remark that we

may define the space W k,p(Σ) for k ≥ 2 as above assuming that Σ (i.e., the set E for which

Σ = ∂E) is Ck−1,1-regular. We remark that we may define the first order Sobolev space for

real valued functions by using the tangential derivatives and we will do this throughout the

paper. However, when we need higher order Sobolev spaces or Sobolev space for tensor fields

we need to rely on covariant derivatives.

Finally, we define the Hölder norm of a continuous function u : Σ→ R by

‖u‖Cα(Σ) = sup
x 6=y
x,y∈Σ

|u(y)− u(x)|
d(y, x)α

+ ‖u‖L∞(Σ),

where d(y, x) denotes the geodesic distance between x and y on Σ. We define the Hölder

norm of a tensor field T ∈ T k(Σ) as in [24]

‖T‖Cα(Σ) = sup{‖T (X1, . . . , Xk)‖Cα(Σ) : Xi ∈ T (Σ) with ‖Xi‖C1(Σ) ≤ 1}.

2.2. Preliminary Results. We begin by recalling the interpolation inequalities with Sobolev-

norms on embedded surfaces. We use the result from [29, Proposition 6.5] (see also [16, Propo-

sition 4.3]) which states that under a curvature bound the standard interpolation inequalities

hold with a uniform constant.

Proposition 2.1. Assume ‖BΣ‖L∞ ,Hn−1(Σ) ≤ C0 and Σ is Cm-regular for m ≥ 2. Then

for integers 0 ≤ k < l ≤ m and numbers p ∈ [1,∞), q, r ∈ [1,∞] there is θ ∈ [k/l, 1] such that

for every C l-regular tensor field T on Σ it holds

‖∇̄kT‖Lp(Σ) ≤ C‖T‖θW l,q(Σ)‖T‖
1−θ
Lr(Σ)
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for a constant C = C(k, l, n, p, q, r, θ, C0), provided that the following condition is satisfied

1

p
=

k

n− 1
+ θ

(
1

q
− l

n− 1

)
+

1

r
(1− θ).

Moreover, if f : Σ→ R is a smooth function with
∫

Σi
f dHn−1 = 0 on every component Σi of

Σ, the above inequality can be written as

‖∇̄kf‖Lp(Σ) ≤ C‖∇̄lf‖θLq(Σ)‖f‖
1−θ
Lr(Σ).

With the above assumptions on Σ, we also have the standard Sobolev embedding ‖f‖Cα(Σ) ≤
Cp‖f‖W 1,p(Σ) for α = 1 − n−1

p and p > n − 1. If E ⊂ BR0 ⊂ Rn is bounded and uniformly

Cm,β-regular, for m ≥ 2 with constants r0, C0, then we have also the classical interpolation

in Hölder norms, i.e., for 0 < α < β ≤ 1 and 0 ≤ k ≤ l ≤ m it holds

(2.5) ‖f‖Ck,α(Σ) ≤ C‖f‖θCl,β(Σ)‖f‖
1−θ
C0(Σ)

, for θ =
k + α

l + β
,

where the constant depends on r0, R0, C0, k, l, α, β. The above formula follows from the Eu-

clidean result, see for instance [28, Example 1.9].

The interpolation inequality in Proposition 2.1 implies the following useful estimate. The

proof is standard and we refer to [25, Proposition 2.3], and note that the proof is similar as

in the Euclidean case [39, Proposition 3.7]. We denote the norm of an index vector α ∈ Nl by

|α| := α1 + · · ·+ αl

Lemma 2.2. Assume ‖BΣ‖L∞ ,Hn−1(Σ) ≤ C0 and Σ is Cm-regular for m ≥ 2, and assume

T1, . . . , Tl are Cm-regular tensor fields. Then for an index vector α ∈ Nl with norm |α| ≤ k ≤
m it holds

‖|∇̄α1T1| · · · |∇̄αlTl|‖L2(Σ) ≤ C
∑
σ∈Sl

‖Tσ(1)‖L∞(Σ) · · · ‖Tσ(l−1)‖L∞(Σ) ‖Tσ(l)‖Hk(Σ),

where the sum is over the permutation group Sl. In particular,

‖|∇̄k〈T1, T2〉|‖L2(Σ) ≤ C‖T1‖L∞(Σ)‖T2‖Hk(Σ) + C‖T2‖L∞(Σ)‖T1‖Hk(Σ).

We also need to bound the whole ‖u‖H2k -norm with the norm ‖∆ku‖L2 . Similarly we need

to bound ‖BΣ‖H2k -norm with the norm ‖∆kH∂E‖L2 This is given by the following lemma

whose proof can be found e.g. in [25, Lemma 2.5 & Proposition 2.6].

Lemma 2.3. Assume Σ = ∂E ⊂ Rn is C2k+1-regular with Hn−1(Σ), ‖BΣ‖L∞ ≤ C. Then for

all f ∈ C2k(Σ) it holds

‖f‖H2k(Σ) ≤ Ck
(
‖∆kf‖L2(∂E) + (1 + ‖∇∂E∆k−1H∂E‖L2(∂E))‖f‖L∞(∂E)

)
,

‖f‖H2k−1(Σ) ≤ Ck
(
‖∇∂E∆k−1f‖L2(∂E) + (1 + ‖∆k−1H∂E‖L2(∂E))‖f‖L∞(∂E)

)
.
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Moreover, it holds

‖BΣ‖H2k−2(Σ) ≤ Ck(1 + ‖∆k−1H∂E‖L2(∂E)),

‖BΣ‖H2k−1(Σ) ≤ Ck(1 + ‖∇∂E∆k−1H∂E‖L2(∂E)).

Here the constant Ck depends only on n, k and C.

The estimates for ‖f‖H2k(Σ) in Lemma 2.3 are sharp with respect to the norm on the cur-

vature. However, since we assume that the second fundamental form is point-wise uniformly

bounded the following holds under the assumptions of Lemma 2.3

(2.6) ‖f‖H2(Σ) ≤ C
(
‖∆f‖L2(∂E) + ‖f‖L2(∂E)

)
.

This follows from a similar argument as the Lichnerowicz’s theorem [5, Theorem 4.19] (see

e.g. [20, Remark 2.4 & 2.5]).

The above results hold for standard Sobolev-norms. In the definition of the minimizing

movement scheme it appears a geometric H−1-distance, which is defined for sets of finite

perimeter E,F as

(2.7) dH−1(F ;E) = sup
‖∇∂Ef‖L2(∂E)≤1

∫
Rn
f(π∂E(x))(χF (x)− χE(x)) dx.

Note that the projection π∂E is well-defined almost everywhere in Rn. Indeed, this follows

from the fact that the projection is unique at points where the signed distance function dE is

differentiable. Note that (2.7) is not symmetric as it is defined using the projection on E.

It is immediate that if dH−1(F ;E) is finite then necessarily |F | = |E|. In general however,

it is not clear what is the sufficient condition for the set F to have finite distance in (2.7). The

situation becomes more clear if we assume that E satisfies the UBC with radius r0. Indeed,

then the signed distance function dE is differentiable in Nr0(∂E), the projection is well defined

there and we may define a map Φτ : ∂E → {x ∈ Rn : dE(x) = τ}, with τ ∈ (−r0, r0), as

(2.8) Φτ (x) = x+ τνE(x)

which is a bijection. Moreover, the boundary ∂E has finite number of components Σ1, ...,ΣN .

In this case we may characterize the sets F with finite dH−1-distance from E when we con-

straint them to satisfy F∆E ⊂ Nr0(∂E). We state this as a lemma. We state the lemma in

three dimensions in order to simplify the technicalities, but the result easily generalizes to

any dimension.

Lemma 2.4. Assume that E ⊂ R3 is C2-regular, E ⊂ BR0, satisfies the UBC with radius r0

and denote the components of ∂E by Σi. Let F be a measurable set such that

F∆E ⊂ Nr0(∂E)

and define the function ξF,E : ∂E → R as

(2.9) ξF,E(x) :=

∫ r0

−r0
(χF (x+ τνE(x))− χE(x+ τνE(x)))

(
1 +HE(x)τ +KE(x)τ2

)
dτ.
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Then it holds dH−1(F ;E) <∞ if and only if

(2.10)

∫
Σi

ξF,E dH
2 = 0

for every component Σi of ∂E.

Proof. The lemma follows from the co-area formula and the fact that the tangential Jacobian

of Φτ defined in (2.8) is

J∂EΦτ (x) = 1 +HE(x)τ +KE(x)τ2.

In fat, the assumption F∆E ⊂ Nr0(∂E), combined with the co-area formula and a change of

variables, implies that we may write for f ∈ H1(∂E)∫
R3

f(π∂E(x))(χF (x)− χE(x)) dx =

∫
Nr0 (∂E)

f(π∂E(x))(χF (x)− χE(x)) dx

=

∫ r0

−r0

∫
{x: dE(x)=τ}

f(π∂E(x))(χF (x)− χE(x)) dH2(x) dτ

=

∫ r0

−r0

∫
∂E
f(x)(χF (Φτ (x))− χE(Φτ (x)))J∂EΦτ (x) dH2(x) dτ

=

∫
∂E
f(x)ξF,E(x) dH2(x).

If (2.10) holds, we may assume that also f satisfies
∫

Σi
f dH2 = 0 in every component Σi. By

Poincaré inequality it holds∫
∂E
f(x)ξF,E(x) dH2(x) ≤ C‖f‖L2(∂E) ≤ C‖∇∂Ef‖L2(∂E)

and therefore dH−1(F ;E) is finite. It is also immediate that (2.10) is a necessary condition

for dH−1(F ;E) <∞. �

If in addition to the assumptions of Lemma 2.4, the set F is C1-regular and ∂F is a normal

deformation of ∂E, i.e.,

∂F = {x+ ψ(x)νE(x) : x ∈ ∂E},

then we may write the function (2.9) explicitly as

(2.11) ξF,E = ψ +
HE

2
ψ2 +

KE

3
ψ3.

We may also characterize the function f ∈ H1(∂E) attaining the supremum in (2.7) as a

solution of the equation

(2.12) −∆∂Ef =
ξF,E

dH−1(F ;E)
on ∂E.

Finally note that if E is in addition C2,α-regular, then f in (2.12) is also C2,α-regular. This

follows from standard elliptic regularity estimates.
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Let us define the standard H−1-norm for functions on ∂E as

(2.13) ‖f‖H−1(∂E) = sup
‖∇∂Eg‖L2(∂E)≤1

∫
∂E
fg dH2.

Then we have trivially the following interpolation inequality

(2.14) ‖f‖L2(∂E) ≤ ‖∇∂Ef‖
1
2

L2(∂E)
‖f‖

1
2

H−1(∂E)

for all f ∈ H1(∂E). If f has zero average on every components of Σi, then Poincaré inequality

implies ‖f‖H−1(∂E) ≤ C‖f‖L2(∂E). Moreover, by the proof of Lemma 2.4 it holds

(2.15) dH−1(F ;E) = ‖ξF,E‖H−1(∂E),

where ξF,E is defined in (2.9).

2.3. Useful formulas. In case ∂F is a normal deformation of ∂E and is parametrized by

the heightfunction ψ, we may write the mean curvature HF in terms of ψ. These calculations

are standard and can be found e.g. in [30] (see also [20]). However, we need this formula with

an explicit dependence on the reference set ∂E, which we did not find in the literature. The

key point is that the expansion of the mean curvature of F depends on the derivative of BE ,

which presents a significant challenge in the forthcoming analysis. This dependence leads to a

loss of regularity when expanding the mean curvature using the height function. Specifically,

it requires more regularity from E than what the formula provides for F . We address this

issue by using the fact that the term involving the derivatives of BE is quadratically small.

We assume that E is C3-regular, satisfies the UBC with radius r, and F is C2-regular such

that F∆E ⊂ Nr(∂E) and we may write its boundary as

(2.16) ∂F = {x+ ψ(x)νE(x) : x ∈ ∂E}

for ψ ∈ C2(∂E). We define a diffeomorphism Ψ : ∂E → ∂F as

(2.17) Ψ(x) := x+ ψ(x)νE(x).

Let us first make some easy observations. Since F∆E ⊂ Nr(∂E), the projection π∂E is

well defined on ∂F and it holds for y ∈ ∂F , setting x = π∂E(y),

(2.18) dE(y) = ψ(x), ∇π∂E(y) = I − νE(x)⊗ νE(x)− ψ(x)BE(x)
(
I + ψ(x)BE(x)

)−1
,

where the latter follows from (2.4). We may extend a given function f ∈ C1(∂E) as f ◦ π∂E :

Nr(∂E)→ R. In particular, this function is defined on ∂F and we may calculate the tangential

gradient of f ◦ π∂E : ∂F → R at y ∈ ∂F as

(2.19) ∇∂F (f ◦ π∂E)(y) = (∇∂Fπ∂E(y))T∇∂Ef(π∂E(y)).

Indeed, we obtain (2.19) by using the fact that in Nr(∂E) it holds f ◦ π∂E = f ◦ π∂E ◦ π∂E .

We differentiate this and have for all y ∈ Nr(∂E)

∇(f ◦ π∂E)(y) =
(
∇π∂E(y)

)T∇(f ◦ π∂E)(π∂E(y)).
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The equality (2.19) then follows from above, by observing that since π∂E(y) ∈ ∂E it holds by

the definition of tangential gradient ∇(f ◦ π∂E)(π∂E(y)) = ∇∂Ef(π∂E(y)).

We may now derive our formula for the expansion of the mean curvature.

Lemma 2.5. Assume E ⊂ Rn is C3-regular and satisfies the UBC with radius r, and F ⊂ Rn

is C2-regular such that F∆E ⊂ Nr(∂E) and we may write its boundary as (2.16) for ψ ∈
C2(∂E). Then it holds for x ∈ ∂E = Σ

HF (Ψ(x)) = −∆∂Eψ(x) +HE(x) +R0(x),

where Ψ is defined in (2.17). The error term is of the form

(2.20) R0 = 〈A1(ψBΣ, ∇̄ψ), ∇̄2ψ〉+ 〈A2(ψBΣ, ∇̄ψ), ∇̄(ψBΣ)〉+ a0(ψ, ∇̄ψ,BΣ)

where A1, A2 are smooth tensor fields such that Ai(0, 0) = 0 and a0 is a smooth function with

a0(0, 0, ·) = 0.

Proof. We observe that for Ψ : ∂E → ∂F defined as in (2.17) it holds Ψ−1 = π∂E : ∂F → ∂E.

For every tangent vector τ ∈ Tx∂E it holds ∇∂EΨ(x)τ ∈ TΨ(x)∂F and

(2.21) ∇∂EΨ(x)τ = (I + ψ(x)BE(x))τ + (∇∂Eψ · τ)νE(x).

We define N : ∂E → Rn as

(2.22) N(x) = −(I + ψ(x)BE(x))−1∇∂Eψ(x) + νE(x).

Then it holds for every τ ∈ Tx∂E that(
∇∂EΨ(x)τ

)
·N(x) = 0.

It follows from (2.16) that νF (Ψ(x)) · νE(x) ≥ 0. Therefore at every y ∈ ∂F the vector

N(π∂E(y)) is in the direction of the normal νF (y), i.e.,

(2.23) νF (y) =
N(π∂E(y))

|N(π∂E(y))|
.

Therefore it holds

HF (y) = (div∂F νF )(y)

=
1

|N(π∂E(y))|
(div∂F (N ◦ π∂E))(y) +∇∂F

(
|N(π∂E(y))|−1

)
·N(π∂E(y))

=
1

|N(π∂E(y))|
(div∂F (N ◦ π∂E))(y),

(2.24)

where the last equality follows from the fact that N(π∂E(y)) is in the direction of νF (y).

We split N = N1 +N2 as

N1 = −(I + ψBE)−1∇∂Eψ and N2 = νE .
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Note that N1 and N2 are orthogonal and N1 is a tangent vector field, by which we mean

that N1(x) ∈ Tx∂E for every x ∈ ∂E. By (2.24) we need to calculate div∂F (N1 ◦ π∂E) and

div∂F (N2 ◦ π∂E). We write

(2.25) |N(π∂E(y))| = 1 + a1(ψBΣ, ∇̄ψ),

where the function satisfies a1(0, 0) = 0.

Let us first calculate div∂F (N1 ◦ π∂E). Fix y ∈ ∂F and denote x = π∂E(y). We use (2.19)

component-wise to infer

(2.26) div∂F (N1 ◦ π∂E)(y) = Tr(∇∂EN1(x)∇π∂E(y)P∂F (y)),

where P∂F = I − νF ⊗ νF . By (2.23), (2.25) and by the definition of N in (2.22) we find that

there are smooth tangent vector fields Âi = Âi(ψBE ,∇∂Eψ), with i = 1, 2, and a smooth

function a2 = a2(ψ(x)BE(x),∇∂Eψ(x)) such that

(2.27) P∂F (y)− P∂E(x) = −Â1 ⊗ Â1 + Â2 ⊗ νE(x) + νE(x)⊗ Â2 + a2 νE(x)⊗ νE(x),

and it holds Âi(0, 0) = 0, a2(0, 0) = 0. We may thus write (2.26) using (2.18), (2.27) and

recalling that N1 = −(I + ψBE)−1∇∂Eψ is a tangent vector field

(2.28) div∂F (N1 ◦ π∂E) = −∆∂Eψ + 〈Ã1(ψBΣ, ∇̄ψ), ∇̄2ψ〉+ 〈Ã2(ψBΣ, ∇̄ψ), ∇̄(ψBΣ)〉,

where Ã1, Ã2 are smooth tensor fields such that Ãi(0, 0) = 0.

Let us then calculate div∂F (N2 ◦ π∂E). We have N2 ◦ π∂E = νE ◦ π∂E = ∇dE . By (2.3) it

holds

∇2dE(y) = BE(x)(I + ψ(x)BE(x))−1.

Therefore we have by (2.27) (denote the vector field by Â1 = Â1(ψBE ,∇∂Eψ)) for y ∈ ∂F
that

div∂F (N2 ◦ π∂E) = Tr(∇∂F∇dE) = Tr
(
P∂F (y)∇2dE(y))

)
= Tr(∇2dE(y))− (∇2dE(y) Â1) · Â1

= Tr
(
BE(x)(I + ψ(x)BE(x))−1)

)
−
(
BE(x)(I + ψ(x)BE(x))−1 Â1

)
· Â1

= HE(x) + a3(ψ,∇∂Eψ,BE),

(2.29)

where a3 is a smooth function such that a3(0, 0, ·) = 0. The claim then follows from (2.24),

(2.25), from N = N1 +N2, (2.28) and from (2.29). �

We remark that if E and F are as in Lemma 2.5, then we may use (2.27) to write the

tangential derivative of a function f : ∂E → R in (2.19) on y ∈ ∂F , setting x = π∂E(y), as

(2.30) ∇∂F (f ◦ π∂E)(y) =
(
I +A(ψ(x),∇∂Eψ(x), νE(x), BE(x))

)
∇∂Ef(x)

for a smooth matrix-valued function with A(0, 0, ·, ·) = 0.
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2.4. Almost minimizers of the perimeter. In this section we discuss properties of almost

minimizers of the perimeter. We will use the following definition.

Definition 2.6. A set of finite perimeter F ⊂ Rn is a (Λ, α)-minimizer of the perimeter for

Λ ≥ 0 and α ∈ [0, 1
n) if for every set of finite perimeter G ⊂ Rn it holds

P (F ) ≤ P (G) + Λ|F∆G|1−α.

Moreover, we say that F is a Λ-minimizer of the perimeter if it is (Λ, 0)-minimizer of the

perimeter.

We point out that the definition of (Λ, α)-minimizer is closely related to the one of ω-

minimizer of the perimeter (see [37]), where a set of finite perimeter F ⊂ Rn is an (ω0, r0, β)-

minimizer of the perimeter if for all x and r ≤ r0 and every set of finite perimeter G ⊂ Rn

with G∆F ⊂ Br(x) it holds

P (F ) ≤ P (G) + ω0r
n−1+β.

It is clear that if a set is a (Λ, α)-minimizer of the perimeter according to Definition 2.6, then

it is (ω0, r0, β)-minimizer for ω0 = Λ|B1|1−α, say for r0 = 1, and β = 1 − nα. Therefore

Definition 2.6 is stronger than the ω-minimality defined above as it does not require the

perturbation to be local.

It is well-known that if E ⊂ Rn satisfies the UBC with radius r0, then it is a Λ-minimizer

of the perimeter, where Λ = Λ(n, r0). We state this result below as a lemma whose proof can

be found in [2, Lemma 4.1].

Lemma 2.7. Assume that E ⊂ Rn is bounded and satisfies the UBC with radius r0, then it

is a Λ-minimizer of the perimeter, i.e., every set of finite perimeter G ⊂ Rn it holds

P (E) ≤ P (G) + Λ|E∆G|,

for Λ = C
r0

, for a dimensional constant C. In particular, P (E) ≤ Λ|E|.

We remark that if E ⊂ Rn satisfies the UBC with radius r0 and E ⊂ BR0 , then we may

bound its perimeter by Lemma 2.7 as P (E) ≤ Λ|E| ≤ Λ|BR0 |.
The following lemma states some useful regularity properties that almost minimizers of the

perimeter introduced in Definition 2.6 inherit from perimeter minimizers [37].

Lemma 2.8. Assume that E ⊂ BR0 ⊂ Rn satisfies the UBC with radius r0 and is uniformly

C2,β-regular with constants r0, C0, and F is (Λ, α)-minimizer of the perimeter for α ∈ (0, 1
n).

Then for γ < min{β, 1
2 −

nα
2 } there is δ0 ∈ (0, r0/2), depending on R0, r0, C0,Λ, α, γ and the

dimension, such that if

F∆E ⊂ Nδ0(∂E)

then there is ψ ∈ C1,γ(∂E) such that

∂F = {x+ ψ(x)νE(x) : x ∈ ∂E}.

Moreover, for every ε > 0 there is δ0 = δ0(ε) such that ‖ψ‖C1,γ(∂E) ≤ ε.



SURFACE DIFFUSION 17

Proof. We first note that by the assumption F∆E ⊂ Nδ0(∂E) for every x ∈ ∂E the set

∂F ∩Bδ0(x) is non-empty.

Let us fix ε > 0. We claim that there is δ0 = δ0(ε) ∈ (0, r080ε) such that if F and E are as

in the assumptions, then for every x ∈ ∂E and every y ∈ ∂F ∩Bδ0(x) it holds

(2.31) |νE(x)− νF (y)| < ε.

We argue by contradiction and assume that there exist Ek, Fk satisfying the assumptions

with E and F replaced by Ek and Fk, respectively, such that Fk∆Ek ⊂ N 1
k
(∂Ek) and points

xk ∈ ∂Ek, yk ∈ ∂Fk ∩B 1
k
(xk) such that

(2.32) |νEk(xk)− νFk(yk)| ≥ ε

for some ε > 0. By passing to a subsequence we may assume that xk → x, yk → x, Ek → E

in C2,β′ for all 0 < β′ < β and Fk → E in the Hausdorff distance, E satisfies the UBC

and is in particular a Λ-minimizer of the perimeter. Then νEk(xk) → νE(x), while from

(Λ, α)-minimality of the sets Fk it follows by [37, Section 1.9] that νFk(yk) → νE(x), which

contradicts (2.32).

The lemma follows from (2.31) by standard regularity argument. Indeed, let us fix x0 ∈ ∂E.

We may assume x0 = 0 and νE(0) = en. Since E satisfies the UBC with radius r0, we may

write E ∩Br0/2 as a subgraph of a function f : Bn−1
r0/2
→ R with ‖f‖C1,1(Bn−1

r0/2
) ≤

10
r0

, assuming

r0 ≤ 1, see (2.2). Then it holds |νE(x) − en| < ε for all x ∈ ∂E ∩ Brε , where rε = r0
20ε.

We note that δ0 <
r0
80ε implies δ0 <

rε
4 . Then by (2.31) we have |νF (y) − en| < 2ε for all

y ∈ ∂F ∩B 3rε
4

. Choose any point y0 ∈ ∂F ∩Bδ0 . By the previous inequality and the perimeter

density estimates for (Λ, α)-minimizers we then deduce that the excess

E
(
y0,

rε
2

)
= min
|ω|=1

1

(rε/2)n−1

∫
∂F∩B rε

2
(y0)
|νF (y)− ω|2 dHn−1(y) ≤ Cε2,

provided rε < r1 = r1(n,Λ, α), for some constant C = C(n,Λ, α). Then, it follows from the

so-called ε-regularity theorem, see for instance [37], and from the inclusion Brε/4 ⊂ Brε/2(y0)

that there is ϕ : Bn−1
rε/4
→ R such that

F ∩Brε/4 = {(y′, yn) ∈ Rn : yn < ϕ(y′)} ∩Brε/4

with ‖ϕ‖C1,γ′ (Bn−1
rε/4

) ≤ C and γ′ = 1
2 −

nα
2 . The existence of the heightfunction ψ ∈ C1,γ(∂E)

then follows from the fact that ∂E is uniformly C2,β-regular, see [15, Section 1.2] for the

precise argument. The smallness of the norm ‖ψ‖C1,γ(∂E) for γ < min{β, γ′} when δ0 is

small, follows from interpolation inequality (2.5) observing that ‖ψ‖C0 ≤ δ0. �

As stated in Lemma 2.7, if E ⊂ BR0 satisfies the UBC with radius r0, then it is a Λ-

minimizer of the perimeter. Moreover for every s ∈ (− r0
2 ,

r0
2 ) also the set

(2.33) Es = {x ∈ Rn : dE(x) < s}
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satisfies the UBC with radius r0/2. Thus Lemma 2.7 implies that if G ⊂ Rn is a set of finite

perimeter, then for every s ∈ (− r0
2 ,

r0
2 ) it holds

(2.34) P (G ∩ Es) ≤ P (G) + Λ|G \ Es| and P (G ∪ Es) ≤ P (G) + Λ|Es \G|,

for Λ = Λ(r0, n), by possibly increasing Λ.

We will consider constrained minimization problems and to this aim we introduce the

following definition.

Definition 2.9. A set of finite perimeter F ⊂ Rn is a constrained (Λ, α)-minimizer of the

perimeter for Λ > 0 and α ∈ [0, 1
n) if for every set of finite perimeter G such that

G∆F ⊂ Nδ(∂E) and |G| = |F |

it holds

P (F ) ≤ P (G) + Λ|F∆G|1−α.

Lemma 2.10. Assume that E ⊂ Rn satisfies the UBC with radius r0, E ⊂ BR0 and let F be

a constrained (Λ, α)-minimizer such that |F | = |E| and

F∆E ⊂ Nδ(∂E)

for δ ∈ (0, r0/4). Then F is a (Λ1, α)-minimizer of the perimeter (without constraint) accord-

ing to Definition 2.6, where Λ1 = Λ1(Λ, r0, R0, n).

Proof. Let us fix a set of finite perimeter G ⊂ Rn. We first notice that we may assume

|F∆G| ≤ 1. Indeed, if not then the inequality P (F ) ≤ P (G)+Λ1|F∆G|1−α holds trivially by

choosing Λ1 ≥ P (F ). Note also that we may bound the perimeter of F by choosing G = E

and using the assumption on F to have

P (F ) ≤ P (E) + Λ|F∆E|1−α ≤ P (E) + Λ|BR0 |.

The above estimate leads to the bound on the perimeter of F recalling that Lemma 2.7 yields

P (E) ≤ Λ|BR0 |.
The rest of the proof is based on a calibration argument and to this aim we recall our

notation (2.33) for Es = {x ∈ Rn : dE(x) < s} and that Es satisfies the UBC for radius

r0/2 for all s ∈ (− r0
2 ,

r0
2 ). The following argument will only rely on the estimate (2.34) and

therefore all the constants below, denoted simply by Λ0, will depend only on r0 and the

dimension n.

Let G ⊂ Rn be such that |F∆G| ≤ 1. We define

G̃ = (G ∩ Eδ) ∪ E−δ.

Then it holds G̃∆E ⊂ Nδ(∂E) and G̃∆G = (G \Eδ)∪ (E−δ \G). Since F∆E ⊂ Nδ(∂E) then

F ⊂ Eδ and intE−δ ⊂ F , which implies

(2.35) |G∆G̃| ≤ |G∆F |.
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Using (2.34) and (2.35) we may estimate the perimeter as

(2.36) P (G̃) ≤ P (G) + Λ0|G∆G̃| ≤ P (G) + Λ0|G∆F |.

It holds either |G̃| ≥ |F | or |G̃| ≤ |F |. Let us assume the former, the other case being

similar. Define a continuous function ω : [−δ, δ]→ R,

ω(s) = |Es ∩ G̃|.

It holds by the construction of G̃ and from E−δ ⊂ F that

ω(δ) = |G̃| ≥ |F | and ω(−δ) = |G̃ ∩ E−δ| = |E−δ| ≤ |F |.

Therefore there exists τ ∈ [−δ, δ] such that ω(τ) = |F |, and thus the set Gτ = Eτ ∩ G̃ satisfies

|Gτ | = |F |. Note also that it follows from Gτ ⊂ G̃ and (2.35) that

|G̃∆Gτ | = |G̃| − |Gτ | = |G̃| − |F | ≤ |G̃∆F |

≤ |G∆F |+ |G∆G̃|

≤ 2|G∆F |.

(2.37)

Moreover, using (2.34) and (2.37) we have

(2.38) P (Gτ ) ≤ P (G̃) + Λ0|G̃∆Gτ | ≤ P (G̃) + 2Λ0|G∆F |.

Since Gτ∆E ⊂ Nδ(∂E) and |Gτ | = |F |, we have by the assumption on F that

P (F ) ≤ P (Gτ ) + Λ|Gτ∆F |1−α ≤ P (Gτ ) + Λ(|G∆F |1−α + |G∆G̃|1−α + |G̃∆Gτ |1−α).

The claim then follows from (2.35), (2.36), (2.37) and (2.38). �

3. Geometric estimate

We need a higher order version of the fact that if a bounded set E satisfies the UBC, then

it is a Λ-minimizer of the perimeter (Lemma 2.7). While the result in Lemma 2.7 follows

from standard calibration argument, its higher order version, which is formulated below, is

considerably more challenging due to the degenerate nature of the H−1-distance (2.7). Note

that, since the UBC condition implies that E is of class C1,1, this allows us to define the

Sobolev space H2(Σ), Σ = ∂E as discussed in the previous section.

Proposition 3.1. Assume E ⊂ R3 satisfies the UBC with radius r0, E ⊂ BR0, and ‖HE‖H2(Σ) ≤
K0. Then there exist δ1 ∈ (0, r0) and Λ2 ≥ 1, depending on r0, R0 and K0, such that for every

set of finite perimeter F∆E ⊂ Nδ1(∂E) it holds

(3.1) P (E) ≤ P (F ) + Λ2dH−1(F ;E),

where dH−1(F ;E) is defined in (2.7). Moreover, if F is C1-regular and there is ψ ∈ C1(∂E)

such that

(3.2) ∂F = {x+ ψ(x)νE(x) : x ∈ ∂E} with ‖ψ‖C1(∂E) < δ1
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then

(3.3)
1

4
‖∇∂Eψ‖2L2(∂E) + P (E) ≤ P (F ) + Λ2dH−1(F ;E).

Proof. We begin by proving the claim (3.3). Note first that the assumption ‖HE‖H2(Σ) ≤ K0

implies ‖BΣ‖H2(Σ) ≤ C. Indeed, given x ∈ ∂E, up to a rotation we can write E ∩ Br0/2(x)

as in (2.2), where the function f ∈ C1,1(B2
r0/2

(x′)) satisfies in B2
r0/2

(x′) the mean-curvature

equation with right-hand-side given by the function H̃(x′) = HE((x′, f(x′))) ∈ H2(B2
r0/2

(x′)).

As a result, by standard elliptic estimates we get that f is bounded in H4(B2
r0/4

(x′)), which

in turn, implies that BΣ is bounded in H2(Σ) and, by the Sobolev embedding theorem, that

E is uniformly C2,α-regular for any α ∈ (0, 1) and it holds

(3.4) ‖BE‖L∞ + ‖∇̄BΣ‖Lp ≤ Cp,

where Cp = Cp(r0, R0,K0, p) for every p ∈ (1,∞).

Since E is uniformly C2,α-regular we may define a diffeomorphism Ψ : ∂E → ∂F ,

Ψ(x) = x+ ψ(x)νE(x).

Let us fix a point x ∈ ∂E and choose an orthonormal basis τ1, τ2 of the tangent hyperplane

Tx∂E such that BE(x)τi = κi(x)τi, where κi(x) are the principal curvatures of ∂E. By (2.21)

it holds

∇∂EΨ(x)τi = (1 + ψ(x)κi(x))τi + ∇̄iψ(x) νE(x),

where ∇̄iψ(x) denotes the derivative in direction τi. Hence, the tangential Jacobian is

(3.5) J∂EΨ =
(
(1 + ψκ1)2(1 + ψκ2)2 + (1 + ψκ1)2|∇̄2ψ|2 + (1 + ψκ2)2|∇̄1ψ|2

) 1
2 .

Since
√

1 + τ ≥ 1 + τ
2 − τ

2 for |τ | ≤ 1
2 , we deduce that

J∂EΨ ≥ 1 +HEψ +
1

3
|∇̄ψ|2 − Cψ2

when ‖ψ‖C1 ≤ δ1 for δ1 is small enough. We use the area formula to conclude

(3.6) P (F ) =

∫
∂E
J∂EΨ dH2 ≥ P (E) +

∫
∂E
HE ψ dH

2 +
1

3
‖∇∂Eψ‖2L2(∂E) − C‖ψ‖

2
L2(∂E).

Next we recall (2.15), i.e., dH−1(F ;E) = ‖ξF,E‖H−1(∂E), where ξF,E is defined in (2.11).

In the following we write simply ξ = ξF,E . We claim that when ‖ψ‖C1 ≤ δ1, and when

δ1 = δ(r0, R0,K0) is small enough it holds

1

2
|ψ(x)| ≤ |ξ(x)| ≤ 2|ψ(x)|,

‖∇∂Eξ‖L2(∂E) ≤ 2‖∇∂Eψ‖L2(∂E) +
√
δ1‖ψ‖L2(∂E).

(3.7)

The inequalities on the first line follow immediately from (3.4). For the inequality on the

second line in (3.7) we have by straightforward calculation and by applying (3.4)

|∇∂Eξ(x)| ≤ 2|∇∂Eψ(x)|+ Cψ2(x)|∇̄BΣ(x)| for a.e. x ∈ ∂E.
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By Hölder’s inequality and (3.4) we have

‖∇∂Eξ‖L2(∂E) ≤ 2‖∇∂Eψ‖L2(∂E) + C‖ψ‖2L8(∂E)‖∇̄BΣ‖L4(Σ)

≤ 2‖∇∂Eψ‖L2(∂E) + C‖ψ‖2L8(∂E).

The claim (3.7) then follows from interpolation inequality in Proposition 2.1, as

C‖ψ‖2L8(∂E) ≤ C‖ψ‖W 1,4(∂E)‖ψ‖L2(∂E) ≤ Cδ1‖ψ‖L2(∂E) ≤
√
δ1‖ψ‖L2(∂E),

when δ1 is small enough.

We proceed by using (3.7) to write (3.6) as

(3.8) P (F ) ≥ P (E) +

∫
∂E
HE ξ dH

2 +
1

3
‖∇∂Eψ‖2L2(∂E) − C‖ξ‖

2
L2(∂E).

By the assumptions on E and by (2.15) it holds

(3.9) −
∫
∂E
HE ξ dH

2 ≤ C‖ξ‖H−1(∂E) = CdH−1(F ;E),

where the constant C depends on r0 and K0.

By the interpolation inequality (2.14) and by (3.7) we have

‖ξ‖2L2(∂E) ≤ ‖∇∂Eξ‖L2(∂E)‖ξ‖H−1(∂E)

≤ 2‖∇∂Eψ‖L2(∂E)‖ξ‖H−1(∂E) +
√
δ1‖ψ‖L2(∂E)‖ξ‖H−1(∂E)

≤ 2‖∇∂Eψ‖L2(∂E)‖ξ‖H−1(∂E) + C
√
δ1‖ξ‖2L2(∂E),

where in the last inequality we used ‖ξ‖H−1(∂E) ≤ C‖ξ‖L2(∂E) and |ψ| ≤ 2|ξ|. Therefore when

δ1 is small enough we have

‖ξ‖2L2(∂E) ≤ 4‖∇∂Eψ‖L2(∂E)‖ξ‖H−1(∂E).

It also holds

‖ξ‖H−1(∂E) ≤ C‖ξ‖L2(∂E) ≤ C‖ψ‖L2(∂E) ≤ Cδ1.

Therefore when δ1 is small, we have by the two above inequalities and by (2.15) that

‖ξ‖2L2(∂E) ≤ 4‖∇∂Eψ‖L2(∂E)‖ξ‖H−1(∂E)

≤ ε‖∇∂Eψ‖2L2(∂E) + Cε‖ξ‖2H−1(∂E)

≤ ε‖∇∂Eψ‖2L2(∂E) + Cεδ1dH−1(F ;E).

(3.10)

Therefore we deduce from (3.8), (3.9) and (3.10) that(
1

3
− ε
)
‖∇∂Eψ‖2L2(∂E) + P (E) ≤ P (F ) + CdH−1(F ;E).

Thus we have (3.3) when ε is chosen small enough.

Let us then prove the first claim (3.1). We define the functional

(3.11) J(F ) := P (F ) + Λ2dH−1(F ;E), F∆E ⊂ Nδ(∂E),
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where Λ2 is the constant from (3.3) and δ ∈ (0, r04 ). Using direct method of calculus of

variations we deduce that J has a minimizer, say F . The first claim (3.1) follows once we

show that E is a minimizer of (3.11), when δ is chosen small enough.

We first claim that the minimizer F is a (Λ, α)-minimizer of the perimeter, for any α ∈
(0, 1

3), according to Definition 2.6, where Λ depends on r0, R0,K0,Λ2 and α. Since for F

it clearly holds dH−1(F ;E) < ∞, then by Lemma 2.4 we may divide the set F in pieces Fi

according to the components Σi of ∂E, i.e., Fi∆E ⊂ Nδ(Σi). By taking variations of each piece

Fi separately, we may reduce to compare F with sets G ⊂ Nδ(E) such that G∆F ⊂ Nδ(Σi).

For these sets we have by Lemma 2.4 that dH−1(G;E) < ∞ if |G| = |E|. Moreover, the

supremum in the definition of dH−1(G;E) is attained say by a function fG ∈ H1(∂E). By

the condition (2.10) for ξG,E we may assume that the function fG has zero average on each

component Σi. Therefore we have by the Sobolev embedding

(3.12) ‖fG‖Lp(∂E) ≤ Cp‖∇∂EfG‖L2(∂E) ≤ Cp

for all p > 2. By the minimality of F it holds

(3.13) P (F )− P (G) ≤ Λ2(dH−1(G;E)− dH−1(F ;E))

and

dH−1(G;E)− dH−1(F ;E)

≤
∫
R3

fG(π∂E(x))(χG(x)− χE(x))dx−
∫
R3

fG(π∂E(x))(χF (x)− χE(x))dx

=

∫
R3

fG(π∂E(x))(χG(x)− χF (x))dx

≤ ‖fG ◦ π∂E‖Lp(Nδ(∂E))‖χG − χF ‖
L

p
p−1 (R3)

.

(3.14)

The inequality (3.12) implies ‖fG ◦ π∂E‖Lp(Nδ(∂E)) ≤ C and therefore we deduce from (3.13)

and (3.14) that

P (F ) ≤ P (G) + CΛ2|G∆F |1−
1
p .

Hence, the minimizer F is a constrained (Λ, α)-minimizer in the sense of Definition 2.9 for

α = 1
p . By Lemma 2.10, F is also (Λ1, α)-minimizer for Λ1 depending on r0, R0, p.

By choosing δ small enough in (3.11), we may deduce by Lemma 2.8 that F is C1-regular

and there is ψ ∈ C1(∂E) with ‖ψ‖C1(∂E) ≤ δ1, where δ1 is as in (3.2), such that

∂F = {x+ ψ(x)νE(x) : x ∈ ∂E}.

We then have from (3.3), which we proved above, that

P (E) ≤ P (F ) + Λ2dH−1(F ;E).

This proves that E is a minimizer of (3.11), which implies the claim.

�
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4. Regularity estimates for the flow

4.1. Definition of the flat flow solution. We begin by giving the construction of the flat

flow solution for the surface diffusion flow, which is a slight modification of the one proposed

by Cahn-Taylor in [9] by introducing an additional constraint. We first fix our constraint

parameter δ > 0 and then the time step h > 0, and given a bounded set E ⊂ R3 of finite

perimeter, which coincides with its Lebesgue representative, we consider the minimization

problem

(4.1) min
{
P (F ) +

dH−1(F ;E)2

2h
: F∆E ⊂ Nδ(∂

∗E)
}

and note that the minimizer exists. The constraint in (4.1), which requires the sets to be in a

neighborhood of E, simplifies the forthcoming analysis, and as we will see, it does not affect

the actual construction if the set E is regular enough. Indeed, we will see that the minimizer

F of (4.1) is also regular and satisfies F∆E ⊂ Nhγ (∂∗E) for γ > 0 when h is small enough. In

other words, we need the constraint in (4.1) to overcome the lack of coerciveness with respect

to dH−1 .

Let E0 ⊂ R3 be a bounded set of finite perimeter which coincides with its Lebesgue

representative. We construct the discrete-in-time evolution {Eh,δk }k∈N recursively setting

E(0) = Eh,δ0 and, assuming that Eh,δk is defined, we set Eh,δk+1 to be a minimizer of (4.1) with

E = Eh,δk . We define the approximate flat flow {Eh,δ(t)}t≥0 by setting

Eh,δ(t) = Eh,δk for t ∈ [kh, (k + 1)h).

We define a flat flow solution {Eδ(t)}t≥0 of the surface diffusion as any cluster point when

we let h→ 0.

4.2. The first regularity estimates. Let us study the minimization problem (4.1). Through-

out the rest of this section we will assume that the set E ⊂ R3 is C5-regular and satisfies the

assumptions of Proposition 3.1, i.e.,

(4.2) E satisfies the UBC with radius r0, E ⊂ BR0 and ‖∆∂EHE‖L2(∂E) ≤ K0,

for some K0 > 1. Note that the above assumptions imply that the set E is uniformly C2,γ-

regular for any γ ∈ (0, 1). The first consequence of Proposition 3.1 is the following.

Proposition 4.1. Assume E ⊂ R3 is C5-regular, satisfies the assumptions (4.2), and let

F ⊂ R3 be a minimizer of (4.1) with δ < δ1, where δ1 is from Proposition 3.1. Then there is

C0, depending on r0, R0,K0, such that

(4.3) dH−1(F ;E) ≤ C0h

for h ≤ h0, where h0 depends on r0, R0,K0 and on δ. Moreover, F is a (Λ, α)-minimizer of

the perimeter for every α ∈ (0, 1
3), where Λ depends on r0, R0,K0 and α.
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In addition, if δ < δ2, where δ2 = min{δ0, δ1} and δ0 is from Lemma 2.8 with ε = δ1, then

F is C5-regular, ‖HF ‖H1(∂F ) ≤ C0, there is ψ ∈ C1(∂E) such that ∂F = {x + ψ(x)νE(x) :

x ∈ ∂E} and we have the estimates

(4.4) ‖ψ‖H1(∂E) ≤ C0

√
h and ‖ψ‖C1(∂E) ≤ h

1
9 ,

when h ≤ h0. Moreover, for any ε > 0 there is Cε such that ‖ψ‖L∞(∂E) ≤ Cεh
1
2
−ε.

Proof. The estimate (4.3) follows immediately by using the minimality of F against E, and

from (3.1) stated in Proposition 3.1,

P (F ) +
dH−1(F ;E)2

2h
≤ P (E) ≤ P (F ) + Λ2dH−1(F ;E).

Next we prove that the minimizer F is a (Λ, α)-minimizer of the perimeter for any α ∈ (0, 1
3).

Arguing as in the proof of Proposition 3.1, we may reduce to considering sets G ⊂ Nδ(E) such

that G∆F ⊂ Nδ(Σi) where Σi is a component of ∂E. For these sets we have by Lemma 2.4

that dH−1(G;E) <∞ if |G| = |F |. Moreover, the supremum in the definition of dH−1(G;E)

is attained say by a function fG ∈ H1(∂E). By the condition (2.10) for ξG,E we may assume

that the function fG has zero average on every component Σi. Therefore we have by the

Sobolev embedding ‖fG‖Lp(∂E) ≤ C‖∇∂EfG‖L2(∂E) ≤ C for p = 1
α . We will show that

(4.5) P (F ) ≤ P (G) + Λ|G∆F |1−α.

We remark that by Lemma 2.10, the estimate (4.5) then implies that F is a (Λ1, α)-minimizer

of the perimeter according to the Definition 2.6. We divide the proof of (4.5) in two cases.

Let us first assume that dH−1(G;E) ≤ 2C0h, where C0 is the constant from (4.3). By the

minimality of F we have

P (F ) +
dH−1(F ;E)2

2h
≤ P (G) +

dH−1(G;E)2

2h
.

If dH−1(G;E) ≤ dH−1(F ;E), then (4.5) follows immediately. Let us then assume dH−1(G;E) >

dH−1(F ;E). By (4.3) it holds

P (F )− P (G) ≤ 1

2h
(dH−1(G;E) + dH−1(F ;E)) (dH−1(G;E)− dH−1(F ;E))

≤ 2C0 (dH−1(G;E)− dH−1(F ;E)) .
(4.6)

Using (3.14) we deduce

(4.7) dH−1(G;E)− dH−1(F ;E) ≤ ‖fG ◦ π∂E‖Lp(Nδ(∂E))‖χG − χF ‖
L

p
p−1 (R3)

≤ C|G∆F |1−α,

where the last inequality follows from ‖fG‖Lp(∂E) ≤ C and p = 1
α . This together with (4.6)

implies (4.5).

Let us then assume that dH−1(G;E) > 2C0h. Note that by (4.3) it holds

(4.8) dH−1(F ;E) <
1

2
dH−1(G;E).
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Using first the minimality of F against E, then (3.1) with F replaced by G, and finally (4.8),

we obtain

P (F ) ≤ P (E) ≤ P (G) + Λ2dH−1(G;E)

≤ P (G) + 2Λ2

(
dH−1(G;E)− dH−1(F ;E)

)
.

The claim (4.5) then follows from (4.7).

We may use Lemma 2.8 to deduce that when δ is small enough, there is ψ ∈ C1, 1
3 (∂E) with

‖ψ‖
C1, 13 (∂E)

≤ δ1, where δ1 is from Proposition 3.1, such that ∂F = {x+ψ(x)νE(x) : x ∈ ∂E}.
Then (3.3), the minimality of F and (4.3) imply

1

4
‖∇∂Eψ‖2L2(∂E) + P (E) ≤ P (F ) + Λ2dH−1(F ;E) ≤ P (E) + Ch.

This yields

‖∇∂Eψ‖L2(∂E) ≤ C
√
h.

The estimate ‖ψ‖H1(∂E) ≤ C
√
h then follows from (3.7) and (3.10). In particular, we deduce

by the Sobolev embedding and the C1-bound on ψ that ‖ψ‖L∞(∂E) ≤ Cεh
1
2
−ε for any ε > 0

and therefore the minimizer F does not touch the constraint Nδ(∂E) when h is small enough.

Hence, we may calculate the Euler-Lagrange equation for F which states that

(4.9) HF +
dH−1(F ;E)

h
f ◦ π∂E = λ on ∂F,

where f is the function which attains the supremum in dH−1(F ;E). Note that since E is

C5-regular and since f solves (2.12), we may bootstrap the regularity of F to C5,γ for any

γ ∈ (0, 1). We remark that the C5-regularity depends on h.

The estimate ‖HF ‖H1(∂F ) ≤ C then follows from (4.9), from dH−1(F ;E) ≤ C0h, and from

the fact that ‖∇∂Ef‖L2(∂E) ≤ 1 which in turn yields ‖∇∂F (f ◦ π∂E)‖L2(∂F ) ≤ C by (2.19).

Finally the estimate ‖ψ‖C1(∂E) ≤ h
1
9 follows from ‖ψ‖L∞(∂E) ≤ Cεh

1
2
−ε, ‖ψ‖

C1, 13 (∂E)
≤ δ1

and the interpolation inequality (2.5). �

As we already mentioned, an important consequence of Proposition 4.1 is that a minimizer

of (4.1) does not touch the constraint Nδ(∂
∗E) when h ≤ h0. We may then calculate the

Euler-Lagrange equation for the minimizer F , and obtain by (2.12) and (4.9) that

(4.10)

 HF +
dH−1 (F ;E)

h f ◦ π∂E = λ on ∂F

−∆∂Ef =
ξF,E

dH−1 (F ;E) on ∂E,

where ξF,E is defined in (2.11). We remark that if E is C5,γ-regular for some γ ∈ (0, 1), then

by the elliptic regularity theory we may conclude that F is C6,γ-regular. This means that the

minimizing movement scheme has a regularizing effect.

We may use Lemma 2.5 to combine the two above equations into the following

(4.11)
1

h

(
ψ +

HE

2
ψ2 +

KE

3
ψ3

)
= ∆∂E (−∆∂Eψ +HE) + ∆∂ER0 on ∂E,
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where the error term R0 is of the form (2.20). The estimates in Proposition 4.1 do not

guarantee that we keep the uniform ball condition, because the bound ‖HF ‖H1(∂F ) ≤ C does

not imply a bound for ‖BF ‖L∞(∂F ). Therefore we need to upgrade the regularity estimates

from Proposition 4.1, which we do by using the equation (4.11).

Lemma 4.2. Assume E ⊂ R3 is C5-regular, satisfies the assumptions (4.2) and ‖∆∂EHE‖H1(∂E)

≤ K0h
− 1

4 . Let F ⊂ R3 be a minimizer of (4.1) with δ < δ2 where δ2 is from Proposition 4.1.

Then for the heightfunction in (4.4) it holds

(4.12) ‖ψ‖L2(∂E) ≤ C1h and ‖ψ‖H4(Σ) ≤ C1

for all h ≤ h0, where h0 is from Proposition 4.1 and Σ = ∂E. The constant C1 depends on

r0, R0 and K0.

Proof. We begin by noticing that the assumptions on E and Lemma 2.3 imply

(4.13) ‖BΣ‖L∞(Σ) ≤ Ĉ, ‖BΣ‖H2(Σ) ≤ Ĉ K0 and ‖BΣ‖H3(Σ) ≤ Ĉ K0h
− 1

4 ,

for a constant Ĉ, which depends on r0 and R0.

We obtain the estimates by multiplying the Euler-Lagrange equation (4.11) with ∆2
∂Eψ.

Integrating by parts and by re-organizing the terms we deduce

1

h

∫
∂E
|∆∂Eψ|2 dH2 +

∫
∂E
|∆2

∂Eψ|2 dH2 =

∫
∂E

(∆2
∂Eψ)(∆∂EHE + ∆∂ER0) dH2

− 1

h

∫
∂E

(∆∂Eψ)∆∂E(
HE

2
ψ2 +

KE

3
ψ3) dH2.

By Cauchy-Schwarz inequality this implies

1

h
‖∆∂Eψ‖2L2 + ‖∆2

∂Eψ‖2L2 ≤‖∆∂EHE‖2L2 + ‖∆∂ER0‖2L2

+
1

h
‖∆∂E(

HE

2
ψ2)‖2L2 +

1

h
‖∆∂E(

KE

3
ψ3)‖2L2 .

(4.14)

We need to estimate all four terms on the right-hand-side in (4.14).

By the assumptions (4.2) it holds

(4.15) ‖∆∂EHE‖2L2 ≤ K2
0 .

The term ‖∆∂ER0‖2L2 is the most difficult to deal with. In order to estimate it, we recall

the form of R0 in (2.20). Therefore we have by the Leibniz rule

‖∆∂ER0‖L2(Σ) ≤C
∑
j+k=2

‖|∇̄j(A1(ψBΣ, ∇̄ψ)||∇̄2+kψ|‖L2(Σ)

+ C
∑
j+k=2

‖|∇̄jA2(ψBΣ, ∇̄ψ)||∇̄1+k(ψBΣ)|‖L2(Σ)

+ ‖a0(ψ, ∇̄ψ,BΣ)‖H2(Σ).
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For j, k with j + k = 2 we use Lemma 2.2 with T1 = A1(ψBΣ, ∇̄ψ) and T2 = ∇̄ψ to estimate

‖|∇̄j(A1(ψBΣ, ∇̄ψ)||∇̄2+kψ|‖L2

≤ C‖A1(ψBΣ, ∇̄ψ)‖L∞‖ψ‖H4 + C‖ψ‖C1‖A1(ψBΣ, ∇̄ψ)‖H3

(4.16)

and similarly with T1 = A2(ψBΣ, ∇̄ψ) and T2 = ψBΣ

‖|∇̄j(A2(ψBΣ, ∇̄ψ)||∇̄1+k(ψBΣ)|‖L2

≤ C‖A2(ψBΣ, ∇̄ψ)‖L∞‖ψBΣ‖H3 + C‖ψBΣ‖L∞‖A2(ψBΣ, ∇̄ψ)‖H3 .

(4.17)

Since Ai is smooth and Ai(0, 0) = 0, it holds

(4.18) ‖Ai(ψBΣ, ∇̄ψ)‖L∞ ≤ C‖ψ‖C1 .

Moreover, again by the smoothness of Ai we have by the chain rule that

|∇̄3(Ai(ψBΣ, ∇̄ψ))| ≤ C
∑
|α|≤3

(1 + |∇̄α1(ψBΣ)|)(1 + |∇̄α2(ψBΣ)|)(1 + |∇̄α3(ψBΣ)|) · · ·

· · · (1 + |∇̄1+α4ψ|)(1 + |∇̄1+α5ψ|)(1 + |∇̄1+α6ψ|).

Therefore Lemma 2.2 for Ti = ψBΣ for i = 1, 2, 3 and Ti = ∇̄ψ for i = 4, 5, 6 implies

‖Ai(ψBΣ, ∇̄ψ)‖H3 ≤ C
(
(1 + ‖ψBΣ‖L∞)(1 + ‖ψ‖H4) + (1 + ‖ψ‖C1)(1 + ‖ψBΣ‖H3)

)
≤ C(1 + ‖ψ‖H4 + ‖ψBΣ‖H3).

(4.19)

Finally, we estimate the third term similarly by the chain rule, by the regularity of a0, (4.13),

Lemma 2.2 and by interpolation inequality in Proposition 2.1 as

‖a0(ψ, ∇̄ψ,BΣ)‖H2(Σ)

≤ C
∑
|α|≤2

‖(1 + |∇̄1+α1ψ|)(1 + |∇̄1+α2ψ|)(1 + |∇̄α3BΣ|)(1 + |∇̄α4BΣ|)‖L2(Σ)

≤ C(1 + ‖ψ‖H3 + ‖BΣ‖H2)

≤ C(1 + ‖ψ‖H3) ≤ ε‖ψ‖H4 + Cε‖ψ‖H2 + C.

(4.20)

We may thus estimate the term ‖∆∂ER0‖L2(Σ) by (4.16), (4.17), (4.18), (4.19) and (4.20)

as

‖∆∂ER0‖L2(Σ) ≤ C‖ψ‖C1

(
1 + ‖ψ‖H4 + ‖ψBΣ‖H3

)
+ ε‖ψ‖H4 + Cε‖ψ‖H2 + C.

Using Lemma 2.2 once again we obtain ‖ψBΣ‖H3 ≤ C‖ψ‖L∞‖BΣ‖H3 + C‖ψ‖H3 . We have

by Proposition 4.1 that ‖ψ‖L∞ ≤ Cεh
1
2
−ε for any ε > 0 and by (4.13) we have ‖BΣ‖H3(Σ) ≤

C1h
− 1

4 , which yield

(4.21) ‖ψ‖L∞‖BΣ‖H3 ≤ Cεh
1
4
−ε ≤ 1,
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when ε < 1
4 and h is small. Therefore we may bound ‖∆∂ER0‖L2(Σ) by the previous estimates

as

‖∆∂ER0‖L2(∂E) ≤ C‖ψ‖C1‖ψ‖H4 + ε‖ψ‖H4 + Cε‖ψ‖H2 + C.

Finally, we use Lemma 2.3 with k = 1, 2 and (4.13) to deduce that

(4.22) ‖ψ‖H2(Σ) ≤ C(1 + ‖∆∂Eψ‖L2(∂E)) and ‖ψ‖H4(Σ) ≤ C(1 + ‖∆2
∂Eψ‖L2(∂E)).

Hence, we obtain by (4.4) and choosing ε small enough

‖∆∂ER0‖L2(∂E) ≤
1

2
‖∆2

∂Eψ‖L2(∂E) + C‖∆∂Eψ‖L2(∂E) + C.(4.23)

We are left with the two last terms in (4.14). We estimate only the second last term
1
h‖∆∂E(HE2 ψ2)‖2L2 as the final term is treated with the same argument. We first use Lemma 2.2,

(4.13), the Sobolev embedding, interpolation inequalities and (2.6) to estimate

‖∆∂E(
HE

2
ψ2)‖L2 ≤ C‖ψ‖2L∞‖HΣ‖H2 + C‖ψ‖L∞‖HΣ‖L∞‖ψ‖H2 + C‖HΣ‖L∞‖∇∂Eψ‖2L4

≤ C‖ψ‖L∞‖ψ‖H2

≤ C‖ψ‖L∞(‖∆∂Eψ‖L2 + C‖ψ‖L2).

(4.24)

Proposition 4.1 implies ‖ψ‖L∞ ≤ Cεh
1
2
−ε. We choose ε = 1

4 and deduce

(4.25)
1

h
‖∆∂E(

HE

2
ψ2)‖2L2 ≤

C√
h
‖∆∂Eψ‖2L2 + C.

The same argument also yields

(4.26)
1

h
‖∆∂E(

KE

3
ψ3)‖2L2 ≤

C√
h
‖∆∂Eψ‖2L2 + C.

We obtain from (4.14), (4.15), (4.23), (4.25) and (4.26) that

1

h
‖∆∂Eψ‖2L2 + ‖∆2

∂Eψ‖2L2 ≤ C +
1

2
‖∆2

∂Eψ‖2L2 +
C√
h
‖∆∂Eψ‖2L2

when h is small. This yields

1

h
‖∆∂Eψ‖2L2 + ‖∆2

∂Eψ‖2L2 ≤ C,

when h is small. Therefore we obtain ‖ψ‖H4 ≤ C using (4.22).

In order to prove ‖ψ‖L2 ≤ Ch, we remark that the previous argument, in fact, implies that

the right-hand-side of (4.11) is bounded in L2(∂E). Therefore we deduce that the left-hand-

side of (4.11) is also bounded in L2(∂E), i.e.,

1

h
‖ξF,E‖L2(∂E) =

1

h
‖ψ +

HE

2
ψ2 +

KE

3
ψ3‖L2(∂E) ≤ C.

The estimate ‖ψ‖L2 ≤ Ch then follows from (3.7).

�
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The previous lemma implies regularity for the heighfunction. We also need an opposite

result which states that regularity for the heighfunction implies regularity for the minimizing

set F .

Lemma 4.3. Assume E ⊂ R3 is C5-regular, satisfies the assumptions (4.2) and ‖∆∂EHE‖H1(∂E) ≤
K0h

− 1
4 for K0 ≥ 1. Let F ⊂ R3 be a minimizer of (4.1) with δ < δ2, where δ2 is from Propo-

sition 4.1. Assume that the heightfunction in (4.4) satisfies

‖ψ‖L2(∂E) ≤ L0h and ‖∆∂Eψ‖L2(∂E) ≤ L0

√
h.

Then there is a constant C2, depending on r0, R0 and L0, such that

‖∆∂FHF ‖L2(∂F ) ≤ C2(1 +
√
K0) and ‖∇∂F∆∂FHF ‖L2(∂F ) ≤ C2h

− 1
4

for h ≤ h0, where h0 depends on r0, R0,K0 and δ. Moreover, F satisfies the UBC with radius

r0/2.

Proof. Below we denote by C a generic constant that depends on r0, R0, L0. We need only to

be careful to trace the dependence on K0.

Note first that by (2.6) and by interpolation from Proposition 2.1 it holds

(4.27) ‖ψ‖H1(∂E) ≤ Ch
3
4 .

Moreover, by Lemma 4.2 it holds ‖ψ‖H4(Σ) ≤ C1 for C1 = C1(r0, R0,K0), which together with

(4.27), with Sobolev embedding and interpolation inequality (2.5) yields that given 0 < α < 1

there exists γ > 0 such that ‖ψ‖C2,α(Σ) ≤ C1h
γ where C1 = C1(r0, R0,K0, α). From here we

infer, see e.g. [13, Theorem 2.6] and [15, Remark 3.4.6], that F satisfies the UBC with radius

r0/2 when h is small. In particular,

(4.28) ‖BF ‖L∞(∂F ) ≤
2

r0
.

We will obtain the estimates again from the Euler-Lagrange equations (4.10). We define

f̃ =
dH−1 (F ;E)

h f and write (4.10) as

(4.29)

 HF + (f̃ ◦ π∂E) = λ on ∂F

−∆∂E f̃ =
ξF,E
h on ∂E,

where ξF,E is defined in (2.11).

By (3.7), by the assumption ‖ψ‖L2(∂E) ≤ L0h and by (4.27) it holds

(4.30) ‖ξF,E‖L2(∂E) ≤ Ch and ‖ξF,E‖H1(∂E) ≤ Ch
3
4 .

We have by (2.6), by Lemma 2.3, by (4.13) and by the second equation in (4.29) that

‖f̃‖H2(Σ) ≤ C(1 + ‖∆∂E f̃‖L2(∂E)) ≤ C(1 +
‖ξF,E‖L2(∂E)

h
) ≤ C and

‖f̃‖H3(Σ) ≤ C(1 + ‖BΣ‖H2(Σ) + ‖∆∂E f̃‖H1(∂E)) ≤ C(K0 +
‖ξF,E‖H1(∂E)

h
) ≤ Ch−

1
4 ,

(4.31)
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when h ≤ h0(r0, R0,K0, δ) is small. Above we also used the fact that f̃ has zero average in

every component of ∂E and Sobolev embedding.

Next we need to relate the derivative of the function f̃ ◦ π∂E on Γ = ∂F to the derivatives

of f̃ on Σ = ∂E. First, we have by (2.19) that

|∇∂F (f̃ ◦ π∂E)(x)| ≤ C|∇∂E f̃(π∂E(x))|

for all x ∈ ∂F . We write this in terms of covariant derivatives as

(4.32) |∇̄Γ(f̃ ◦ π∂E)(x)| ≤ C|∇̄Σf̃(π∂E(x))|

for all x ∈ Γ. The higher order version of (4.31) is technically more involved and to that

aim, we proceed by using [25, Lemma 5.3] with Σ = ∂E to deduce for k = 2, 3 and for all

x ∈ Γ = ∂F that

(4.33)

|∇k(f̃ ◦π∂E)(x)| ≤ C
∑
|α|≤k

(1 + |∇̄α1
Σ BΣ(π∂E(x))|) · · · (1 + |∇̄αk−1

Σ BΣ(π∂E(x))|)|∇̄αkΣ f̃(π∂E(x))|,

where ∇̄jΣ denotes j-th order covariant derivative on Σ and ∇j denotes the j-th differential

in R3. Even if it is not explicitly stated in [25, Lemma 5.3], it is clear that in (4.33) the last

index is never zero, i.e., αk ≥ 1.

Let us first prove the estimate ‖∆∂FHF ‖L2(∂F ) ≤ C2(1 +
√
K0). We use (4.33) for k = 2

and (4.28) to estimate point-wise on x ∈ ∂F (recall that in (4.33) α2 ≥ 1)

|∇2(f̃ ◦ π∂E)(x)| ≤ C|∇̄2
Σf̃(π∂E(x))|+ C(1 + |∇̄ΣBΣ(π∂E(x))|)|∇̄Σf̃(π∂E(x))|.

By Cauchy-Schwarz inequality, by the Sobolev embedding and by (4.31) it holds

‖∇2(f̃ ◦ π∂E)‖L2(Γ) ≤ C(‖f̃‖H2(Σ) + (1 + ‖∇̄ΣBΣ‖L4(Σ))‖∇̄Σf̃‖L4(Σ))

≤ C(‖f̃‖H2(Σ) + (1 + ‖∇̄ΣBΣ‖L4(Σ))‖f̃‖H2(Σ))

≤ C(1 + ‖∇̄ΣBΣ‖L4(Σ)).

By the interpolation inequality in Proposition 2.1, by (4.13) and by the fact that |BΣ| ≤ C

it holds

‖∇̄ΣBΣ‖L4(Σ) ≤ C‖BΣ‖
1
2

H2(Σ)
‖BΣ‖

1
2

L∞(Σ) ≤ C
√
K0.

Therefore we have

(4.34) ‖∇2(f̃ ◦ π∂E)‖L2(Γ) ≤ C(1 +
√
K0).

We may write the Laplacian of f̃ ◦ π∂E on ∂F as

(4.35) ∆∂F (f̃ ◦ π∂E) = ∆R3(f̃ ◦ π∂E)− 〈∇2(f̃ ◦ π∂E)νF , νF 〉 −HF (∇(f̃ ◦ π∂E) · νF ).

Therefore we have by (4.28) and (4.34) that

(4.36) ‖∆∂F (f̃ ◦ π∂E)‖L2(∂F ) ≤ C(1 +
√
K0).



SURFACE DIFFUSION 31

The first equation in (4.29) then implies ‖∆∂FHF ‖L2(∂F ) ≤ C2(1 +
√
K0) and the claim

follows.

We need yet to prove ‖∇∂F∆∂FHF ‖L2(∂F ) ≤ C2h
− 1

4 . We use (4.33) for k = 3 and (4.28)

to estimate point-wise on x ∈ ∂F

|∇3(f̃ ◦ π∂E)(x)| ≤C|∇̄3
Σf̃(π∂E(x))|+ C(1 + |∇̄ΣBΣ(π∂E(x))|)|∇̄2

Σf̃(π∂E(x))|

+ C(1 + |∇̄2
ΣBΣ(π∂E(x))|+ |∇̄ΣBΣ(π∂E(x))|2)|∇̄Σf̃(π∂E(x))|.

We use Lemma 2.2 with k = 2 for T1 = T2 = BΣ and T3 = ∇̄Σf̃ , and (4.28) to infer

‖∇3(f̃ ◦ π∂E)‖L2(Γ) ≤ C(‖f̃‖H3(Σ) + C(1 + ‖BΣ‖H2(Σ))‖∇̄f̃‖L∞(Σ)).

We use Sobolev embedding, interpolation in Proposition 2.1 and (4.31)

‖∇̄f̃‖L∞(Σ) ≤ C‖f̃‖W 2,4(Σ) ≤ C‖f̃‖
1
2

H3(Σ)
‖f̃‖

1
2

H2(Σ)
≤ Ch−

1
8 .

Therefore the two inequalities above together with (4.31) and (4.13) yield

(4.37) ‖∇3(f̃ ◦ π∂E)‖L2(Γ) ≤ C(h−
1
4 +K0h

− 1
8 ) ≤ Ch−

1
4

for h ≤ h0 = h0(r0, R0,K0, δ).

Recall the formula (4.35) for the Laplacian of f̃ ◦π∂E on ∂F , and that by the first equation

in (4.29) it holds ∇∂FHF = −∇∂F (f̃ ◦ π∂E). Therefore we may estimate point-wise on ∂F

using (4.28)

|∇∂F∆∂F (f̃ ◦ π∂E)| ≤ C
(
|∇3(f̃ ◦ π∂E)|+ |∇2(f̃ ◦ π∂E)|+ |∇(f̃ ◦ π∂E)|+ |∇(f̃ ◦ π∂E)|2

)
.

We infer by the Sobolev embedding, by (4.34) and (4.37) that

‖∇∂F∆∂F (f̃ ◦ π∂E)‖L2(∂F ) ≤ C‖∇3(f̃ ◦ π∂E)‖L2(∂F ) + C‖∇2(f̃ ◦ π∂E)‖L2(∂F )

+ C‖∇(f̃ ◦ π∂E)‖L2(∂F ) + C‖∇(f̃ ◦ π∂E)‖2L4(∂F )

≤ C‖∇3(f̃ ◦ π∂E)‖L2(∂F ) + C‖f̃ ◦ π∂E‖H2(Γ) + C‖f̃ ◦ π∂E‖2H2(Γ)

≤ Ch−
1
4 + C(1 +K0) ≤ Ch−

1
4 ,

for h ≤ h0 = h0(r0, R0,K0). This concludes the proof.

�

5. Proof of the main theorems

5.1. Iteration Lemma. We consider three sets E,F and G such that E ⊂ R3 satisfies the

assumptions (4.2) and ‖∆∂EHE‖H1(∂E) ≤ K0h
− 1

4 , and F is a minimizer of (4.1). It follows

from Lemma 4.2 and Lemma 4.3 that also F satisfies the assumptions (4.2) with different

constants, i.e., it satisfies the UBC with radius r0/2,

‖∆∂FHF ‖L2(∂F ) ≤ K1 and ‖∆∂FHF ‖H1(∂F ) ≤ K1h
− 1

4
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for some K1 depending on r0, R0,K0 and F ⊂ B2R0 . We then proceed and consider a

minimizer G of the problem

(5.1) min
{
P (G) +

dH−1(G;F )2

2h
: G∆F ⊂ Nδ(∂F )

}
.

We may again apply Proposition 4.1, Lemma 4.2 and Lemma 4.3 to deduce that when δ ≤ δ3,

where δ3 depends on r0,K1, R0 and δ2 from Proposition 4.1 and h ≤ h1, we may write the

boundary of G as a normal deformation with a heightfunction ψF : ∂F → R,

∂G = {x+ ψF (x)νF (x) : x ∈ ∂F}

and ‖ψF ‖L2(∂F ) ≤ C3h, ‖ψF ‖H4(Γ) ≤ C3, where Γ = ∂F . In order to avoid confusion we

denote the heighfunction of ∂F over ∂E as ψE , i.e.,

∂F = {x+ ψE(x)νE(x) : x ∈ ∂E}.

Since K1 depends on r0, R0 and K0, then eventually δ3 also depends on r0, R0,K0 and δ2.

Lemma 5.1. Assume E ⊂ R3 is C5-regular, satisfies the assumptions (4.2) and ‖∆∂EHE‖H1(∂E) ≤
K0h

− 1
4 . Assume F ⊂ R3 is a minimizer of (4.1) with δ < δ3, where δ3 depends on r0, R0,K0

and δ2 from Proposition 4.1, and assume G ⊂ R3 is a minimizer of (5.1) and denote the

associated heightfunctions by ψE , ψF and let ξF,E , ξG,F as in (2.11). Then, there exists a

constant C4, depending on r0, R0 and K0, such that

(5.2)

∫
∂F

(
ξ2
G,F +

h

2
|∆∂FψF |2

)
dH2 ≤ (1 + C4h)

∫
∂E

(
ξ2
F,E +

h

8
|∆∂EψE |2

)
dH2,

for h ≤ h1, where h1 = h1(r0, R0,K0, δ).

Proof. By the discussion at the beginning of the section, we may deduce that Proposition 4.1,

Lemma 4.2 and Lemma 4.3 hold also for F and G with possiby smaller uniform ball radius

and smaller treshhold for δ which we denote by δ3 ≤ δ2. In particular, we may write the

Euler-Lagrange equation (4.11) for G, which reads as

1

h
ξG,F = ∆∂F (−∆∂FψF +HF ) + ∆∂FR0 on ∂F,

where the error term is of the form (2.20). We multiply this by ξG,F and integrate by parts

to infer

(5.3)
1

h

∫
∂F
ξ2
G,F dH

2 =

∫
∂F

(−∆∂FψF +HF ) (∆∂F ξG,F ) dH2 +

∫
∂F
R0(∆∂F ξG,F ) dH2.

Recall that by (2.11)

ξG,F = ψF +
HF

2
ψ2
F +

KF

3
ψ3
F .

Arguing as in (4.24) we deduce that for every ε > 0 it holds by the smallness of ‖ψF ‖L∞(∂F )

that

‖∆∂F (
HF

2
ψ2
F )‖L2(∂F ) ≤ C‖ψF ‖L∞(∂F )‖ψF ‖H2(Γ) ≤ ε‖ψF ‖H2(Γ)
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for Γ = ∂F when h is small. A similar argument yields

‖∆∂F (
KF

3
ψ3
F )‖L2(∂F ) ≤ C‖ψF ‖L∞(∂F )‖ψF ‖H2(Γ) ≤ ε‖ψF ‖H2(Γ).

Therefore we have by (5.3) using the above and (2.6)

1

h

∫
∂F
ξ2
G,F dH

2 +

∫
∂F

(∆∂FψF )2 dH2

≤
∫
∂F
HF (∆∂F ξG,F ) dH2 + ε‖∆∂FψF ‖2L2(∂F ) + Cε‖ψF ‖2L2(∂F )

+ C(‖∆∂FψF ‖L2(∂F ) + ‖ψF ‖L2(∂F ))‖R0‖L2(∂F ).

(5.4)

We need to bound ‖R0‖L2(∂F ). We use the form in (2.20) to bound the error term point-wise

on Γ = ∂F as

|R0| ≤ C(|ψF |+ |∇̄ψF |)(1 + |∇̄2ψF |+ |∇̄(ψF BΓ)|).

By Lemma 4.3, Lemma 2.3 and by Sobolev embedding it holds

(5.5) ‖BΓ‖L∞(Γ), ‖BΓ‖H2(Γ) ≤ C and ‖∇̄BΓ‖L∞(Γ) ≤ Ch−
1
4 .

Moreover Proposition 4.1 with ε = 1
4 implies ‖ψF ‖L∞(∂F ) ≤ Ch

1
4 . Therefore we have

|∇̄(ψF BΓ)| ≤ |∇̄ψF ||BΓ|+ |ψF ||∇̄BΓ| ≤ C.

Thus it holds by interpolation from Proposition 2.1, by the smallness of ‖ψF ‖C1 and by (2.6)

‖R0‖L2(∂F ) ≤ C‖ψF ‖C1‖ψF ‖H2(Γ) + C‖ψF ‖H1(Γ) ≤ ε‖ψF ‖H2(Γ) + Cε‖ψF ‖L2(∂F )

≤ ε‖∆∂FψF ‖L2(∂F ) + Cε‖ψF ‖L2(∂F ).

Recall also that (3.7) implies |ψF (x)| ≤ 2|ξG,F (x)| for all x ∈ ∂F . Hence we may estimate

(5.4) as

(5.6)

(
1

h
− C

)∫
∂F
ξ2
G,F dH

2 +
1

2

∫
∂F

(∆∂FψF )2 dH2 ≤
∫
∂F
HF (∆∂F ξG,F ) dH2

when ε is chosen small enough.

Let us next analyze the right-hand-side of (5.6). We integrate by parts and use a change

of variables with the diffeomorphism ΨE : ∂E → ∂F , ΨE(x) = x+ ψE(x)νE(x)∫
∂F
HF (∆∂F ξG,F ) dH2 = −

∫
∂F

(∇∂FHF · ∇∂F ξG,F ) dH2

= −
∫
∂E

(
(∇∂FHF · ∇∂F ξG,F ) ◦ΨE

)
J∂EΨE dH

2.

We use (2.30) for the function f = HF ◦ΨE : ∂E → R. Notice that for this function it holds

f ◦ π∂E = HF on ∂F . We deduce by (2.30) that for x ∈ ∂E it holds

(∇∂FHF )(ΨE(x)) = (I +A(ψE(x),∇∂EψE(x), νE(x), BE(x)))∇∂E(HF ◦ΨE)(x),

for a matrix which satisfies A(0, 0, ·, ·) = 0. Similarly it holds

(∇∂F ξG,F )(ΨE(x)) = (I +A(ψE(x),∇∂EψE(x), νE(x), BE(x)))∇∂E(ξG,F ◦ΨE)(x).
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Therefore by the above and by the formula for the Jacobian (3.5) we have

(5.7)∫
∂F
HF (∆∂F ξG,F ) dH2 ≤ −

∫
∂E

(
(∇∂E(HF ◦ΨE)·∇∂E(ξG,F ◦ΨE)

)√
J∂EΨE dH

2+‖R1‖L1(∂E),

where the error term satisfies the point-wise bound x ∈ ∂E

|R1(x)| ≤ C(|ψE(x)|+ |∇∂EψE(x)|)|∇∂FHF (ΨE(x))| |∇∂F ξG,F (ΨE(x))|.

By Hölder’s inequality

‖R1‖L1(∂E) ≤ C‖ψE‖W 1,4(∂E)‖∇∂FHF ‖L4(∂F )‖∇∂F ξG,F ‖L2(∂F ).

The estimate (3.7) implies ‖∇∂F ξG,F ‖L2(∂F ) ≤ C‖ψF ‖H1(∂F ), while (5.5) and Sobolev embed-

ding give ‖∇∂FHF ‖L4(∂F ) ≤ ‖BΓ‖H2(Γ) ≤ C. Therefore we may bound by interpolation from

Proposition 2.1, by (2.6) and by (3.7)

‖R1‖L1(∂E) ≤ C‖ψE‖W 1,4(∂E)‖ψF ‖H1(∂F )

≤ ε‖∆∂EψE‖2L2(∂E) + Cε‖ξF,E‖2L2(∂E) + ε‖∆∂FψF ‖2L2(∂F ) + Cε‖ξG,F ‖2L2(∂F ).

(5.8)

We integrate (5.7) by parts and have∫
∂F
HF (∆∂F ξG,F ) dH2 ≤

∫
∂E

(
∆∂E(HF ◦ΨE)

)
(ξG,F ◦ΨE)

√
J∂EΨE dH

2

+ ‖R1‖L1(∂E) + ‖R2‖L1(∂E),

(5.9)

where the first error term satisfies (5.8) and the second error term satisfies the following

point-wise bound on Σ = ∂E by the formula for J∂EΨE in (3.5)

|R2(x)| ≤ C|ψF (ΨE(x))||∇∂FHF (ΨE(x))|(|ψE(x)|+|∇∂EψE(x)|)(1+|∇̄2
ΣψE(x)|+|∇̄ΣBΣ(x)|).

By Hölder’s inequality

‖R2‖L1(∂E) ≤ C‖ψF ‖L∞(∂F )‖∇∂FHF ‖L4(∂F )‖ψE‖W 1,4(∂E)(1 + ‖ψE‖H2(Σ) + ‖BΣ‖H1(Σ)).

By (5.5) it holds ‖∇∂FHF ‖L4(∂F ) ≤ ‖BΓ‖H2(Γ) ≤ C and Lemma 4.2 implies ‖ψE‖H2(Σ) ≤ C.

We use the inequality (2.6), Sobolev embedding and interpolation from Proposition 2.1 to get

‖R2‖L1(∂E) ≤ C
(
‖ψE‖2W 1,4(∂E) + ‖ψF ‖2L∞(∂F )

)
≤ ε‖∆∂EψE‖2L2(∂E) + Cε‖ξF,E‖2L2(∂E) + ε‖∆∂FψF ‖2L2(∂F ) + Cε‖ξG,F ‖2L2(∂F ).

(5.10)

Since F is a minimizer it satisfies the Euler-Lagrange equation (4.10), which we write as a

one equation on ∂E
1

h
ξF,E = ∆∂E(HF ◦ΨE) on ∂E.
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We use this in (5.9) and have by Young’s inequality and change of variables∫
∂F
HF (∆∂F ξG,F ) dH2

≤ 1

h

∫
∂E
ξF,E (ξG,F ◦ΨE)

√
J∂EΨE dH

2 + ‖R1‖L1(∂E) + ‖R2‖L1(∂E)

≤ 1

2h

∫
∂E

(ξG,F ◦ΨE)2 J∂EΨE dH
2 +

1

2h

∫
∂E
ξ2
F,E dH

2 + ‖R1‖L1(∂E) + ‖R2‖L1(∂E)

=
1

2h

∫
∂F
ξ2
G,F dH

2 +
1

2h

∫
∂E
ξ2
F,E dH

2 + ‖R1‖L1(∂E) + ‖R2‖L1(∂E).

The above, (5.6), (5.8) and (5.10) yield(
1

2h
− C

)∫
∂F
ξ2
G,F dH

2 +
1

3

∫
∂F
|∆∂FψF |2 dH2

≤
(

1

2h
+ C

)∫
∂E
ξ2
F,E dH

2 +
1

20

∫
∂E
|∆∂EψE |2 dH2.

when ε is chosen small enough, and the claim follows.

�

5.2. Proof of Theorem 1.1 and Theorem 1.2. We remark that under the assumptions

‖ψ‖L2 ≤ L0h and ‖ψ‖H4 ≤ L0 in Lemma 4.3, when K0 in the assumption (4.2) is chosen

large enough, we know that the minimizer F satisfies

‖∆∂FHF ‖L2(∂F ) ≤ K0 and ‖∆∂FHF ‖H1(∂F ) ≤ K0h
− 1

4 .

This means that we are able to keep the a priori regularity estimates assumed in (4.2) except

possibly the radius for the uniform ball condition which may decrease from r0 to r0/2. We

may ensure that we also keep the uniform ball condition using the following lemma.

Lemma 5.2. Assume that E0 ⊂ R3 satisfies the UBC with radius r0, E0 ⊂ BR0 and is

uniformly C3-regular. Assume further that F ⊂ Rn is a (Λ, α)-minimizer of the perimeter

according to Definition 2.6 and

‖BF ‖L∞(∂F ) ≤ K and ‖∆∂FHF ‖L2(∂F ) ≤ K,

for some K > 0. Then there is δ, depending on r0, R0,Λ, α and K, such that if F∆E0 ⊂
Nδ(∂E0) then F satisfies the UBC with radius r0/2.

Proof. Lemma 2.8 implies that when δ is small then there is ψ ∈ C1,γ(∂E0) such that

∂F = {x+ ψ(x)νE0(x) : x ∈ ∂E0}

with ‖ψ‖C1,γ(∂E0) small. Note that from F∆E0 ⊂ Nδ(∂E0) it follows ‖ψ‖L∞ ≤ δ. The as-

sumptions on F together with Lemma 2.3 and Sobolev embedding yield for all β ∈ [0, 1),

‖BΓ‖C0,β(Γ) ≤ C, where Γ = ∂F . By straightforward calculation we then deduce that

‖ψ‖C2,β(Γ) ≤ C. By the interpolation inequality (2.5) we then have ‖ψ‖C2(Γ) ≤ Cδ
β

2+β .
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We deduce by [13, Theorem 2.6] and [15, Remark 3.4.6] that F satisfies the UBC with radius

r0/2 when δ is small. �

Proof of Theorem 1.1. Assume E0 ⊂ BR0/2 ⊂ R3 is a C5-regular set which satisfies the

uniform ball condition with radius r = 2r0 and ‖∆∂E0HE0‖L2(∂E0) ≤ K. We fix a large

constant K0 = K0(r0, R0,K), whose choice will be clear later. Let us then choose δ′, which

is from Lemma 5.2, and δ < min{δ3, δ
′}, where δ3 is from Lemma 5.1. We consider an

approximate sequence Eh,δk minimizing the energy (4.1) and simplify the notation by setting

Ek = Eh,δk . We obtain from Proposition 4.1, Lemma 4.2 and Lemma 4.3 that we may write

(5.11) ∂E1 = {x+ ψ0(x)νE0(x) : x ∈ ∂E0}

and it holds ‖ψ0‖L2(∂E0) ≤ L0h and ‖ψ0‖H4(Σ0) ≤ L0, for Σ0 = ∂E0 and L0 = L0(r0, R0,K).

We thus have obtained that E0 and ψ0 satisfy by the above and by interpolation from

Proposition 2.1

‖ψ0‖L2(∂E0) ≤ L0h and ‖∆∂E0ψ0‖L2(Σ0) ≤ L0

√
h,

by possibly increasing the original constant L0, and

‖∆∂E0HE0‖L2(∂E0) ≤ K0 and ‖∆∂E0HE0‖H1(∂E0) ≤ K0h
− 1

4 .

We deduce by Lemma 4.3 that there is a constant C2 = C2(r0, R0, L0) such that

‖∆∂E1HE1‖L2(∂E1) ≤ C2(1 +
√
K0) ≤ K0 and ‖∆∂E1HE1‖H1(∂E1) ≤ C2h

− 1
4 ≤ K0h

− 1
4 ,

when K0 is chosen large enough, and that E1 satisfies the UBC with radius r0.

We denote by k0 ∈ N the largest index such that σ0 = k0h ≤ 1 and for all k ≤ k0 it holds

∂Ek ⊂ Nδ(∂E0).

We claim that for every k ≤ k0, Ek satisfies the UBC with radius r0 and it holds

(5.12) ‖∆∂EkHEk‖L2(∂Ek) ≤ K0 and ‖∆∂EkHEk‖H1(∂Ek) ≤ K0h
− 1

4 .

We prove (5.12) by induction. Recall that it holds for k = 1, and assume it holds for k− 1.

By applying again Proposition 4.1, Lemma 4.2 and Lemma 4.3 we may write the set Ek as

∂Ek = {x+ ψk−1(x)νEk−1
(x) : x ∈ ∂Ek−1}

with ‖ψk−1‖L2(∂Ek−1) ≤ C1h and ‖ψk−1‖H4(Σk−1) ≤ C1 for C1 = C1(r0, R0,K0), where Σk−1 =

∂Ek−1. We denote ξk−1 = ξEk,Ek−1
, the function defined in (2.11), and have by Lemma 5.1∫

∂Ej

(
ξ2
j +

h

2
|∆∂Ejψj |

2
)
dH2 ≤ (1 + C4h)

∫
∂Ej−1

(
ξ2
j−1 +

h

8
|∆∂Ej−1

ψj−1|2
)
dH2
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for every j ≤ k. By iterating the above estimate and using ‖ξ0‖L2(∂E0) ≤ 2‖ψ0‖L2(∂E0) ≤ 2L0h

and ‖∆∂E0ψ0‖L2(∂E0) ≤ L0

√
h, we obtain for a constant C4 = C4(r0, R0,K0)∫

∂Ek

(
ξ2
k +

h

4

k∑
j=1

|∆∂Ejψj |
2
)
dH2 ≤ (1 + C4h)k

∫
∂E0

(
ξ2

0 +
h

8
|∆∂E0ψ0|2

)
dH2

≤ 5eC4khL2
0h

2

≤ 5eC4k0hL2
0h

2 ≤ 10L2
0h

2,

provided that k0h = σ0 = σ0(r0, R0,K0) is small. Therefore, by possibly increasing the value

of L0 we deduce by the above and (3.7)

(5.13) ‖ψk‖2L2(∂Ek) + h
k∑
j=0

‖∆∂Ejψj‖
2
L2(∂Ej)

≤ L2
0h

2.

Lemma 4.3 implies that it holds for C2 = C2(r0, R0, L0)

‖∆∂EkHEk‖L2(∂Ek) ≤ C2(1+
√
K0) ≤ K0 and ‖∆∂EkHEk‖H1(∂Ek) ≤ C2h

− 1
4 ≤ K0h

− 1
4 ,

when K0 is large. Finally we deduce by Lemma 5.2 that the set Ek satisfies the UBC with

radius r0, when δ′ is chosen small enough. This proves (5.12).

Let us then show that if we denote σ0 = k0h, then σ0 is uniformly bounded from below. To

this aim we assume that for the set Ek0 there is a point x ∈ ∂Ek0 such that |dE0(x)| ≥ δ/2.

Proposition 4.1 implies that Ek0 is a (Λ, α)-minimizer of the perimeter for any α ∈ (0, 1
3),

where Λ depends on r0, R0,K0 and α. Then by |dE0(x)| ≥ δ/2 and by standard density

estimate we have

(5.14) |Ek0∆E0| ≥ cδ3.

Let k ≤ k0. Following the calculations in the proof of Lemma 2.4 and using (3.7) we may

write

|Ek∆Ek−1| =
∫
∂Ek−1

|ξk−1| dH2 ≤ 2

∫
∂Ek−1

|ψk−1| dH2.

Then we may estimate by (5.13)

|Ek0∆E0| ≤
k0∑
j=1

|Ek∆Ek−1| ≤ 2

k0−1∑
j=0

‖ψj‖L1(∂Ej)

≤ C
k0−1∑
j=0

‖ψj‖L2(∂Ej) ≤ Ck0h = Cσ0.

The inequality (5.14) proves that σ0 is uniformly bounded from below.

We have thus proved a uniform H4-regularity estimate (5.12) for the sets Ek for k ≤ k0

where k0h = σ0 is uniformly bounded from below. Again Proposition 4.1 implies that the sets
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Ek are (Λ, α)-minimizers of the perimeter for constants that are independent of h. Therefore

by Lemma 2.8 we deduce that we may write

∂Ek = {x+ uk(x)νE0(x) : x ∈ ∂E0} for uk : ∂E0 = Σ0 :→ R,

when σ0 is sufficiently small, ‖uk‖C1,γ(Σ0) ≤ δγ for some γ > 0, and by the uniform bounds

from (5.12) we deduce that ‖uk‖H4(Σ0) ≤ C. In particular, uk are uniformly C2,α-regular.

Let us define the discrete normal velocity on ∂Ek as vk : ∂Ek → R,

vk(y) :=
ψk(y)

h
.

Define Φk : ∂E0 → ∂Ek, Φk(x) = x + uk(x)νE0(x) and denote its tangential Jacobian as

J∂E0Φk. We claim that it holds

(5.15)
∥∥∥vk ◦ Φk −

uk+1 − uk
|Nk|h

∥∥∥
L2(∂E0)

≤ ε(h)

for ε(h)→ 0 as h→ 0, where

|Nk(x)| = J∂E0Φk(x)

1 +HE0uk(x) +KE0u
2
k(x)

.

The notation is justified by the fact that |Nk(x)| defined above is in fact the norm of the

vector Nk(x) defined in (2.22) for E = E0 and F = Ek, which is not obvious but follows

from standard calculation. We note that by the estimates from the previous section we have

‖ψk ◦Φk‖C1 ≤ hγ for γ > 0 and ‖ψk ◦Φk‖L2 ≤ Ch. Moreover, as ‖uk‖C1,γ(Σ0) ≤ δγ then it is

easy to see that |uk+1(x) − uk(x)| ≤ C|ψk(Φk(x))| for all x ∈ ∂E0 and ‖uk+1 − uk‖C1 ≤ hγ

by possibly decreasing the value of γ if needed. We will use these repeatedly below.

In order to show (5.15) we fix f : ∂E0 → R such that ‖f‖C1 ≤ Chγ , define Φτ : ∂E0 → R3

as Φτ (x) = x+ τνE0(x), and calculate the following integral as in the proof of Lemma 2.4∫
R3

f(π∂E0(x))(χEk+1
− χEk) dx

=

∫
∂E0

f(x)

∫ r0

−r0
(χEk+1

(Φτ (x))− χEk(Φτ (x))J∂E0Φτ (x) dτdH2(x)

=

∫
∂E0

f(x)

∫ uk+1(x)

uk(x)
J∂E0Φτ (x) dτdH2(x)

=

∫
∂E0

f(x)
(
uk+1 − uk

)(
1 +HE0uk +KE0u

2
k

)
dH2(x) + o(h2)

=

∫
∂E0

f(x)J∂E0Φk
uk+1 − uk
|Nk|

dH2(x) + o(h2),

where the last equality follows from the definition of |Nk|. Above the integral
∫ uk+1(x)
uk(x) is

understood to be −
∫ uk(x)
uk+1(x) in the case uk+1(x) < uk(x). We compute the same integral
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in a different way by defining Ψk(·, τ) : ∂Ek → R3 as Ψk(x, τ) = x + τνEk(x), recall that

Φk(x) = x+ uk(x)νE0 ,∫
R3

f(π∂E0(x))(χEk+1
− χEk) dx

=

∫
∂Ek

∫ r0

−r0
f(π∂E0(Ψk(x, τ))

(
χEk+1

(Ψk(x, τ))− χEk(Ψk(x, τ))
)
J∂EkΨk(·, τ) dτdH2(x)

=

∫
∂Ek

∫ ψk(x)

0
f(π∂E0(Ψk(x, τ))J∂EkΨk(·, τ) dτdH2(x)

=

∫
∂Ek

ψk(x)f(π∂E0(x)) dH2(x) + o(h2)

=

∫
∂E0

ψk(Φk(x))f(x)J∂E0Φk dH
2(x) + o(h2).

We compare the two formulas above and choose

f(x) =
1

J∂E0Φk

(
ψk ◦ Φk −

uk+1 − uk
|Nk|

)
and obtain the estimate (5.15).

Using the estimates from above we deduce that we may write the approximate flat flow

(Eh,δ(t))t≥0 starting from E0 as

∂Eh,δ(t) = {x+ uh,δ(x, t)νE0(x) : x ∈ ∂E0}

and the heightfunctions uh,δ satisfy

‖uh,δ(·, t)‖H4(Σ0) ≤ C and
1

h
‖uh,δ(·, t)− uh,δ(·, t− h)‖L2(Σ0) ≤ C

for all t ∈ [h, σ0]. We may thus pass to the limit as h→ 0, up to a subsequence, and deduce

that the limit function u(x, t) = limh→0 u
h,δ(x, t) exists for every t ∈ [0, σ0]. By (5.15) the

discrete normal velocity converges, up to a subsequence, to

lim
h→0

vk(Φk(x)) =
∂tu

|N(x, t)|
in L2(E0), t ∈ [0, σ0],

where |N(x, t)| =
J∂E0

Φt
1+HE0

u(x,t)+KE0
u2(x,t)

and Φt(x) = x + u(x, t)νE0 . Let us show that the

limit function solves the surface diffusion equation.

To this aim we fix ϕ ∈ C2(R3), multiply the Euler-Lagrange equation (4.11) with ϕ and

integrate by parts∫
∂Ehk

ψk
h
ϕdH2(x) =

∫
∂Ehk

∆∂Ehk
ϕ (HEhk

−∆∂Ehk
ψk +R0) dH2(x).
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Passing to the limit as h → 0 and using the bounds ‖ψk‖H2 ≤ hγ and ‖R0‖L2 ≤ hγ , which

follow from the results in the previous section, yield∫
∂E0

∂tu

|N |
ϕ(Φt(x))J∂E0(Φt(x)) dH2(x) =

∫
∂Eδ(t)

∆∂Eδ(t) ϕHEδ(t) dH
2(x)

=

∫
∂Eδ(t)

ϕ∆∂Eδ(t)HEδ(t) dH
2(x) =

∫
∂E0

ϕ(Φt(x)) (∆∂Eδ(t)HEδ(t)) J∂E0(Φt(x)) dH2(x).

Hence, we conclude that the limit flow Eδ(t), parametrized by the family of diffeomorphisms

Φt(x) = x + u(x, t)νE0 , is a strong solution to the surface diffusion equation. To be more

precise, using the expansion of the mean curvature from Lemma 2.5 and the expansion of the

Laplace-Beltrami operator from e.g. [20, formula (3.4)] we deduce that u : Σ0 × [0, σ0]→ R,

where Σ0 = ∂E0, is a strong solution of the equation (see [15, formula (3.6)])

(5.16) ∂tu = −∆2
Σ0
u+ 〈A(x, u, ∇̄u), ∇̄4u〉+ J(x, u, ∇̄u, ∇̄2u, ∇̄3u) on Σ0 × [0, σ0],

with initial datum u(·, 0) = 0, where the tensor field satisfies A(x, 0, 0) = 0 and J is

a smooth function with sublinear growth on ∇̄3u. By a strong solution we mean that

u ∈ W 1,∞(0, σ0;L2(Σ0)) ∩ L∞(0, σ0;H4(Σ0)) and it satisfies the equation (5.16) almost ev-

erywhere. By standard Grönval argument one may deduce that the strong solution to (5.16)

with zero initial datum is unique. This proves that the limiting flat flow coincides with the

classical solution for the time interval [0, σ0] and the claim follows. �

Remark 5.3. We may quantify the statement of Theorem 1.1 more precisely as follows.

Assume that E0 is C5 regular, E0 ⊂ BR0/2, satisfies the UBC with radius 2r0, and the

heightfunction in (5.11) satisfies

‖ψ0‖L2(∂E0) ≤ L0h and ‖∆∂E0ψ0‖L2(Σ0) ≤ L0

√
h.

Then there is K0 = K0(r0, R0, L0) such that if

‖∆∂E0HE0‖L2 ≤ K0 and ‖∆∂E0HE0‖H1 ≤ K0h
− 1

4

then the approximate flat flow (E(δ,h)(t))t≥0, where δ = δ(r0, R0,K0) is small, also satisfies

the UBC with radius r0, E(δ,h)(t) ⊂ BR0 and

‖∆∂E(δ,h)(t)HE(δ,h)(t)‖L2 ≤ K0 and ‖∆∂E(δ,h)(t)HE(δ,h)(t)‖H1 ≤ K0h
− 1

4

for all t ∈ [0, σ0], where σ0 = σ0(r0, R0,K0).

Remark 5.4. We note that the strong solution of (5.16) with a zero initial datum ψ(x, 0) = 0

is always unique. The argument in the proof of Theorem 1.1 implies that if the approximate

flat flow (Eδ,h(t))t≥0 is such that Eδ,h)(0) is uniformly C5-regular and Eδ,h(t) satisfies the

UBC with radius r0 and ‖∆∂Eδ,h(t)HEδ,h(t)‖L2 ≤ K0 for all t ∈ [0, σ0], then the limiting flat

flow coincides with the classical solution for the time interval [0, σ0].
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Proof of Theorem 1.2. We assume that the classical solution (Et)t∈[0,T0) exists for the time

interval [0, T0) and fix T < T0. Since the classical solution is regular in [0, T ], there are r0 > 0

and L0 > 1, depending not only on E0 but also on T , such that Et satisfies the UBC with

radius 4r0 and

(5.17) ‖∆∂EtHEt‖L2 ≤
L0

2
for all t ∈ [0, T ].

Also it holds Et ⊂ BR0/2 for some R0 = R0(T ) > 0 for all t ≤ T . As in the proof of Theorem

1.1, the heightfunction ψ0 as in (5.11) satisfies

‖ψ0‖L2(∂E0) ≤ L0h and ‖∆∂E0ψ0‖L2(Σ0) ≤ L0

√
h,

for L0 depending on E0. We choose K0 = K0(r0, R0, L0), σ0 = σ0(r0, R0,K0) and δ0 =

σ0(r0, R0,K0) as in Remark 5.3, and denote k0 ∈ N the number such that σ0 ∈ [k0h, (k0+1)h).

Note that ultimately K0, σ0 and δ0 depend on T .

Let (E(δ,hi)(t))t≥0 be the approximate flat flow associated with the chosen flat flow (Eδ(t))t≥0,

with δ < δ0, and denote the associated sequence by E
(δ,hi)
k . We simplify the notation by

Ehi(t) = E(δ,hi)(t) and Ek = E
(δ,hi)
k . We claim that for every t ∈ [0, T ] it holds

Ehi(t) satisfies the UBC with radius r0, Ehi(t) ⊂ BR0

‖∆∂Ehi (t)HEhi (t)‖L2 ≤ K0 and

‖∆∂Ehi (t)HEhi (t)‖H1 ≤ K0h
− 1

4 ,

(5.18)

for hi small. We point out that here we do not quantify the smallness of hi and we may have

to pass to another subsequence of hi. Once we have proven (5.18), the consistency follows

from Remark 5.4.

Note that by Remark 5.3, (5.18) holds for all t ∈ [0, σ0]. Let us choose any t1 ∈ [σ0, T )

for which (5.18) holds for all t ≤ t1. We will show that then (5.18) continues to hold for all

t ≤ t1 + σ0
2 . This will imply that (5.18) holds for all t ≤ T .

Assume thus that (5.18) holds for all t ≤ t1 and denote k1 the index for which t1 − σ0
2 ∈

[k1hi, (k1 + 1)hi). Since Ek1 satisfies the estimates in (5.18), we may use Proposition 4.1

and Remark 5.3 to deduce that there is σ̃ = k̃hi ≥ c̃ > 0, with σ̃ ≤ σ0, such that for all

k ∈ [k1, k1 + k̃] we may write the set Ek as

∂Ek = {x+ ψk−1(x)νEk−1
(x) : x ∈ ∂Ek−1}.

We use (5.13) to conclude

‖ψk‖2L2(∂Ek) + h

k1+k̃∑
j=k1

‖∆∂Ejψj‖
2
L2(∂Ej)

≤ Ch2
i for all k ∈ [k1, k1 + k̃],

for some constant C. Recall that σ̃ = k̃hi ≥ c̃ > 0 for all i. Therefore we obtain from above

that there is an index ki ∈ [k1, k1 + k̃/4] such that

(5.19) ‖ψki‖L2(∂Eki )
+ ‖∆∂Eki

ψki‖L2(∂Eki )
≤ Chi.
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Next we recall that since the estimates in (5.18) hold for all t ≤ t1 and kihi ≤ (k1+k̃/4)hi ≤
t1, the set Eki satisfies the UBC with radius r0 and is, in fact, uniformly C2,α-regular. Let

t̂i = kihi and define

vhi(x, t̂i) =
ψki(x)

hi
.

Then (5.19) together with Lemma 2.3 and Sobolev embedding imply that

‖vhi(·, t̂i)‖Cα(∂Ehi (t̂i))
≤ C.

By choosing a subsequence of hi if needed, we may assume that

lim
hi→0

t̂i = t̂ ∈ [t1 −
σ0

2
, t1].

Therefore we deduce by compactness that

(5.20) lim
hi→0

‖vhi(·, t̂i)‖L2(∂Ehi (t̂i))
= ‖v(·, t̂)‖L2(∂Eδ(t)),

by possible choosing another subsequence. Since we assume that (5.18) holds for all t ≤ t1,

and t̂ ≤ t1, then by Remark 5.4 the flat flow agrees with the classical solution up to t1.

Then using (5.15) with E0 replaced by E
t1−

σ0
2

, we deduce that v(·, t̂) agrees with the normal

velocity Vt of the classical solution (Et) at time t̂, i.e.,

‖v(·, t̂)‖L2(∂Eδ(t̂)) = ‖Vt̂‖L2(∂Et̂)
.

Since Vt = ∆∂EtHEt we deduce by (5.17) that

‖Vt̂‖L2(∂Et̂)
= ‖∆∂Et̂

HEt̂
‖L2(∂Et̂)

≤ L0

2
.

Therefore we conclude that it holds

‖ψki‖L2(∂Eki )
≤ L0hi,

when hi is small. By (5.19) we also have

‖∆∂Eki
ψki‖L2(∂Eki )

≤ Chi ≤ L0

√
hi.

when hi is small. Finally, since Eδ(t̂) = Et̂ satisfies the UBC with radius 4r0, then by the

uniform C2,α-regularity we also deduce that Eki = Ehi(t̂i) satisfies the UBC with radius 2r0,

when hi is small.

We apply Remark 5.3 for Eki = Ehi(t̂i) in place of E0 and deduce that the approximate

flat flow satisfies

‖∆∂Ehi (t)HEhi (t)‖L2 ≤ K0 and ‖∆∂Ehi (t)HEhi (t)‖H1 ≤ K0h
− 1

4

for all t ∈ [t̂i, t̂i+σ0]. Since t̂i ∈ [t1− σ0
2 , t1], this means that the sets Ehi(t) satisfy the bounds

in (5.18) for all t ≤ t1 + σ0
2 , when hi is small.

We note that by showing that the estimate (5.18) continues to hold from t1 to t1 + σ0
2

we might have to pass to another subsequence from the original sequence hi, but this is of

minor importance as we need to repeat the argument only finitely many times. Hence, the
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approximate flat flow Ehi(t) satisfies the bounds in (5.18) for all t ≤ T and the claim follows

from Remark 5.4. �
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(Andrea Kubin) Jyväskylän Yliopisto, Matematiikan ja Tilastotieteen Laitos, Jyväskylä, Fin-
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