
Weak solutions and sharp interface limit of the anisotropic
Cahn-Hilliard equation with disparate mobility and

inhomogeneous potential

Charles Elbar∗ Andrea Poiatti†

Abstract

We study the existence of weak solutions and the corresponding sharp interface limit of an
anisotropic Cahn-Hilliard equation with disparate mobility, i.e., the mobility is degenerate
in one of the two pure phases, making the diffusion in that phase vanish. The double-
well potential is polynomial and is weighted by a spatially inhomogeneous coefficient. In
the limit when the parameter of the interface width tends to zero, and under an energy
convergence assumption, we prove that the weak solutions converge to BV solutions of a
weighted anisotropic Hele-Shaw flow. We also add some numerical simulations to analyze
the effects of anisotropy on the Cahn Hilliard equation.
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1 Introduction

The Cahn–Hilliard equation, introduced by J. W. Cahn and J. E. Hilliard in 1958 [12], models
the phase separation process in binary alloys, known as spinodal decomposition. Unlike models
with sharp boundaries, the Cahn–Hilliard equation describes a diffuse interface between phases,
whose width is controlled by a parameter ε > 0. As ε tends to zero, interfaces sharpen, eventually
forming evolving hypersurfaces. This makes the Cahn–Hilliard model a link between phase-field
continuum models and Hele-Shaw (or Mullins-Sekerka) models, with applications in materials
science, biology, and other fields. Initially, the Cahn–Hilliard equation was assumed isotropic,
i.e., enjoying uniform physical properties in all directions. However, many real-world systems
are anisotropic, with properties like surface tension varying with interface orientation. This is
evident in crystalline materials (see, e.g., [39,56]), where atomic arrangements lead to direction-
dependent interface evolution, forming facets or corners. Another application of the anisotropic
Cahn–Hilliard equation is to model the growth of thin solid films, which has a role in the self-
organization of nanostructures (cf. [53, 57]). Anisotropy is also prevalent in biological contexts,
such as tissue mechanics, where properties like stiffness depend on the alignment of structures
like collagen fibers. In tumor growth, for instance, the interaction between cancer cells and the
extracellular matrix can result in anisotropic tumor shapes [17].
Incorporating anisotropy into the Cahn–Hilliard equation leads to the anisotropic Cahn–Hilliard
equation. When the mobility is degenerate in one of the pure phases, taking the sharp-interface
limit (ε → 0) in this setting results in an anisotropic Hele-Shaw flow, accounting for direction-
dependent effects. The presence of a space dependent potential then leads to a weighted anisotropic
Hele-Shaw flow.
In this work, we investigate the anisotropic Cahn–Hilliard equation with disparate mobility and
space dependent potential on a d-dimensional torus Ω = Td, d = 2, 3. The model reads:

∂tu = div(u∇µ), µ = −εdiv(Ap(x,∇u)) +
1

ε
Fu(x, u) in (0, T )× Ω, (1.1)

or alternatively, introducing the flux j,

∂tu = div j, j = −u∇µ = u∇
(
εdiv(Ap(x,∇u))−

1

ε
Fu(x, u)

)
in (0, T )× Ω. (1.2)

Here, T > 0 is the final time. The parameter ε > 0 relates to the interface thickness. The function
A = A(x, p) is C1 in both variables, two-homogeneous in p, and satisfies strong convexity and
growth conditions (see Assumption (A1)). The potential F (x, u) is a polynomial double-well
potential depending on (x, u) and satisfying certain assumptions (see Assumption (A2)), namely
it can be factorized as K(x)W (u), where W (u) is the standard double well quartic potential
(which is zero at the pure phases u = 0, 1) and K is a C1 strictly positive weight, representing
some heterogeneity in the material. The notation Ap and Ax denotes the gradients of A(x, p)
with respect to p and x, respectively, with similar definitions for Fu and Fx. Observe that the
mobility u in front of ∇µ degenerates only in one phase, that is u = 0. This is different from the
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standard degenerate mobility case, in which the mobility degenerates in both the phases u = 0
and u = 1.
Our main goal is to prove the existence of global weak solutions for (1.1) under the stated
assumptions and to analyze the sharp interface limit as ε → 0. In particular, we show that,
assuming an appropriate energy convergence assumption, a weak solution of the anisotropic
Cahn–Hilliard equation converges to a solution of the anisotropic weighted Hele–Shaw flow. We
also add some numerical experiments to study the effects of anisotropy in the Cahn-Hilliard
equation.
System (1.1) comes with two functionals, useful to obtain suitable estimates. First of all, the
system can be viewed as the Wasserstein gradient flow of the energy functional

E[u] :=

∫
Ω
εA(x,∇u(x)) + 1

ε
F (x, u(x)) dx. (1.3)

In particular the solutions of (1.1) decrease along the energy. A key auxiliary functional we also
use is the so-called entropy :

Φ(u) :=

∫
Ω
u(x) log u(x) dx. (1.4)

Energy and entropy formally satisfy the relations

dE

dt
+

∫
Ω
u |∇µ|2 dx = 0, (1.5)

dΦ

dt
+

∫
Ω
(div(Ap(x,∇u))− Fu(x, u))∆u dx = 0. (1.6)

The previous identities are crucial to find a priori estimates and prove existence of weak solutions
and the sharp interface limit, as these two results are based on compactness arguments.
Concerning the sharp interface limit as ε → 0, given a solution (uε, jε) satisfying for any ε > 0
equations (1.1) in suitable weak form, the main ingredient is the energy estimate (1.5), which
allows to control the main quantity through the well-known Modica–Mortola trick [50], namely,
defining

ψ(s) = 2

∫ s

0

√
W (r) dr. (1.7)

we can control in L1 the gradient of ψ ◦ uε by means of the energy inequality (1.5). This allows
to obtain the desired compactness for passing to the limit.
Another essential ingredient is the observation that from the second identity in (1.2), after some
simple computations, we have

jε = −div Tε +
1

ε
Fx(x, uε) + εAx(x,∇uε)

+∇
(
ε∇uε ·Ap(x,∇uε) +

1

ε
uεFu(x, uε)− div(εuεAp(x,∇uε))

)
, (1.8)

where Tε denotes the anisotropic energy stress tensor

Tε :=

(
εA(x,∇uε) +

1

ε
F (x, uε)

)
Id− ε (∇uε ⊗Ap(x,∇uε)) (1.9)

Observe that the right-hand side of (1.8), excluding the terms with Fx and Ax (which indeed are
less standard and need to be treated more carefully), is in divergence form, which allows to test
by smooth test functions and integrate by parts, obtaining that the resulting weak formulation
has good compactness properties, so that given a sequence of weak solutions, one only has to
guarantee energy convergence to prove that the limit is a weak solution itself. Indeed, one only
needs to pass to the limit in first-order terms.
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In conclusion, to pass to the limit as ε→ 0 in the weak formulation of (1.8) we will exploit two
different methods, i.e., by means of a suitable version of Reshetnyak continuity theorem (similar
to [16]) and by means of an anisotropic tilt excess approach (in the spirit of [40,43,44]).
We now review in the section below the existing literature on the Cahn–Hilliard equation and
the study of its sharp interface limit.

1.1 Literature review

To get a better understanding of the results presented here, we begin by revisiting the well-known
isotropic Cahn-Hilliard equation, which can be seen as a particular case of our study when

A(x,∇u) = 1

2
|∇u|2 and F (x, u) = u2(1− u)2.

This isotropic model has been extensively studied, providing a solid basis of techniques that we
adapt to the anisotropic setting. We first summarize results on the well-posedness of the isotropic
Cahn-Hilliard equation and then revisit the literature on its sharp interface limit. Although
the anisotropic version of the Cahn-Hilliard equation is relatively new, it has been rigorously
investigated in some specific cases. In particular, the framework on the anisotropy that we use
here is based on previous research. Finally, we mention some results on the anisotropic Allen-
Cahn equation, which shares the same energy functional but is the gradient flow with respect to
a different metric (L2 distance instead of the Wasserstein distance adopted in our setting).

1.1.1 Isotropic Cahn-Hilliard equation: well posedness

The isotropic Cahn–Hilliard equation is written in its simplest form as

∂tu− div(m(u)∇µ) = 0, µ = −ε∆u+
1

ε
F ′(u).

This equation has now been extensively studied and a series of works has proven well-posedness
results under various assumptions on m(u) and F (u).
When the mobility is constant, i.e., m(u) ≡ 1, the equation simplifies considerably. In that
case, the classical proofs often rely on a Galerkin scheme for proving existence. Typically, one
constructs approximate solutions by projecting the PDE onto finite-dimensional subspaces, and
then use compactness arguments to pass to the limit. Under these non-degenerate conditions,
uniqueness is usually proven via a Gronwall-type argument.
A more delicate situation is when the mobility function can vanish for some values of u. The
equation is referred to as the Cahn–Hilliard equation with degenerate mobility when the mobility
degenerates in both the pure phases u = 0, 1, and Cahn–Hilliard equation with disparate mobility
when the mobility degenerates only in one pure phase, say u = 0. The pioneering work of Elliott
and Garcke [26] proved the existence of weak solutions in this degenerate setting, though the
uniqueness problem remains largely open.
Regarding the choice of potential F , which usually does not depend on space, two general cat-
egories are widely studied: smooth double-well potentials where F is a polynomial-function
with two minima [18], singular double-well potentials which might involve logarithmic terms, or
other singularities to ensure strict phase separation [26]. We refer to [30, 49] for some updated
results about the instantaneous strict separation from pure phases in the case of constant mo-
bility and singular potential. In conclusion, note that, the two-phase (isotropic or anisotropic)
Cahn-Hilliard equation has been also extended to the case of multi-component mixtures (see,
e.g., [27–29,34]).

Gradient Flow Approaches and JKO Scheme. Another perspective to prove well-posedness
of the Cahn-Hilliard equation is to view it as a gradient flow of an energy functional. In the
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case of the disparate mobility m(u) = u, this is a gradient flow in the Wasserstein metric W2.
In particular, one uses the well-known Jordan–Kinderlehrer–Otto (JKO) scheme to construct
a time-discrete approximation and then pass to the limit where the discretization parameter is
sent to 0. For general concave mobilities m(u), adapting the JKO scheme requires considering
modified Wasserstein distances introduced in [21]. The JKO approach has been followed in many
works including [13,14,40,46].

1.1.2 Isotropic Cahn-Hilliard equation: sharp interface limit

Consider the minimization problem

min

{
Eε[u] : u ≥ 0,

∫
Ω
u = m

}
,

where Eε[u] is the energy defined in (1.3). In the isotropic case, if we let uε be a minimizer of
the previous problem, and λε be the Lagrange multiplier associated to the mass constraint we
obtain:

λε = −ε∆uε +
1

ε
F ′(uε).

λε is often referred as the chemical potential. In this setting, it was conjectured by Gurtin
in [35] and then proven by Luckhaus and Modica in [47] that λε → λ, where λ is related to
the constant sum of principal curvatures of the interface. This result corresponds to the Gibbs-
Thomson relation for surface tension. Incorporating anisotropy and spatial heterogeneity in the
gradient term, Cicalese et. al. [16] showed that a similar result holds, yielding an anisotropic
Gibbs-Thomson relation.
These results are at the basis of the sharp interface limit we aim to study. Indeed, in the
Cahn-Hilliard equation the chemical potential is defined as

µε = −εdiv(Ap(x,∇uε)) +
1

ε
Fu(x, uε) = −ε∆uε +

1

ε
F ′(uε) (in the isotropic case).

In this case µε is not a Lagrange multiplier anymore and therefore it is not a constant, but
rather a function. It is the first variation of the the energy functional Eε[uε]. However many
ideas already applied in [47] and [16] still apply here, as shown in [43].
Concerning the sharp interface limit of the Cahn-Hilliard equation, a classical starting point is
the work of Alikakos [1], where the author considered the Cahn–Hilliard equation with constant
mobility and proved rigorously the convergence result ε → 0 toward classical solutions of the
Mullins-Sekerka flow. Later, Chen [15] proved the result using a varifold framework.

The idea behind the varifold setting is quite natural once one notices that, in some cases, there
may be hidden interfaces inside a region where the limiting solution is constant. Specifically,
one might see an interface with a positive contribution to the total energy, even though the
phase-field variable remains at (say) 1 on both sides. These hidden or phantom interfaces are
not captured by a strict characteristic-function, or BV , description. This suggests that BV
solutions may not be the best framework to understand all the scenarios taking place as ε→ 0.
Hence, one is naturally led to refined solution concepts, such as those using varifolds or suitably
weaker formulations of the moving interface.

On the other hand, if one is willing to impose additional conditions ruling out phantom inter-
faces, and in general any loss of interface measure, one may work under an energy convergence
assumption (see, for example, the energy condition in (2.22) that we impose) to obtain stronger
notions of weak solutions. This assumption is quite classical and has been used in a different
series of works [36,38,40,43,44,48]. In the work [40], for instance, such an assumption allows to
recover a stronger weak solution (BV solution) description for the (isotropic) Hele–Shaw flow in
the sharp interface limit. We follow a similar line of reasoning here.

5



A natural question is if it is possible to drop the assumption on the energy convergence and still
obtain a limit in the varifold sense. This is left as an open problem: in the isotropic Cahn–Hilliard
setting, the usual strategy is to show that the so-called discrepancy measure

ξε(uε) =
ε

2
|∇uε|2 −

1

ε
F (uε),

is non-positive. However, in the anisotropic framework, one might consider

ξε(uε) = εA(x,∇uε)−
1

ε
F (x, uε),

where A is a (possibly non-constant) matrix describing the interfacial energy. Even in the simpler
situation where A is constant, it seems complicated to show that this discrepancy measure
remains non-positive, preventing us from proving the convergence in a purely varifold setting
free of extra hypotheses. We also refer to [4,41,45] for works on the study of the sharp interface
limit of the isotropic Cahn-Hilliard equation. Finally, we mention that another link between
Cahn-Hilliard and free boundary models can also be obtained via incompressible limits (see,
e.g., [24, 25]).

1.1.3 The anisotropic Cahn-Hilliard and Allen-Cahn equations

The anisotropic Cahn-Hilliard equation has been used to study snow crystal growth, solidification
of metals and self organization of nanostructures in [5,6,22,23,53]. The well-posedness has been
tackled in different papers. We refer to [33] for the well-posedness and further properties in the
setting of constant mobility. In the degenerate mobility setting, and for a particular anisotropic
energy, we refer to [22]. Finally, we mention [32], concerning the existence of weak solutions with
degenerate mobility in the setting of, and with a similar approach to, Elliott and Garcke [26].
We also mention the anisotropic Allen-Cahn equation, which is the L2 gradient flow of the
anistropic Ginzburg Landau energy (1.3). This equation has been studied in [42] in the anisotropic
setting.
In conclusion, concerning the spatial dependence of the potential F , here we assume that F
factorizes in the product of two terms K(x)W (u), the first factor depending on x and the
second one depending on the phase-field u. This approach has been adopted in many works,
especially concerning the sharp interface limit of some variants of Allen-Cahn equation (see, for
instance, [51, 52]). More general inhomogeneous potentials have been taken into consideration
in [9]. The technique introduced in the former has been extended to the sharp interface limit of an
Allen-Cahn equation with spatial dependent double-well potential, under suitable assumptions,
in [31]. Here the authors prove that, under the usual energy convergence assumption, the model
converges to a weighted mean curvature flow in the sharp interface limit. We observe that so
far we are not aware of any result in the literature concerning the sharp interface limit of the
Cahn-Hilliard equation with degenerate (or disparate) mobility and spatial dependent double
well potential. Our result is thus also new in this direction.

Contents of the paper

In the next section, we detail our notations and the functional settings. We then introduce the
Finsler metric framework, which is commonly used to study anisotropic problems, and provide
technical results related to BV functions. Following this, we present our main theorems on
the existence of weak solutions and the convergence to a weighted anisotropic Hele-Shaw flow
as ε → 0. Section 3 is then dedicated to the existence of weak solutions, that is the proof of
Theorem 2.8. The proof is achieved with the JKO scheme. In the first subsection we recall some
preliminaries and useful tools in optimal transport and JKO scheme and the second subsection
is dedicated to the proof. Section 4 is dedicated to the sharp interface limit under a standard
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energy convergence assumption, that is the proof of Theorem 2.11. We prove this theorem using
two different approaches, by means of a suitable version of Reshetnyak continuity theorem and
by means of an anisotropic tilt excess approach. Section 5 is then dedicated to some numerical
simulation. In conclusion, in the appendix we prove a lemma related to the anisotropic version
of Reshetnyak continuity theorem.

2 Preliminaries and main results

2.1 Notation and functional settings

We assume, for the sake of simplicity, that Ω is the d-dimensional torus (or, more generally, any
domain where periodic boundary conditions are imposed). We denote by Ld the d-dimensional
Lebesgue measure. On the other hand Hm is the m-dimensional Hausdorff measure. We then
denote by Ck(Ω), k ∈ N ∪ {∞}, the space of continuous functions in Ω which are k-times
continuously differentiable, as well as by Ckc (Ω) the space of continuous functions with compact
support in Ω which are k-times continuously differentiable The Sobolev spaces are denoted as
usual by W k,p(Ω), where k ∈ N and 1 ≤ p ≤ ∞, with norm ∥ · ∥Wk,p . The Hilbert space
W k,2(Ω) is indicated by Hk(Ω) with norm ∥ · ∥Hk . Note that we additionally denote, for k = 0,
∥·∥ = ∥·∥L2 . Also, for fractional Sobolev spaces we write Hs(Ω) for any s ∈ (0, 1), to indicate
the fractional space W s,2, with s ∈ (0, 1). Let now X be a Banach space. We denote by
Lq(a, b;X), 0 ≤ a ≤ b, q ∈ [1,∞], the Bochner space of X-valued q-integrable (or essentially
bounded functions). Moreover, given a generic interval J , the function space C∞

c (J ;X) denotes
the vector space of all C∞-functions f : J → X with compact support in J .

2.2 Finsler metric

We define a map
ϕ : Ω× Rd → [0,+∞),

which is strictly convex, in the sense that, for any x ∈ Ω, the map ϕ2(x, ·) is strictly convex on
Rd. Also assume that ϕ is continuous and satisfies the following properties:

ϕ(x, t ξ) = |t|ϕ(x, ξ) for all x ∈ Ω, ξ ∈ Rd, t ∈ R, (2.1)
λ |ξ| ≤ ϕ(x, ξ) ≤ Λ |ξ| for some 0 < λ ≤ Λ <∞. (2.2)

These two conditions express the positive 1-homogeneity of ϕ in the second argument and give
uniform bounds, so that ϕ(·, ·) defines a Finsler norm (with x-dependence).
Let Bϕ(x) be the (convex) unit ball associated to ϕ, at a point x ∈ Ω, that is

Bϕ(x) = {ξ ∈ Rd, ϕ(x, ξ) ≤ 1}.

The dual Finsler function ϕ◦ : Ω× Rd → [0,+∞) is defined by

ϕ◦(x, ξ∗) = sup{ ξ∗ · ξ : ξ ∈ Bϕ(x)},

and we let Bϕ◦(x) be the convex unit ball associated to ϕ◦, at a point x ∈ Ω, that is

Bϕ◦(x) = {ξ∗ ∈ Rd, ϕ◦(x, ξ∗) ≤ 1}.

One may verify that ϕ◦ also satisfies properties (2.1)–(2.2), and ϕ◦◦ equals the convex envelope
of ϕ. For a vector ν ∈ Sd−1, the ϕ-vector νϕ(x) and nϕ(x) are defined as

νϕ(x) =
ν

ϕ◦(x, ν)
, nϕ(x) = ϕ◦ξ(x, νϕ), (2.3)
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where ϕ◦ξ denotes the partial derivative of ϕ◦ with respect to the vector ξ. Formally, νϕ(x) rescales
the Euclidean unit normal so that it becomes a Finsler unit normal, while nϕ(x) can be seen as
the corresponding dual vector in the co-tangent space. Observe that the following elementary
properties can be proven (see, e.g., [8, Section 2.1]):

Lemma 2.1 (Elementary Properties of ϕ and ϕ◦). For each x ∈ Ω and for all ξ, ξ∗ ∈ Rd \ {0},
it holds:

(i) ϕ◦ξ(x, tξ
∗) =

t

|t|
ϕ◦ξ(x, ξ

∗), ϕ◦ξξ(x, tξ
∗) =

1

|t|
ϕ◦ξξ(x, ξ

∗), for all t ̸= 0.

(ii) ϕ(x, ξ) = ϕξ(x, ξ) · ξ, ϕ◦(x, ξ∗) = ϕ◦ξ(x, ξ
∗) · ξ∗.

(iii) ϕ(x, ϕ◦ξ(x, ξ
∗)) = ϕ◦(x, ϕξ(x, ξ)) = 1.

In particular,
νϕ(x) · nϕ(x) = 1,

which follows immediately upon noting that νϕ(x) ∈ ∂Bϕ(x) is precisely the dual direction to
nϕ(x) ∈ ∂Bϕ◦(x).

Consider now E ⊂ Rd with C2 boundary, and define, for any x ∈ ∂E, ν(x) as the unit inner
normal to ∂E at x. For a given C1 vector field X : ∂E → Rd we define the ϕ − tangential
divergence of X on ∂E (see [16]) as

divϕX = tr
[
(Id− nϕ ⊗ νϕ)∇X̃ + ϕ◦x(x, νϕ)⊗ X̃

]
,

where X̃ is a smooth extension of X to a neighborhood of ∂E. Extending also to a neighborhood
of ∂E the vector fields νϕ and nϕ by regular fields without relabeling, we can introduce the
ϕ-mean curvature Hϕ of ∂E as

Hϕ = −divϕnϕ.

In conclusion, as in [16], we report here a theorem which will be useful in showing that the
weak formulation of the Hele-Shaw flow obtained in the sharp interface limit is coherent with
the strong one, as long as we assume a smooth solution. For a proof we refer to (2.3) and (3.2)
in [7].

Theorem 2.2. Let E ⊂ Rd be an open set with C2 boundary. Let U ⊂ Rd be a neighborhood of
∂E and g ∈ C1

c (U ;Rd). Then∫
∂E
Hϕνϕ · g ϕ◦(x, ν) dHd−1 = −

∫
∂E

divϕg ϕ
◦(x, ν) dHd−1.

2.3 BV functions and anisotropic perimeters

We recall here the basic definitions of BV functions and the notion of anisotropic perimeter.
Given a vector-valued measure µ on Ω, we denote by |µ| its total variation and we adopt the
notation M(Ω) (M+(Ω), respectively) for the set of all signed (positive, respectively) Radon
measures on Ω with bounded total variation. The Lebesgue measure of a set E is indicated by
|E|. Recall that u ∈ L1(Ω) belongs to the space BV (Ω) of functions of bounded variation if its
distributional derivative Du belongs to M(Ω), where we denote by Du the Rd-valued measure
whose components are D1u, . . . ,Ddu. A set E is of finite perimeter in Ω if its characteristic
function χE ∈ BV (Ω) and we denote by PΩ(E) = |DχE |(Ω) the perimeter of E in Ω. The family
of sets of finite perimeter can be identified with the functions u ∈ BV (Ω; {0, 1}). It holds that
for E = {x ∈ Ω : u(x) = 1},

PΩ(E) = |Du|(Ω) = Hd−1(∂∗E ∩ Ω),
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where ∂∗E is the reduced boundary of E. We now revise the definitions and some properties
of the anisotropic total variation for BV -functions and introduce the anisotropic perimeter. We
start with the definition of the anisotropic ϕ-total variation (where ϕ is defined in Section 2.2)
of the d-dimensional measure µ ∈ Md(Ω) as

|µ|ϕ(Ω) := sup

{∫
Ω
σ · dµ; σ ∈ Cc(Ω;Rd), σ(x) ∈ Bϕ(x)

}
.

Let u ∈ BV (Ω). The anisotropic ϕ-total variation of its (weak) gradient Du is then

|Du|ϕ(Ω) = sup

{∫
Ω
udivσ dx; σ ∈ C1

c (Ω;Rd), σ(x) ∈ Bϕ(x)

}
(2.4)

Note that by the hypotheses on ϕ, from Theorem 5.1 in [2] we have that the ϕ-total variation is
L1(Ω)-lower semicontinuous and admits the following integral representation

|Du|ϕ(Ω) =
∫
Ω
ϕ◦(x, νu)d|Du|, ∀u ∈ BV (Ω),

where νu := Du
|Du| , is the Radon-Nikodym derivative of Du with respect to its total variation.

Clearly, if ϕ◦(x, ξ) = |ξ| then the ϕ-total variation |Du|ϕ(Ω) agrees with |Du|(Ω). We now set the
definition and some properties of anisotropic perimeters. Let E ⊂ Rd be a set of finite perimeter
in Ω. Given K ∈ C(Ω) such that infx∈ΩK(x) ≥ K∗ > 0, we define the weighted ϕ-anisotropic
perimeter of E in Ω as

PK
ϕ (E) =

∫
∂∗E∩Ω

√
K(x)ϕ◦(x, ν(x))dHd−1, (2.5)

where ν is the measure theoretic unit inner normal to ∂∗E. Observe that it holds PK
ϕ (E) =

|
√
K(·)DχE |ϕ(Ω) =

√
K(·)|DχE |ϕ(Ω).

To conclude this section, we present some useful lemmas concerning geometric measure theory.
First, we observe that we can state the following result, which can be proven in the very same
way as in [44, Lemma 2.5], thanks to Lemma 2.1:

Lemma 2.3. Let G ∈ L1(Ω)d, and let ϕ be as in Section 2.2. Then∫
Ω
ϕ◦(x,G) dx = sup

η

{∫
Ω
G · η dx

}
,

where the supremum is taken over all η ∈ C1(Ω)d such that η(x) ∈ Bϕ(x) for any x ∈ Ω.

Another technical lemma concerns an analogous of the weak* convergence for BV functions de-
pending on time. Following the notation in [3, Definition 2.27], given a function v ∈ L1(0, T ;M(Ω)),
we set L1

|(0,T ) ⊗ v(t) the measure such that

L1
|(0,T ) ⊗ v(t)(B) :=

∫ T

0

(∫
Ω
χB dv(t)

)
dt, ∀B ∈ (0, T )× Ω.

Lemma 2.4. Let {vk}k ⊂ L1(0, T ;BV (Ω)) such that vk(t) → v0(t) in L1(Ω) for almost any
t ∈ (0, T ). If additionally there exists C > 0 such that

sup
k

|Dvk(t)|(Ω) ≤ C, for almost any t ∈ (0, T ), (2.6)

then v0 ∈ L1(0, T ;BV (Ω)) and it holds

L1
|(0,T ) ⊗Dvk(t)

∗
⇀ L1

|(0,T ) ⊗Dv0(t), in M((0, T )× Ω) as k → ∞. (2.7)
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Proof. First, observe that, thanks to the L1(Ω) convergence t-a.e. and (2.6), by [3, Proposition
3.13] it holds Dv0(t) ∈ M(Ω) for almost any t,

Dvk(t)
∗
⇀ Dv0(t), in M(Ω) as k → ∞,

for almost any t ∈ (0, T ), and also

|Dv0(t)|(Ω) ≤ lim inf
k→∞

|Dvk(t)|(Ω) ≤ C, for a.a. t ∈ (0, T ),

entailing v0 ∈ L1(0, T ;BV (Ω)). Let us consider, wlog, h ∈ Cc((0, T )×Ω) such that |h| ≤ 1, then
h(t, ·) ∈ Cc(Ω) and thus it holds, for almost any t ∈ (0, T ),∫

Ω
h(t, x) dDvk →

∫
Ω
h(t, x) dDv0, as k → ∞.

Moreover, observe that, by (2.6),∣∣∣∣∫
Ω
h(t, x) dDvk

∣∣∣∣ ≤ sup
k

|Dvk(t)|(Ω), for a.a. t ∈ (0, T ),

and supk |Dvk(t)|(Ω) ∈ L1(0, T ) by (2.6). This entails, by Lebesgue’s dominated convergence
Theorem, that ∫ T

0

∫
Ω
h(t, x) dDvk dt→

∫ T

0

∫
Ω
h(t, x) dDv0 dt, as k → ∞,

for any h ∈ Cc((0, T )× Ω), which is exactly (2.11). The proof is concluded.

The last lemma we propose here is the generalization for time-varying BV functions of [16, Lemma
3.7], which is an anisotropic version of the Reshetnyak continuity theorem. We postpone its proof
to the appendix.

Lemma 2.5. Let {vk}k, v0 ∈ L1(0, T ;BV (Ω)) such that the assumptions of Lemma 2.4 hold.
Let also K ∈ C(Ω) such that infx∈ΩK(x) ≥ K∗ > 0. If additionally {Dvk}k ⊂ L1(0, T ;L1(Ω))
and

lim
k→∞

∫ T

0

∫
Ω
ϕ◦
(
x,
√
K(x)Dvk(t)

)
dx =

∫ T

0

∣∣∣√K(x)Dv0(t)
∣∣∣
ϕ
(Ω) dt, (2.8)

then for any function F (t, x, p) ∈ C([0, T ]× Ω× Rd) satisfying

F (t, x, sp) = sF (t, x, p) for (t, x) ∈ [0, T ]× Ω, p ∈ Rd, s ≥ 0,

and

F (t, x, p) = 0 for (t, x) ̸∈ K0, p ∈ Rd, (2.9)

with K0 a fixed compact subset of (0, T )× Ω, we have

lim
k→∞

∫ T

0

∫
Ω
F
(
t, x,

√
K(x)Dvk

)
dx dt =

∫ T

0

∫
Ω
F

(
t, x,

νv0
ϕ◦(x, νv0)

)
d
∣∣∣√K(x)Dv0

∣∣∣
ϕ

dt,

(2.10)

where νv0 := Dv0
|Dv0| .
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2.4 General assumptions

(A1) The function A : Ω × Rd → R belongs to C2(Ω × (Rd \ {0})) ∩ C1(Ω × Rd), it is positive
on Ω× (Rd \ {0}), and positively two-homogeneous in the second variable:

A(x, λp) = λ2A(x, p) for all x ∈ Ω, λ > 0 and p ∈ Rd.

This implies that Ap(x, p) is positively 1-homogeneous in the second variable and that there
exist A0, A1, a1 with 0 < A0 ≤ A1 and a1 > 0 such that

A0|p|2 ≤ A(x, p) ≤ A1|p|2, |Ap(x, p)| ≤ a1|p|

for all x, p ∈ Rd × Rd. Additionally, we assume that A(x, ·) is strongly convex for any
x ∈ Ω. More precisely the gradient with respect to the second variable Ap : Ω× Rd → Rd
is assumed to be (uniformly in x) strongly monotone in the second variable, i.e. , there
exists C0 > 0 such that(

Ap(x, p)−Ap(x, q)
)
· (p− q) ≥ C0|p− q|2 for all x ∈ Ω, p ̸= q ∈ Rd. (2.11)

Finally we assume
|Ap,x(x, p)| ≤ a2(x)|p|

for some a2(x) ∈ R.

(A2) Concerning the double well potential, that we let depend on x, we assume that F is
factorized in the form

F (x, u) := K(x)W (u) := K(x)u2(1− u)2,

where K ∈ C1(Ω) is such that infx∈ΩK(x) ≥ K∗ > 0.

Remark 2.6. The uniform strong convexity assumptions on A seem necessary for the existence
of weak solutions but can be weakened to only strict convexity, for any x ∈ Ω, for the sharp
interface limit, as explained in Remark 2.12.

2.5 Main results

We study existence of weak solutions, in the sense below, for the system (1.1).

Definition 2.7 (Weak solutions to Chan-Hilliard equation with disparate mobility). We say
that (u, j) is a weak solution to the anisotropic Cahn-Hilliard equation with disparate mobility
and initial condition u0 if:

• (u, j) have regularity

u ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ∩ L∞(0, T ;L4(Ω)), ∂tu ∈ L2(0, T ; (H8/5(Ω))′),

j ∈ L2(0, T ;L8/5(Ω)),

A(x,∇u) ∈ L∞(0, T ;L1(Ω)), F (x, u) ∈ L∞(0, T ;L1(Ω)),

Ap(x,∇u) ∈ L∞(0, T ;L2(Ω)), Ax(x,∇u) ∈ L∞(0, T ;L1(Ω)),

Fu(x, u) ∈ L∞(0, T ;L4/3(Ω)), Fx(x, u) ∈ L∞(0, T ;L1(Ω)),
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• (u, j) satisfy the weak formulation: for all ζ ∈ C1
c ([0, T )× Ω), ξ ∈ C2

c ((0, T )× Ω;Rd),∫
Ω
u0ζ(·, t) +

∫ T

0

∫
Ω
u∂tζ + j · ∇ζ dx dt = 0,∫ T

0

∫
Ω
j · ξ dx dt =

∫ T

0

∫
Ω

(
(εA(x,∇u) + 1

ε
F (x, u))Id− ε∇u⊗Ap(x,∇u)

)
: ∇ξ dx dt

+

∫ T

0

∫
Ω

1

ε
Fx(x, u) · ξ dx dt+

∫ T

0

∫
Ω
εAx(x,∇u) · ξ dx dt

−
∫ T

0

∫
Ω
(ε∇u ·Ap(x,∇u) +

1

ε
uFu(x, u))divξ dx dt

−
∫ T

0

∫
Ω
εuAp(x,∇u) · ∇divξ dx dt.

(2.12)

• (u, j) satisfy the energy inequality for almost any T ′ ∈ [0, T ]

E[u(·, T ′)] +

∫ T ′

0

∫
Ω

|j|2

u
dx dt ≤ E[u0].

Here (H8/5(Ω))′ is the topological dual of H8/5(Ω). We now state our main result concerning
existence of weak solutions under the above assumptions. Without loss of generality we assume
that the initial condition is a probability measure, i.e., u0 ∈ M+(Ω) and |u0|(Ω) = 1. We denote
this space as P(Ω).

Theorem 2.8 (Existence of Weak Solutions). Suppose u0 ∈ P(Ω) ∩H1(Ω) satisfies

Φ[u0] + E[u0] < +∞

where Φ is the entropy (1.4). Assume that A(x, p) and F (x, u) satisfy Assumptions (A1) and
(A2), respectively. Then there exists a weak solution (u, j) to (1.1) on [0, T ] in the sense of
Definition 2.7.

In what follows, we will set ϕ◦ =
√
A and let ε > 0. To emphasize the dependence on ε, we add

an index to the energy E, so that Eε is defined as

Eε(u) = ε

∫
Ω
A(x,∇u)dx+

1

ε

∫
Ω
F (x, u)dx, (2.13)

where F (x, u) = K(x)W (u), with K ∈ C1(Ω) such that infx∈ΩK(x) ≥ K∗ > 0.
In accordance with the presentation in [40], we keep the same notations and introduce the notion
of well-prepared initial data: assume that the sequence of initial data u0,ε ≥ 0 is such that

sup
ε>0

Eε(uε,0) < +∞,
1

|Ω|

∫
Ω
uε,0 dx = 1, ∀ε > 0,

as well as {
uε,0 → χΩ0 , in L1(Ω),

Eε(uε,0) → c0PK
ϕ (Ω0),

(2.14)

as ε→ 0, where Ω0 ⊂ Ω is an open bounded subset of Ω with sufficiently smooth boundary, and
c0 := ψ(1), with ψ(s) :=

∫ s
0 2
√
W (τ)dτ . Recall that χA denotes the indicator function of the

measurable set A ⊂ Rd. The conditions above are sufficient to guarantee, for any fixed ε > 0,
the existence of a weak solution (uε, jε) to the anisotropic Cahn-Hilliard equation, by means of
Theorem 2.8. From now on we set E0 := supε>0Eε(uε,0).
First we give a notion of solutions to the anisotropic weighted Hele–Shaw flow in the classical
sense.

12



Definition 2.9. Let d = 2, 3 and T ∈ (0,∞). Let Ω̃ := {Ω(t)}t∈[0,T ] be a family of open subsets
of Ω with smooth boundary, such that Ω̃ evolves smoothly in time and Ω(t) is simply connected
for any t ∈ [0, T ]. Assume also that the flux j : [0, T ]×Ω → Rd is smooth. We say that Ω̃ and j
solve the anisotropic weighted Hele–Shaw equations in the classical sense if they satisfy:{

divj = 0 in Ω(t),

V = −j(·, t) · ν, on ∂Ω(t),
(2.15)

and {
j(·, t) = −∇p(·, t), in Ω(t),

−c0Hϕ(t)
√
K + c0∇

√
K · nϕ = p(·, t), on ∂Ω(t).

(2.16)

Here, c0
√
K denotes the anisotropic weighted surface tension, ν the inner normal to ∂Ω(t), Hϕ

denotes the anisotropic mean curvature of the free boundary ∂Ω(t), evolving with normal velocity
V (in the direction of the outer normal), and nϕ is its normal vector in the sense of (2.3). In
this sharp-interface model, the flux j can be viewed as a fluid velocity, and p can be interpreted
as pressure. As observed in [40], equations (2.15) state that the flow is incompressible and that
the free boundary is transported by the fluid velocity. Equations (2.16) are Darcy’s law the first
one, whereas the second one is the force balance along the free boundary between capillary forces
and pressure.
We also define the notion of weak solution to the anisotropic weighted Hele-Shaw flow:

Definition 2.10. Let d = 2, 3 and T ∈ (0,∞). Let Ω̃ := {Ω(t)}t∈[0,T ] be a family of finite
perimeter sets and let j ∈ L2(0, T ;L2(Ω;Rd)). We say that the pair (Ω̃, j) is a weak solution to
the anisotropic weighted Hele-Shaw flow if

• For all ζ ∈ C1([0, T )× Ω) we have∫
Ω
χΩ0ζ(·, t) dx+

∫ T

0

∫
Ω
χΩ(t)∂tζ + χΩ(t)j · ∇ζ dx dt = 0, (2.17)

where χΩ(t)(t, x) = χΩ(t)(x).

• For all ξ ∈ C1((0, T )× Ω;Rd) with divξ = 0 we have∫ T

0

∫
Ω(t)

ξ · j(·, t) dx dt

= c0

∫ T

0

∫
∂∗Ω(t)

tr
[
(Id− nϕ ⊗ νϕ)∇ξ +

(
ϕ◦x(x, νϕ) +

∇K(x)

2K(x)

)
⊗ ξ

]√
K(x)ϕ◦(x, ν)dHd−1 dt,

(2.18)

where we recall ϕ◦ =
√
A and c0 = 2

∫ 1
0

√
W (s)ds.

• For almost any T ′ ∈ [0, T ] we have

c0PK
ϕ (Ω(T ′)) +

∫ T ′

0

∫
Ω(t)

|j|2 dx dt ≤ c0PK
ϕ (Ω0). (2.19)

Morever,we will see that, if j and Ω̃ are smooth and are a weak solution to the anisotropic
weighted Hele–Shaw flow, then the pair (Ω̃, j) solves the anisotropic weighted Hele–Shaw flow in
the classical sense.
We can now state our convergence theorem:
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Theorem 2.11. Let (uε, jε) be weak solutions to the Cahn–Hilliard equation with well prepared
initial data as above. Then there exists a subsequence εl → 0 and a family of finite perimeter
sets Ω̃ := {Ω(t)}t∈[0,T ] ⊂ Ω such that the following hold:

• We have

uεl → χ
Ω̃
, strongly in Lp(0, T ; Lq(Ω)) ∀ 1 ≤ p <∞, 1 ≤ q < 4. (2.20)

• There exists j ∈ L2(0, T ;L2(Ω;Rd)) such that

jεl ⇀ χΩ(t)j, (2.21)

weakly in L2((0, T );L1(Ω;Rd)).

• If in addition to (2.20) and (2.21) it holds

lim sup
l→∞

∫ T

0
Eεl(uεl(·, t)) dt ≤

∫ T

0
c0PK

ϕ (Ω(t)) dt, (2.22)

then (Ω̃, j) is a weak solution to the anisotropic weighted Hele-Shaw flow in the sense of
Definition 2.10.

• If j is sufficiently smooth and Ω(t) evolves smoothly and is simply connected for all t, then
(Ω̃, j) is also a classical solution to the anisotropic weighted Hele–Shaw flow (2.15)-(2.16).

Remark 2.12. In the proof of Theorem 2.11 we follow two different approaches. The first
makes use of a suitable anisotropic version of Reshetnyak continuity theorem (see Lemma 2.5)
as already exploited in [16]. The second one makes use of an anisotropic tilt excess to pass to
the limit as in [44]. Notice that in the latter approach we need slightly more regularity on A.
Indeed, if the Reshetnyak approach requires only that A(x, ·) is strictly convex for any x ∈ Ω,
the tilt excess argument requires uniform strong convexity (see (2.11)).

3 Proof of Theorem 2.8: Existence of weak solutions

In this section, we prove the existence of weak solutions to (1.1), as stated in Theorem 2.8. The
proof is in the spirit of [13,14,40,46] and is structured as follows:

1. We use a time-discrete approximation, specifically the Jordan–Kinderlehrer–Otto (JKO)
scheme, which interprets (1.1) as a Wasserstein gradient flow of the energy E[·] defined in
(1.3).

2. We show that each step of the scheme is well-defined and construct the constant interpo-
lation curve of these steps.

3. We obtain uniform a priori estimates for the discrete curve uτ , including bounds in L∞(0, T ;H1(Ω))
and L2(0, T ;H2(Ω)), using the flow interchange lemma (see Lemma 3.1).

4. Using compactness arguments, we prove that a subsequence uτ converges to u.

5. We identify the limit u as a weak solution to (1.1), as defined in Definition 2.7.
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3.1 Preliminaries on the JKO scheme and optimal transport

We build solutions to the anisotropic Cahn-Hilliard equation using the JKO scheme. This varia-
tional scheme was introduced in 1998 [37] in the case of the Fokker-Planck equation. The result
is based on the observation that this equation is a gradient flow in the Wasserstein metric for an
energy functional. The anisotropic Cahn-Hilliard equation can also be interpreted as a gradient
flow with respect to the Wasserstein metric, associated with the energy functional:

Ẽ[u] :=

{
E[u], if u≪ L d and ∇u ∈ L2(Ω),

+∞, otherwise,

where E[u] is defined in (1.3).
For a fixed time step τ > 0, we define the JKO scheme for the anisotropic Cahn-Hilliard equation
as a sequence of probability measures {unτ }n, starting with u0τ = u0. At each step, un+1

τ is defined
by solving the minimization problem:

un+1
τ ∈ argmin

u∈P(Ω)

{
Ẽ(u) +

W 2
2 (u, u

n
τ )

2τ

}
, (3.1)

where the Wasserstein metric W2 is given by:

W 2
2 (ρ, η) = inf

T :Ω→Ω

{∫
Ω
d(t, x(x))2 dρ

∣∣∣∣T♯ρ = η

}
.

Here
d(x, y) = inf

k∈Zd
|x− y + k|, x, y ∈ Td,

and T♯ρ = η denotes the pushforward of ρ under the map T .
This sequence defines a piecewise-constant curve t 7→ uτ (t) in the space of probability measures,
such that uτ (0) = u0 and

uτ (t) = un+1
τ , t ∈ (nτ, (n+ 1)τ ]. (3.2)

and the goal is to prove that uτ → u when τ → 0, where u is a solution of (1.1).
We state some results that are common tools in the JKO scheme. For a detailed proof we refer
to [55].
Kantorovich provided a dual formulation for the squared Wasserstein distance:

1

2
W 2

2 (ρ, η) = sup
φ(x)+ψ(y)≤ 1

2
|x−y|2

{∫
Ω
φdρ+

∫
Ω
ψ dη

}
.

The optimal potential φ in this formulation is known as the Kantorovich potential. According
to the Brenier theorem [10,11], φ is Lipschitz continuous, and the function |x|2

2 −φ(x) is convex.
Furthermore, φ is related to the optimal transport map T between ρ and η through T (x) =
x − ∇φ(x). Using the dual formulation, the first variation of the Wasserstein distance with
respect to ρ is given by φ.
The optimality condition for un+1

τ can then be written as:

φ

τ
− div(Ap(x,∇un+1

τ )) + Fu(x, u
n+1
τ ) = C a.e. on supp(un+1

τ ),

where C is a constant and φ is the Kantorovich potential for the transport from unτ to un+1
τ .

In particular, taking the gradient in the previous equation and multiplying by un+1
τ we obtain

un+1
τ

∇φ
τ

−un+1
τ ∇div(Ap(x,∇un+1

τ ))+un+1
τ (Fuu(x, u

n+1
τ )∇un+1

τ +Fux(x, u
n+1
τ )) = 0 a.e. in Ω ,

(3.3)
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This equality is useful when we apply the flow interchange lemma stated below. Moreover, un+1
τ

is linked to unτ via the Monge-Ampère equation:

un+1
τ (x) = unτ (x−∇φ(x)) det(I −D2φ(x)), x ∈ Ω.

We recall the following result, known as the flow interchange lemma:

Lemma 3.1 (Flow interchange lemma). Let ρ, η ∈ P(Ω) be two probability measures, and let
F be a convex function satisfying F (0) = 0 and the McCann condition of geodesic convexity.
Assume that ρ∇F ′(ρ) ∈ L1(Ω;Rd). Let φ be the Kantorovich potential for the transport from ρ
to η. Then, the following inequality holds:∫

Ω
F (η) dη ≥

∫
Ω
F (ρ) dρ−

∫
Ω
ρ∇(F ′(p)) · ∇φ.

Proof. The proof is exactly the one from [20, Lemma 2.4]. However the authors prove it on
a convex domain Ω and assume ρ is Lipschitz continuous. The proof can be easily adapted
on the torus, as the only point to check is an integration by parts where the boundary term
vanishes. Another point to check is that geodesics curve stay inside the domain, which is the
case for the torus (a similar proof would not work on open non-convex domains subsets of Rd
for instance). Concerning Lipschitz continuity we can always work by approximation and obtain
the final inequality stated in the lemma. Indeed ∇φ = x − T (x) is bounded in L∞(Ω) on the
torus as both x and T (x) stay inside the domain. Therefore assuming ρ∇F ′(ρ) ∈ L1(Ω;Rd) is
enough.

This lemma is particularly useful to obtain H2 estimates on the solution of the JKO scheme.
Indeed, it allows to compute the dissipation of another functional (in this case the entropy, which
is known to be geodesically convex) along the solutions of the JKO scheme.

3.2 JKO scheme

Before starting the proof, we state a lemma which proves strong compactness of a sequence with
bounded energy and lower semi-continuity of the energy functional with respect to the same
sequence.

Lemma 3.2 (Lower semi-continuity of the energy functional). Let (uk)k∈N be a sequence of
probability measures and of uniformly bounded energy, that is there exists a constant C > 0 such
that for all k,

Ẽ[uk] ≤ C.

Then, there exists u such that up to a subsequence (not relabeled),

∇uk ⇀ ∇u weakly in L2(Ω)d,

uk → u strongly in Lp(Ω), for 1 ≤ p < 6.

Moreover,
E[u] ≤ lim inf

k→+∞
E[uk].

Proof of Lemma 3.2. From the uniform bound Ẽ[uk] ≤ C and the definition of E[u] in (1.3), we
have:

ε

∫
Ω
A(x,∇uk) dx+

1

ε

∫
Ω
F (x, uk) dx ≤ C. (3.4)

Using the lower bound from Assumption (A1):

A(x, p) ≥ A0|p|2 ∀x ∈ Ω, p ∈ Rd,
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we get from (3.4):

εA0

∫
Ω
|∇uk|2 dx ≤ ε

∫
Ω
A(x,∇uk) dx ≤ C.

Thus:

∥∇uk∥L2(Ω) ≤
C1/2

(εA0)1/2
∀k ∈ N. (3.5)

From Assumption (A2) and the structure F (x, u) = K(x)u2(1 − u)2 with K(x) ≥ K∗ > 0, we
have:

F (x, u) ≥ K∗u
2(1− u)2 ≥ K∗

2
u4 when u ≥ 4.

Using (3.4):
K∗
2ε

∫
uk≥4

|uk|4 dx ≤ 1

ε

∫
Ω
F (x, uk) dx ≤ C.

Using the nonnegativity of uk this gives:∫
Ω
|uk|4 dx ≤ 4εC

K∗
+

∫
0≤uk≤4

|uk|4 dx ≤ 4εC

K∗
+ 44|Ω|.

Hence:
∥uk∥L4(Ω) ≤ C ∀k ∈ N. (3.6)

From (3.5) and (3.6), the sequence {uk} is bounded in H1(Ω) ∩ L4(Ω). By weak compactness
there exists u ∈ H1(Ω) ∩ L4(Ω) and a subsequence (not relabeled) such that:

uk ⇀ u weakly in H1(Ω),

uk ⇀ u weakly in L4(Ω).

By Rellich-Kondrachov compactness theorem, the embedding H1(Ω) ↪→↪→ Lp(Ω) is compact for
p < 2∗, where:

2∗ =

{
+∞ d = 2,

6 d = 3.

We thus obtain the strong convergence:

uk → u strongly in Lp(Ω) for all 1 ≤ p < 6.

For the gradient term, since A(x, ·) is convex (Assumption (A1)) and ∇uk ⇀ ∇u weakly in
L2(Ω)d, we have by weak lower semicontinuity:∫

Ω
A(x,∇u) dx ≤ lim inf

k→∞

∫
Ω
A(x,∇uk) dx.

For the potential term, since uk → u strongly in L4(Ω) and F (x, uk) = K(x)u2k(1 − uk)
2 with

K ∈ C1(Ω), we obtain:

lim
k→∞

∫
Ω
F (x, uk) dx =

∫
Ω
F (x, u) dx.

Combining both results:
E[u] ≤ lim inf

k→∞
E[uk].

The previous lemma is particularly useful to prove that the sequence of the JKO scheme is
well-defined. We also have some first estimates, classical in the JKO scheme.
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Proposition 3.3. Let τ > 0. Let u0 ∈ P(Ω) such that Ẽ[u0] < +∞. Then the scheme defined
by (3.1) is well defined. Moreover, there exists C independent of τ and n such that∫

Ω
|∇unτ |2 dx ≤ C,

∫
Ω
|unτ |4 dx ≤ C.

This implies that the interpolation curve uτ is bounded uniformly in L∞(0, T ;H1(Ω))∩L∞(0, T ;L4(Ω)).
Moreover uτ is equicontinuous in the Wasserstein metric, i.e.,

W2(uτ (t), uτ (s)) ≤
√
2E[u0]

√
|t− s|+ τ . (3.7)

Proof. We assume the first terms (1, ..., n) of the sequence to be already constructed and E[unτ ] <

+∞. The functional of the scheme defining un+1
τ is bounded as E(unτ ) +

W 2
2 (u

n
τ ,u

n
τ )

2τ = E(unτ ) <
+∞. We define a minimizing sequence {vk}k. Of course, we can assume E[vk] ≤ C for a uniform
constant C, otherwise we do not reach the minimum. Since the squared Wasserstein distance is
lower semi-continuous and with Lemma 3.2 we conclude that vk converges to a minimizer that
we call uτk+1. Therefore the scheme is well posed.
The estimates on unτ uniform in n are a consequence of the fact that the energy of the solu-
tions remains bounded (as E[un+1

τ ] ≤ E[unτ ] for instance) and the computations performed in
Lemma 3.2. Concerning the estimate on the Wasserstein distance, from the optimality of un+1

τ :

Ẽ(un+1
τ ) +

1

2τ
W 2

2 (u
n+1
τ , unτ ) ≤ Ẽ(unτ ).

Summing over n = 0, . . . , N − 1 (where Nτ ≤ T ):

Ẽ(uNτ ) +
1

2τ

N−1∑
n=0

W 2
2 (u

n+1
τ , unτ ) ≤ Ẽ(u0).

Hence, Ẽ(unτ ) ≤ Ẽ(u0) for all n, and:

N−1∑
n=0

W 2
2 (u

n+1
τ , unτ ) ≤ 2τẼ(u0). (3.8)

For t, s ∈ [0, T ] with t ∈ (nτ, (n+ 1)τ ] and s ∈ (mτ, (m+ 1)τ ], the triangle inequality gives:

W 2
2 (uτ (t), uτ (s)) ≤

n−1∑
k=m

W 2
2 (u

k+1
τ , ukτ ).

Using the Cauchy-Schwarz inequality we then obtain

n−1∑
k=m

W 2
2 (u

k+1
τ , ukτ ) ≤

√√√√(n−m)
n−1∑
k=m

W 2
2 (u

k+1
τ , ukτ ) ≤

√
2Ẽ(u0)(|t− s|+ τ).

Hence:
W2(uτ (t), uτ (s)) ≤

√
2Ẽ(u0)

√
|t− s|+ τ ,

concluding the proof of the proposition.

From the estimates found in the previous proposition it is possible with the Arzela-Ascoli theorem
to prove that uτ → u uniformly in the Wasserstein distance, and to upgrade this convergence
to a weak convergence in H1(Ω). However, in the weak formulation of the anistropic Cahn-
Hilliard equation (2.12), we observe the presence of nonlinear terms in gradients, for instance
∇u · Ap(x,∇u) (which is |∇u|2 in the isotropic case). We deduce from this that the weak H1

convergence is not enough, since we need strong H1 convergence. To obtain the strong H1

convergence, we rely on an H2 estimate, found by dissipating the entropy in the JKO scheme
with the flow interchange lemma.
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Proposition 3.4 (Second order estimate on the scheme). Let unτ be the sequence of the scheme
defined in Proposition 3.3. Then∫

Ω
un+1
τ log un+1

τ dx+ τ

∫
Ω
div(Ap(x,∇un+1

τ ))∆un+1
τ dx+ τ

∫
Ω
Fuu(x, u

n+1
τ )|∇un+1

τ |2 dx

+ τ

∫
Ω
Fux(x, u

n+1
τ ) · ∇un+1

τ dx ≤
∫
Ω
unτ log u

n
τ dx (3.9)

(3.10)

As a consequence there exists C such that for all τ :

∥uτ∥L2(0,T ;H2(Ω) ≤ C.

Remark 3.5. At the continuous level, the same computations can be performed by dissipating
the entropy d

dt

∫
Ω u log u. As usual in the Cahn-Hilliard equation with degenerate mobility (see

[26]), this provides L∞(0, T ;L logL(Ω))∩L2(0, T ;H2(Ω)) where estimates on the solution. Here
the L logL(Ω) space is the space of measurable functions such that

∫
Ω u log u < +∞.

The H2 estimate comes from the term
∫
Ω div(Ap(x,∇un+1

τ ))∆un+1
τ . Indeed in the isotropic

version of the Cahn-Hilliard equation, this term reads
∫
Ω |∆u|2

(
=
∫
Ω |D2u|2

)
. By performing

subtle integration by parts, as in [32], we can indeed prove the following lemma.

Lemma 3.6. Under Assumptions (A1)-(A2), there exists C = C(C0, a2, d) such that for any
u ∈ H2(Ω): ∫

Ω
|D2u|2 dx ≤ C

(∫
Ω
div(Ap(x,∇u))∆udx+

∫
Ω
|∇u|2 dx

)
. (3.11)

Proof. The following computations are formal as A is not twice differentiable in p. However they
can be made rigorous by approximating the second derivative with difference quotients as in [32].
We denote by ∂i the partial derivative ∂xi , and we adopt Einstein’s summation convention for
repeated indices.∫

Ω
div(Ap(x,∇u))∆u dx =

∫
Ω
∂i(Api(x,∇u))∂jjudx

= −
∫
Ω
Api(x,∇u)∂ijjudx

=

∫
Ω
Api,pk(x,∇u)∂kju∂iju dx+

∫
Ω
Apixj (x,∇u)∂iju dx.

By strong convexity assumption, the first term is bounded from below by C0
∑d

j=1

∫
Ω |∇∂ju|2.

Concerning the second term of the right-hand side, we use the assumptions on Ap,x and we obtain
that it is bounded in absolute value by∣∣∣∣∫

Ω
Apixj (x,∇u)∂ijudx

∣∣∣∣ ≤ C

∫
Ω
|D2u||∇u|dx ≤ C0

2

∫
Ω
|D2u|2 dx+ C

∫
Ω
|∇u|2 dx.

for some new C > 0. This concludes the proof of the lemma.

Proof of Proposition 3.4. Inequality (3.9) is a consequence of the flow interchange lemma and
the optimality condition. Indeed, the optimality condition, that is Equation (3.3) yields

1

τ
un+1
τ ∇φ = un+1

τ ∇div(Ap(x,∇un+1
τ ))− un+1

τ (Fuu(x, u
n+1
τ )∇un+1

τ + Fux(x, u
n+1
τ ))

almost everywhere in Ω. We apply the flow interchange lemma, i.e., Lemma 3.1, with ρ = un+1
τ

and η = unτ and with the functional u 7→
∫
Ω u log u. This functional is known to satisfy the
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assumptions of geodesic convexity. Combining it with the optimality condition and performing
integration by parts we obtain∫

Ω
un+1
τ log un+1

τ dx+ τ

∫
Ω
div(Ap(x,∇un+1

τ ))∆un+1
τ dx+ τ

∫
Ω
Fuu(x, u

n+1
τ )|∇un+1

τ |2 dx

+ τ

∫
Ω
Fux(x, u

n+1
τ ) · ∇un+1

τ dx ≤
∫
Ω
unτ log u

n
τ dx.

We now prove the uniform estimates. First we need to control the term∫
Ω
Fuu(x, u

n+1
τ )|∇un+1

τ |2 dx.

We aim to prove there exists a constant C > 0 such that:∫
Ω
Fuu(x, u

n+1
τ )|∇un+1

τ |2 dx ≥ −C
∫
Ω
|∇un+1

τ |2 dx.

The first and second derivatives of F with respect to u are:

Fu =
∂F

∂u
= 2K(x)u(1− u)(1− 2u),

Fuu =
∂2F

∂u2
= 2K(x)

(
1− 6u+ 6u2

)
.

The quadratic term 6u2 − 6u+ 1 has its minimum at u = 1
2 :

min
u∈R

(
6u2 − 6u+ 1

)
= −1

2
.

Thus:
1− 6u+ 6u2 ≥ −1

2
=⇒ Fuu ≥ 2K(x)

(
−1

2

)
= −K(x).

Since Ω is a compact flat torus and K(x) is continuous, K(x) attains its maximum K∗∗ =
maxx∈ΩK(x). Therefore:

Fuu(x, u) ≥ −K(x) ≥ −K∗∗.

We integrate and use the H1 bound from Proposition 3.3 to deduce∫
Ω
Fuu(x, u

n+1
τ )|∇un+1

τ |2 dx ≥ −K∗∗
∫
Ω
|∇un+1

τ |2 dx ≥ −K∗∗C.

Then we need to control the term∫
Ω
Fux(x, u

n+1
τ ) · ∇un+1

τ dx.

First observe that

Fux(x, u) · ∇u = ∇K(x) · ∇W (u),

where we recall W (u) = u2(1− u)2, and thus ∇W (u) = 2(u(1− u)2 + u2(u− 1))∇u. Using that
K ∈ C1(Ω), and thus supx∈Ω|∇K(x)| ≤ C, for some C > 0, we can make the following estimate,
by means of the Sobolev embedding H2(Ω) ↪→W 1,4(Ω) in dimensions 2 and 3,∣∣∣∣τ ∫

Ω
Fux(x, u

n+1
τ ) · ∇un+1

τ dx

∣∣∣∣
≤ Cτ sup

x∈Ω
|∇K(x)|

∫
Ω
(1 + |un+1

τ |3)|∇un+1
τ |

≤ Cτ(1 +
∥∥∇un+1

τ

∥∥2 + ∥∥un+1
τ

∥∥3
L4

∥∥∇un+1
τ

∥∥
L4)

≤ Cτ(1 +
∥∥un+1

τ

∥∥
H2)

≤ C(ω)τ + τω
∥∥D2un+1

τ

∥∥2 ,
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for some ω > 0 to be chosen later on, where we used the estimates from Proposition 3.3.
Now we turn our attention the the diffusion term∫

Ω
div(Ap(x,∇un+1

τ ))∆un+1
τ ,

but Lemma 3.6 and Proposition 3.3 yield

CP

∫
Ω
|D2un+1

τ |2 dx− Cτ ≤
∫
Ω
div(Ap(x,∇un+1

τ ))∆un+1
τ dx,

for some CP > 0.
In the end, plugging all the estimates above in (3.9) and choosing ω = CP

2 > 0, there exists a
constant C > 0 such that

∫
Ω
un+1
τ log un+1

τ + Cτ

∫
Ω
|D2un+1

τ |2 ≤
∫
Ω
unτ log u

n
τ + Cτ

We deduce the result by induction, observing that nτ ≤ T , concluding the proof of the proposi-
tion.

Before proving that the interpolation curve converges strongly, we recall here from [19, Theorem
2.1] a version of Aubin–Lions lemma useful for establishing compactness of a sequence of solutions
to JKO scheme. For the proof we refer to [54, Theorem 2].

Theorem 3.7. Let (X, ∥ · ∥X) be a Banach space. We consider

• a lower semi-continuous functional F : X → [0,+∞] with relatively compact sublevels in
X,

• a pseudo-distance g : X ×X → [0,+∞], that is g is lower semicontinuous and g(ρ, η) = 0
for some ρ, η ∈ X such that F(ρ),F(η) <∞ implies ρ = η.

Let U be a set of measurable functions u : (0, T )×X with T > 0 fixed. Assume further that

sup
u∈U

∫ T

0
F(u(t)) dt <∞, lim

h→0
sup
u∈U

g(u(t+ h), u(t)) dt = 0. (3.12)

Then, U contains a sequence {un} converging in measure to some u ∈ X, i.e.

∀ε>0 |{t ∈ [0, T ] : ∥un − u∥X > ε}| → 0 as n→ ∞.

In particular, there exists a subsequence (not relabelled) such that

un(t) → u(t) in X for a.e. t ∈ [0, T ].

Proposition 3.8. Let uτ be the constant interpolation curve. Then, up to a subsequence (not
relabeled), there exists u ∈ L∞(0, T ;H1(Ω)) ∩ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;H2(Ω)) such that

uτ ⇀ u weakly in L∞(0, T ;H1(Ω)) ∩ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;H2(Ω)),

uτ → u in Lp(0, T ;Lq(Ω)) for all 1 ≤ p < +∞ and 1 ≤ q < 6,

∇uτ → ∇u a.e. in (0, T )× Ω and in L2(0, T ;L2(Ω)),

Ap(x,∇uτ ) → Ap(x,∇u) a.e. in (0, T )× Ω and in L2(0, T ;L2(Ω)),

A(x,∇uτ ) → A(x,∇u) a.e. in (0, T )× Ω and in L1(0, T ;L1(Ω)),

Ax(x,∇uτ ) → Ax(x,∇u) a.e. in (0, T )× Ω and in L1(0, T ;L1(Ω)),

Fu(x, uτ ) → Fu(x, u) a.e. in (0, T )× Ω and in Lp(0, T ;Lq(Ω)), ∀1 ≤ p < +∞, 1 ≤ q < 2,

F (x, uτ ) → F (x, u) a.e. in (0, T )× Ω and in Lp(0, T ;Lq(Ω)), ∀1 ≤ p < +∞, 1 ≤ q < 3/2.
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Proof. Propositions 3.3 and 3.4 show that the interpolation curve uτ is bounded uniformly in
L∞(0, T ;H1(Ω)) ∩ L∞(0, T ;L4(Ω)) ∩ L2(0, T ;H2(Ω)). This implies the weak convergence in
the first line of the statement of the proposition above. We prove the strong compactness in
L2(0, T ;H1(Ω)). First, we want to apply Theorem 3.7 with the Banach space X = H1(Ω), set
U = {uτ}τ>0, pseudometric g(u1, u2) = W 2

2 (u1, u2) (extended to +∞ in case u1 or u2 are not
probability measures) and functional F defined as

F(u) =

{
∥u∥2H2(Ω) if u ∈ H2(Ω) ∩ P(Ω),

+∞ if u /∈ H2(Ω) ∩ P(Ω).

F is lower semi-continuous and its level sets are compact in H1(Ω) by the Rellich-Konchadrov
theorem. Furthermore, g is lower semi-continuous. Finally, (3.12) follows from the uniform esti-
mates in L2(0, T ;H2(Ω)) and estimate (3.7).

Therefore, Theorem 3.12 gives us a subsequence (not relabelled) such that

∥uτ (t, ·)− u(t, ·)∥2H1(Ω) → 0 for a.e. t ∈ [0, T ].

As the sequence {uτ}τ is bounded in L∞(0, T ;H1(Ω)), using the Lebesgue dominated conver-
gence theorem we have proved that uτ → u strongly in Lp(0, T ;H1(Ω)) for all 1 ≤ p < +∞.
Since by Assumption (A1)

|Ap(x,∇u)| ≲ |∇u|,

the generalized Lebesgue dominated convergence theorem implies that Ap(x,∇uτ ) → Ap(x,∇u)
in Lp(0, T ;L2(Ω)) for all 1 ≤ p < +∞. The other convergences follow in a similar manner, by
interpolation and application of the generalized Lebesgue dominated convergence theorem.

Before concluding that our solution is a weak solution to the desired PDE, we prove weak
compactness on the flux, which allows to provide a better weak formulation.

Proposition 3.9 (Weak compactness for the flux). Let Jn+1
τ = un+1

τ ∇µn+1
τ where

µn+1
τ = −div(Ap(x,∇un+1

τ )) + Fu(x, u
n+1
τ ).

Let Jτ be the constant interpolation curve of Jn+1
τ . Then, up to a (not relabled) subsequence,

Jτ → j in L2(0, T ;L8/5(Ω)).

Proof. The optimality condition Equation (3.3) yields

Jn+1
τ = −un+1

τ

∇φ
τ
.

We make the observation that the Wasserstein distance between un+1
τ and unτ can be written in

terms of Jn+1
τ . More precisely

W 2
2 (u

n
τ , u

n+1
τ ) =

∫
Ω
un+1
τ |x− T (x)|2 dx =

∫
Ω
un+1
τ |∇φ(x)|2 dx = τ2

∫
Ω

(Jn+1
τ )2

un+1
τ

dx

Therefore(∫
Ω
|Jn+1
τ |8/5

)5/8

=

∫
Ω

(
|Jn+1
τ |√
un+1
τ

)8/5 ∣∣∣∣√un+1
τ

∣∣∣∣8/5 dx ≤
(∫

Ω

(Jn+1
τ )2

un+1
τ

dx

)1/2 ∫
Ω
(un+1
τ )4 dx.

We obtain

∥Jn+1
τ ∥L8/5 ≲

W2(u
n
τ , u

n+1
τ )

τ
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Using (3.8) we obtain

∥Jτ∥2L2(0,T ;L8/5(Ω))
≤

N∑
n=0

τ∥Jn+1
τ ∥2

L8/5 ≤ C.

This yields the result.

We can now conclude that we have found a weak solution of the equation.

Proposition 3.10. The function u, j is a weak solution to the PDE as in Definition 2.7.

Proof. The proof can be adapted from [55, Section 8.3]; therefore, we do not repeat the compu-
tations. It uses the convergence results obtained in Proposition 3.8, as well as the property:

div(Ap(x,∇u))∇u = div(∇u⊗Ap(x,∇u))−∇(A(x,∇u)) +Ax(x,∇u),

which holds for every u sufficiently regular.

4 Proof of Theorem 2.11: Sharp interface limit

We study the limit ε → 0, that is Theorem 2.11. We provide two proofs of the convergence
to an anisotropic weighted Hele–Shaw flow. The first is based upon an anisotropic Reshetnyak
continuity theorem, as used already in [16], while the second uses anisotropic tilt excess estimates
extending the method of [40,44].

4.1 Step 1: Compactness

We first prove that (up to a subsequence) uε converges strongly in suitable spaces, implying the
compactness in (2.20). Our proof adapts and extends the argument presented in [40, Section 4.1],
which in turn builds on ideas from Modica–Mortola [50].

Set
ψ : R → R, ψ(s) = 2

∫ s

0

√
W (r) dr. (4.1)

Then define the functional

F : L1(Ω) → [0,∞], F(u) =


∫
Ω
|∇(ψ ◦ u)| dx, if ψ ◦ u ∈ BV (Ω),

+∞, otherwise.
(4.2)

We show that F can be controlled by Eε, which then yields uniform bounds leading to compact-
ness.

Note that, by the chain rule,
|∇(ψ ◦ u)| = 2

√
W (u) |∇u|.

Recalling that A0|p|2 ≤ A(x, p) ≤ A1|p|2 for all x ∈ Ω and p ∈ Rn, that K(x) ≥ K∗ > 0, and
using Young’s inequality, it follows that

|∇(ψ ◦ u)| = 2
√
W (u) |∇u| ≤ 2

√
K(x)√
K∗

√
A0

√
W (u)

√
A(x,∇u)

≤ 1√
A0

√
K∗

( εA(x,∇u) + 1

ε
K(x)W (u)). (4.3)

Thus, integrating over Ω and recalling the definition of Eε(u), we obtain

F(u) ≤ 1√
A0

√
K∗

Eε(u). (4.4)
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From (4.4) it follows that∫ T

0
F(uε(·, t)) dt ≤

1√
A0

√
K∗

∫ T

0
Eε(uε(·, t)) dt. (4.5)

Since the energy estimate ensures that

Eε(uε(·, t)) +
∫ T

0

∫
Ω

|jε|2

uε
dx dt ≤ E(uε,0), (4.6)

for a.e. t ∈ (0, T ) we deduce that

sup
ε>0

∫ T

0
Eε(uε(·, t)) dt ≤ T sup

ε>0
E(uε,0) ≤ T E0,

where E0 is a uniform bound on the initial energies E(uε,0). Combining this with (4.5) yields

sup
ε>0

∫ T

0
F(uε(·, t)) dt ≤ C T E0, (4.7)

for some constant C > 0 independent of ε.

We now apply a compactness argument in the spirit of the Aubin–Lions lemma, useful for the
Wasserstein metric setting (see Theorem 3.7). Define

X =

{
u ∈ L1(Ω) : ∥u∥L4(Ω) ≤ C, ∥ψ ◦ u∥BV (Ω) ≤ C,

1

|Ω|

∫
Ω
u dx = 1

}
for some C > 0, and consider g to be the 2-Wasserstein distance on the space of probability
densities. The functional F in (4.2) has relatively compact sublevels in X:

(i) If a sequence {uk}k is bounded in X, then ∥ψ ◦ uk∥BV (Ω) ≤ C implies that {ψ ◦ uk}k is
precompact in L1(Ω) and thus convergent (up to a subsequence) almost everywhere.

(ii) Since ψ is invertible on the relevant range, this gives uk → u pointwise a.e. for some limit
u.

(iii) The uniform L4 bound of {uk}k ensures equiintegrability, and Vitali’s theorem then im-
proves the convergence to strong L1(Ω) convergence of uk to u.

To use Theorem 3.7, we also need an equicontinuity in time with respect to the Wasserstein
distance. From (3.7) which passes to the limit when τ → 0 and lower semi-continuity of the
squared Wasserstein distance (or by reproving this bound directly on the weak solutions of the
equation), we have for all ε > 0

W2(uε(t), uε(s)) ≤ C
√
t− s, ∀ 0 ≤ s ≤ t ≤ T,

where C > 0 does not depend on ε. By applying Theorem 3.7, we deduce that there exists a
subsequence εl such that

uεl(t) → u∗(t) in L1(Ω) for a.e. t ∈ [0, T ].

Owing to the additional uniform L∞(0, T ;L4(Ω))-bounds, by Lebesgue dominated convergence
theorem we deduce

uεl → u∗ strongly in Lp(0, T ; Lq(Ω)) ∀ 1 ≤ p <∞, 1 ≤ q < 4.
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This completes the proof of the compactness statement in (2.20).
With the strong convergence (2.20) at hand, we now aim at identifying the quantity u∗. The
proof that u∗(t, x) ∈ {0, 1} for almost any (t, x) ∈ [0, T ] × Ω can immediately be deduced from
the fact that, by Fatou’s Lemma∫

Ω
W (u∗(·, t)) dt =

∫
Ω
lim inf
l→∞

W (uεl(·, t)) dx

≤ 1

K∗
lim inf
l→∞

∫
Ω
K(x)W (uεl(t, x)) dx ≤ lim inf

l→∞

εl
K∗

E0 = 0,

entailing the result since W vanishes only at 0, 1. Therefore, for almost any (t, x) ∈ [0, T ] × Ω,
we have u(t, x) ∈ {s ∈ R : W (s) = 0} = {0, 1}. We now set Ω(t) := {x ∈ Ω : limεl→0 uεl(t, x) =
1}, and show that this set is of finite perimeter. Clearly, we will then have uεl → χΩ(t) in
L1(0, T ;L1(Ω)). In order to show that Ω(t) is of finite perimeter, we have to operate as follows.
First, by Fatou’s Lemma, for any ξ ∈ C1

c (Ω;Rd) with |ξ| ≤ 1,∫
Ω
c0χΩ(t)divξ ≤ lim inf

l→∞

∫
Ω
(ψ ◦ uεl)(t, x)divξ

≤ lim inf
l→∞

∫
Ω
|∇(ψ ◦ uεl)|(t, x) dx ≤ C2√

K∗
lim inf
l→∞

Eεl(uεl) < +∞,

with c0 = ψ(1) and where in the last step we operated as in (4.3), recalling the properties of A.
By taking the supremum over the functions ξ we indeed obtain by definition that PΩ(Ω(t)) < +∞
for almost any t ∈ (0, T ).
We now address the convergence of the flux jεl and show that it belongs to L2((0, T ) × Ω(t)).
Recall that by definition and the energy estimate, we have∫ T

0

∫
Ω

|jε|2

uε
dx dt ≤ E(uε,0),

uniformly in ε.

We exploit the factorization

jεl =
jεl√
uεl

√
uεl .

Since ∥∥∥∥ jεl√
uεl

∥∥∥∥
L2((0,T )×Ω)

≤ C (4.8)

by the above energy estimate, there exists (up to a subsequence, not relabeled) some j∗ ∈
L2((0, T )× Ω) such that

jεl√
uεl

⇀ j∗ weakly in L2((0, T )× Ω).

On the other hand, we already know that uεl → χΩ(t) strongly in L1((0, T ) × Ω), and hence√
uεl → χΩ(t) strongly in L2((0, T )× Ω). Therefore, we may pass to the limit in the product:

jεl =

(
jεl√
uεl

)
√
uεl ⇀ j∗ χΩ(t) weakly in L1((0, T )× Ω).

Define
j := j∗ χΩ(t),
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which means that supp j ⊂
⋃
t∈[0,T ]Ω(t)× {t}. Then we obtain

jεl ⇀ j weakly in L1((0, T )× Ω).

We claim that j ∈ L2((0, T )×Ω). To see this, we apply a variant of Ioffe’s theorem (see, e.g., [3])
that can be adapted to the space time settings. In a simplified form suitable for our problem, it
states:

Theorem 4.1 (Ioffe). Let f : U × Rm+k → [0,+∞] be a normal function satisfying: for each
fixed x ∈ U and s ∈ Rm, the map z 7→ f(x, s, z) is convex in Rk. Assume that

uh → u strongly in L1(U)m, vh ⇀ v weakly in L1(U)k.

Then
lim inf
h→∞

∫
U
f(x, uh, vh) dx ≥

∫
U
f(x, u, v) dx.

In our settings we choose U = (0, T )× Ω and

f(x, s, z) =


|z|2

s
, s > 0,

+∞, s ≤ 0,

and notice that for each fixed (x, s) with s > 0, the map z 7→ |z|2/s is clearly convex in z.
Furthermore, we have

uεl → u strongly in L1(U), jεl ⇀ j weakly in L1(U).

We then deduce ∫ T

0

∫
Ω(t)

|j|2 dx dt ≤ lim inf
l→∞

∫ T

0

∫
Ω

|jεl |2

uεl
dx dt. (4.9)

Since the right-hand side is uniformly bounded by the initial energy (cf. (4.8)), it follows that

j ∈ L2((0, T )× Ω).

4.2 Step 2. Convergence

We first show that (2.17) holds, by passing to the limit in the corresponding equation for uεl .
Let then ζ ∈ C1

c ([0, T )× Ω). We have∫
Ω
uεl,0ζ(·, 0) dx+

∫ T

0

∫
Ω
(uεl∂tζ + jεl · ∇ζ) dx dt = 0.

Then the first term converges by the assumption (2.14), whereas the second one and the third
converge by (2.20) and (2.21), respectively. This means that (2.17) holds for the limit.
The main issue is now to prove that (2.18) holds, i.e., for all ξ ∈ C1

c ((0, T ) × Ω) with divξ = 0
we have∫ T

0

∫
Ω(t)

ξ · j(·, t) dx dt

= c0

∫ T

0

∫
∂∗Ω(t)

tr

[
(Id− nϕ ⊗ νϕ)∇ξ +

(
ϕ◦x(x, νϕ) +

∇K(x)

2K(x)

)
⊗ ξ

]√
K(x)ϕ◦(x, ν)dHd−1 dt.

(4.10)
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To obtain this, we first recall the definition of PK
ϕ (Ω(t)) =

∫
Ω

√
K(x)ϕ◦(x, ν(x))d|DχΩ(t)|, so

that, by the proof of [9, Proposition 4.1] (observing that we are in a case analogous to the one
in [9, (3.22)]), we infer

c0PK
ϕ (Ω(t)) ≤ lim inf

l→∞

∫
Ω
2
√
A(x,∇uεl)K(x)W (uεl) dx, (4.11)

for almost any t ∈ (0, T ). Then, by Young’s inequality,

2
√
K(x)W (uεl)A(x,∇uεl) ≤ εA(x,∇uεl) +

1

εl
K(x)W (uεl), (4.12)

for almost any (t, x) ∈ (0, T )× Ω. Therefore, we infer from (4.11) that

c0PK
ϕ (Ω(t)) ≤ lim inf

l→∞
Eεl(uεl(·, t)), (4.13)

for almost any t ∈ (0, T ). Integrating over (0, T ), this entails, by Fatou’s Lemma,

c0

∫ T

0
PK
ϕ (Ω(t)) dt ≤ lim inf

l→∞

∫ T

0
Eεl(uεl(·, t)) dt,

which, together with assumption (2.22), gives

lim
l→∞

∫ T

0
Eεl(uεl(·, t)) dt = c0

∫ T

0
PK
ϕ (Ω(t)) dt. (4.14)

This convergence, thanks to Lemma 2.6, allows us prove equiparitition of the energy, as observed
in [44, Theorem 3.4] in the context of the Allen-Cahn equation.

Lemma 4.2. Under the assumptions of Theorem 2.11, including the limsup energy estimate
(2.22), it holds, as l → ∞,

(A1)

L1
|(0,T ) ⊗∇(ψ ◦ uεl)(t)

∗
⇀ L1

|(0,T ) ⊗ c0DχΩ̃
(t), in M((0, T )× Ω), (4.15)

and

lim
l→∞

∫ T

0

∫
Ω
ϕ◦(x,

√
K(x)∇(ψ ◦ uεl)) dx dt = c0

∫ T

0
PK
ϕ (Ω(t)) dt. (4.16)

(A2)
√
εlA(x,∇uεl)−

√
1
εl
K(x)W (uεl) → 0 in L2((0, T )× Ω),

(A3) εlA(x,∇uεl)− 1
εl
K(x)W (uεl) → 0 in L1((0, T )× Ω).

Proof. Let us start from (A1). First observe that, by (4.3), we immediately have

sup
ε

∫
Ω
|∇(ψ ◦ uε)(t)| dx ≤ CE0, (4.17)

for almost any t ∈ (0, T ). Moreover, observe that, for M > 0 sufficiently large it holds, by the
definition of W and K ≥ K∗ > 0,∫

{uε≥M}
|uε|4 dx ≤ C

K∗

∫
Ω
K(x)W (uε) dx ≤ C

K∗
E0ε,
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from the definition of Eε(uε). Then, it holds, exploiting the structure of W , for almost any
t ∈ (0, T ), for some p ∈ (1, 43 ],∫

Ω
|ψ ◦ uε|p dx ≤

∫
uε≥M

(
C|uε|4 + C|uε|3

)
dx+

∫
uε≤M

|ψ ◦ uε|p dx

≤ CM

∫
uε≥M

|uε|4 dx+ Lippψ|[0,M ]

∫
uε≤M

|uε|p dx ≤ CM , ∀ε > 0.

Recalling that uεl → χΩ(t) almost everywhere in (0, T ) × Ω, up to subsequences, since ψ is
Lipschitz continuous, we have ψ ◦ uεl → c0χΩ(t) almost everywhere in (0, T ) × Ω, and thus, by
generalized Lebesgue’s dominated convergence ψ ◦uεl(t) → c0χΩ(t) in L1((0, T )×Ω), entailing,
up to another subsequence,

ψ ◦ uεl(t) → c0χΩ(t) in L1(Ω), for almost any t ∈ (0, T ).

Observe that, as already shown, c0χΩ̃
∈ L1(0, T ;BV (Ω)). Recalling (4.17), we can thus apply

Lemma 2.4 with {vk}k = {ψ ◦ uεl}l to deduce that

L1
|(0,T ) ⊗D(ψ ◦ uεl)(t) = L1

|(0,T ) ⊗∇(ψ ◦ uεl)(t)
∗
⇀ L1

|(0,T ) ⊗ c0DχΩ̃
(t), in M((0, T )× Ω),

proving (4.15). We need now to prove (4.16). First, concerning the liminf part, integrating in
time (4.11) we deduce

c0

∫ T

0
PK
ϕ (Ω(t)) dt ≤ lim inf

l→∞

∫ T

0

∫
Ω
2
√
A(x,∇uεl)K(x)W (uεl) dx dt

= lim inf
l→∞

∫ T

0

∫
Ω
ϕ◦(x,

√
K(x)∇(ψ ◦ uεl)) dx dt,

where we used in the last line the 1-homogeneity of ϕ◦ with respect to the second variable and
the definition of ψ. Concerning the limsup inequality, this comes directly from (4.14). Indeed,
by (4.12), it holds

lim sup
l→∞

∫ T

0

∫
Ω
ϕ◦(x,∇(ψ ◦ uεl)) dx dt ≤ lim

l→∞

∫ T

0
Eεl(uεl) dt = c0

∫ T

0
Pϕ(Ω(t)) dt,

so that (4.16) follows. Now, concerning (A2), we have∫ T

0

∫
Ω

(√
εlA(x,∇uεl)−

√
1

εl
K(x)W (uεl)

)2

dx dt

=

∫ T

0
Eεl(uεl)dt− 2

∫ T

0

∫
Ω

√
A(x,∇uεl)K(x)W (uεl) dx dt→ 0,

recalling (4.14) and (4.16). In conclusion, (A3) is a consequence of∫ T

0

∫
Ω

(
εlA(x,∇uεl)−

1

εl
K(x)W (uεl)

)
dx dt

=

∫ T

0

∫
Ω

(√
εlA(x,∇uεl)−

√
1

εl
K(x)W (uεl)

)(√
εlA(x,∇uεl) +

√
1

εl
K(x)W (uεl)

)
dx dt

≤ C(T )

(∫ T

0

∫
Ω

(√
εlA(x,∇uεl)−

√
1

εl
K(x)W (uεl)

)2

dx dt

) 1
2

→ 0,
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by (A2), where we have used the fact that∫ T

0

∫
Ω

(√
εlA(x,∇uεl) +

√
1

εl
K(x)W (uεl)

)2

dx dt

=

∫ T

0
Eεl(uεl) dt+ 2

∫ T

0

∫
Ω

√
A(x,∇uεl)K(x)W (uεl) dx dt ≤ C(T ),

recalling (4.14) and (4.16). The proof of Lemma 4.2 is concluded.

Note that, from Lemma 4.2, we also deduce that, since A(x, p) is positive 2-homogeneous in p,

1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))− εlA(x,∇uεl) =√

εlA(x,∇uεl)
(√

1

εl
K(x)W (uεl)−

√
εlA(x,∇uεl)

)
→ 0 in L1((0, T )× Ω), (4.18)

as l → ∞. Indeed, we have, by (A2),∥∥∥∥√εlA(x,∇uεl)(√ 1

εl
K(x)W (uεl)−

√
εlA(x,∇uεl)

)∥∥∥∥
L1((0,T )×Ω)

≤ ∥εlA(x,∇uεl)∥
1
2

L1((0,T )×Ω)

∥∥∥∥√ 1

εl
K(x)W (uεl)−

√
εlA(x,∇uεl)

∥∥∥∥
L2((0,T )×Ω)

≤ T
1
2E

1
2
0

∥∥∥∥√ 1

εl
K(x)W (uεl)−

√
εlA(x,∇uεl)

∥∥∥∥
L2((0,T )×Ω)

→ 0.

Analogously, recalling (A3), we also deduce

1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))−

1

εl
K(x)W (uεl) → 0 in L1((0, T )× Ω), (4.19)

as l → ∞. Indeed, we have by the equipartition of energy (A3) and (4.18),∥∥∥∥12
√
A(x,

√
K(x)∇(ψ ◦ uεl))−

1

εl
K(x)W (uεl)

∥∥∥∥
L1((0,T )×Ω)

≤
∥∥∥∥12
√
A(x,

√
K(x)∇(ψ ◦ uεl))− εlA(x,∇uεl)

∥∥∥∥
L1((0,T )×Ω)

+

∥∥∥∥εlA(x,∇uεl)− 1

εl
K(x)W (uεl)

∥∥∥∥
L1((0,T )×Ω)

→ 0.

We can now pass to consider the validity of (4.10), starting from the equation for the flux jε:
indeed, for ξ ∈ C1

c ((0, T )× Ω;Rd) such that divξ = 0, we obtain from (2.12).∫ T

0

∫
Ω
jε · ξ dx

=

∫ T

0

∫
Ω
Tε : ∇ξ dx dt+

∫ T

0

∫
Ω
εAx(x,∇uε) · ξ dx dt+

∫ T

0

∫
Ω

1

ε
W (uε)∇K(x) · ξ dx dt,

(4.20)

where we set, as in (1.9), Tε =
(
εA(x,∇uε) + 1

εK(x)W (uε)
)
Id−ε (∇uε ⊗Ap(x,∇uε)), recalling

that, given B,C ∈ Rd×d, B : C := tr(BTC).
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4.2.1 Method I. Reshetnyak-type argument

In the first approach, in order to pass to the limit we aim at following the idea of [16], exploiting
a suitable adaptation of Reshetnyak continuity theorem. First notice that we have, along the
sequence {εl}l,∫ T

0

∫
Ω
Tεl : ∇ξ +

∫ T

0

∫
Ω
εlAx(x,∇uεl) · ξ dx dt+

∫ T

0

∫
Ω

1

εl
K(x)W (uεl)∇K(x) · ξ dx dt

=

∫ T

0

∫
Ω

(
1

εl
K(x)W (uεl)− εlA(x,∇uεl)

)
Id : ∇ξ dx dt

+

∫ T

0

∫
Ω
(2εlA(x,∇uεl)Id− εl (∇uεl ⊗Ap(x,∇uεl))) : ∇ξ dx dt

+

∫ T

0

∫
Ω
εlAx(x,∇uεl) · ξ dx dt+

∫ T

0

∫
Ω

1

εl
W (uεl)∇K(x) · ξ dx dt

=

∫ T

0

∫
Ω

(
1

εl
K(x)W (uεl)− εlA(x,∇uεl)

)
Id : ∇ξ dx dt︸ ︷︷ ︸

I1

+

∫ T

0

∫
Ω

(
εlA(x,∇uεl)−

1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))

)
H̃εl dx dt︸ ︷︷ ︸

I2

+

∫
Ω

(
1

εl
K(x)W (uεl)

∇K(x)

K(x)
− 1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))

∇K(x)

K(x)
· ξ
)

dx dt︸ ︷︷ ︸
I3

+

∫ T

0

∫
Ω

1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))Hεl dx dt︸ ︷︷ ︸

I4

,

where

Hεl :=

(
2Id− ∇uεl√

A(x,∇uεl)
⊗ Ap(x,∇uεl)√

A(x,∇uεl)

)
: ∇ξ + Ax(x,∇uεl)

A(x,∇uεl)
· ξ︸ ︷︷ ︸

H̃εl

+
∇K(x)

K(x)
· ξ.

It can be seen that Hε (and H̃ε as well) is positively 0-homogeneous with respect to the vector
corresponding to ∇uεl , so that, since ξ ∈ C1

c ((0, T )× Ω;Rd),

sup
(t,x)∈(0,T )×Ω

|Hεl | ≤ C,

uniformly in l. Moreover, on the set Bεl := {(t, x) ∈ (0, T ) × Ω : |∇(ψ ◦ uεl)|ϕ ̸= 0} we have
∇uεl

|∇uεl |ϕ
=

∇(ψ◦uεl )
|∇(ψ◦uεl )|ϕ

, where we recall that, by 1-homogeneity and definition,

|∇uεl |ϕ = ϕ◦
(
x,

∇uεl
|∇uεl |

)
|∇uεl | =

√
A(x,∇uεl),

|∇(ψ ◦ uεl)|ϕ = ϕ◦
(
x,

∇(ψ ◦ uεl)
|∇(ψ ◦ uεl)|

)
|∇(ψ ◦ uεl)| =

√
A(x,∇(ψ ◦ uεl)).

Therefore, we can also write

Hεl =

(
2Id− ∇(ψ ◦ uεl)

|∇(ψ ◦ uεl)|ϕ
⊗Ap

(
x,

∇(ψ ◦ uεl)
|∇(ψ ◦ uεl)|ϕ

))
: ∇ξ

+Ax

(
x,

∇(ψ ◦ uεl)
|∇(ψ ◦ uεl)|ϕ

)
· ξ + ∇K(x)

K(x)
· ξ.
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Now, since ξ ∈ C1
c ((0, T )×Ω;Rd) and Hεl , H̃εl are bounded, we easily see from Lemma 4.2 and

(4.18) that I1 → 0 and I2 → 0 as l → ∞. Also, I3 → 0, since ∇K
K ∈ C(Ω). Concerning I4, we

have

I4 =

∫
Bεl

1

2

√
A(x,

√
K(x)∇(ψ ◦ uεl))Hεl dx dt

=
1

2

∫ T

0

∫
Ω

(
2Id− ∇(ψ ◦ uεl)

|∇(ψ ◦ uεl)|ϕ
⊗Ap

(
x,

∇(ψ ◦ uεl)
|∇(ψ ◦ uεl)|ϕ

))
: ∇ξ d|

√
K(x)∇(ψ ◦ uεl)|ϕ dt

+
1

2

∫ T

0

∫
Ω
Ax

(
x,

∇(ψ ◦ uεl)
|∇(ψ ◦ uεl)|ϕ

)
· ξ d|

√
K(x)∇(ψ ◦ uεl)|ϕ dt

+
1

2

∫ T

0

∫
Ω

∇K(x)

K(x)
· ξ d|

√
K(x)∇(ψ ◦ uεl)|ϕ dt. (4.21)

We want now to apply Lemma 2.5 to conclude the convergence argument. Let us define

F (t, x, p)

:=

[(
2Id− p

ϕ◦(x, p)
⊗Ap

(
x,

p

ϕ◦(x, p)

))
: ∇ξ(t, x)

+Ax

(
x,

p

ϕ◦(x, p)

)
· ξ(t, x) + ∇K(x)

K(x)
· ξ(t, x)

]
ϕ◦(x, p),

so that from (4.21) we have

I4 =
1

2

∫ T

0

∫
Ω
F (t, x,

√
K(x)∇(ψ ◦ uεl)) dx dt

Observe that, recalling (4.15) and (4.16) and also the proof of Lemma 4.2, all the assumptions
of Lemmas 2.4 and 2.5 are satisfied by choosing {vk}k := {ψ ◦ uεl}l, v0 := c0χΩ̃

, and F as above
(note that ξ has compact support in (0, T )× Ω), so that we immediately get from (2.10) that

I4 →
1

2

∫ T

0

∫
Ω
F

(
t, x,

νv0
ϕ◦(x, νv0)

)
|
√
K(x)Dv0|ϕ dt, as l → ∞,

where νv0 = Dv0
|Dv0| = ν, with ν as the inner normal to ∂∗Ω(t). Rewriting the final limit, we have,

recalling that Ap = 2ϕ◦ ϕ◦p and Ax = 2ϕ◦ ϕ◦x,

1

2

∫ T

0

∫
Ω
F (t, x,

νv0
ϕ◦(x, νv0)

)d|Dv0|ϕ dt

=
1

2
c0

∫ T

0

∫
Ω

[
2 (Id− νϕ ⊗ nϕ) : ∇ξ + 2ϕ◦x (x, νϕ) · ξ +

∇K(x)

K(x)

]√
K(x)ϕ◦(x, ν)d|DχΩ(t)| dt.

Coming back to (4.20), since also jεl⇀j weakly in L1((0, T ) × Ω), we can pass to the limit in
the subsequence εl as l → ∞, to obtain in the end (4.10). In conclusion, (2.19) comes directly
from (4.6), (4.9), (4.13), and the convergence assumption on E(uε,0), since

c0PK
ϕ (Ω(T )) +

∫ T

0

∫
Ω(t)

|j|2 dx dt

≤ lim inf
l→∞

(
Eεl(uεl) +

∫ T

0

∫
Ω

|jεl |2

uεl
dx dt

)
≤ lim inf

l→∞
E(uεl,0) = c0PK

ϕ (Ω0).

The proof of Theorem 2.11 is thus concluded.
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4.2.2 Method II. Anisotropic tilt excess approach

We propose here a second approach to prove the convergence of (4.20) as l → ∞. In particular,
we prove the convergence of the right-hand side by means of an anisotropic tilt excess approach,
analogously to [44]. To this aim, we need to use the uniform convexity of A which was not needed
in the previous proof (our only use was the existence of weak solutions).
Additionally, we need a further assumption on a Lipschitz property of the second argument of
ϕ◦x, namely that there exists C > 0 such that

|ϕ◦x(x, p)− ϕ◦x(x, q)| ≤ C|p− q|, ∀p, q ∈ Rd, ∀x ∈ Ω. (4.22)

We now introduce the cutoff function ψ̃ as ψ̃ ∈ C∞([0,∞)) such that

ψ̃(r) ≡ 0, r ≤ 1

4
, ψ̃(r) = 1, r ≥ 1

2
, ψ̃′ ≥ 0. (4.23)

Thanks to the strong convexity assumption, we can reproduce, arguing pointwise for any x ∈ Ω,
the proof of [44, Lemma 2.4] to obtain

Lemma 4.3. There exist constants c◦ϕ, C
◦
ϕ > 0, depending only on ϕ◦, such that

ϕ◦(x, p)− |p′|ψ̃(|p′|)ϕ◦p(x, p′) · p ≥ c◦ϕ|p− p′|2, (4.24)

for all p, p′ ∈ Rd such that |p| = 1 and |p′| ≤ 1, and for any x ∈ Ω. Also, it holds

ϕ◦(x, p)− |p′|ψ̃(|p′|)ϕ◦p(x, p′) · p ≤ C◦
ϕ(|p− p′|2 + (1− |p′|)), (4.25)

for all p, p′ ∈ Rd such that |p| = 1 and |p′| ≤ 1, and for any x ∈ Ω.

We can now define the notion of relative entropy. Given u ∈ BV (Ω; {0, 1}), let ν = Du
|Du| be the

measure theoretic inner unit normal. Recalling the definition of (4.23), the relative entropy of u
with respect to a vector field ζ ∈ C(Ω)d is

E [u|ζ] := c0

∫
Ω
(ϕ◦(x, ν)− |ζ|ψ̃(|ζ|)ϕ◦p(x, ζ) · ν)

√
K(x)d|Du|. (4.26)

Analogously, given ε > 0 and uε ∈ H1(Ω) ∩ L∞(Ω), and defining the approximated inner unit
normal as

νε :=

{
∇uε
|∇uε| , if ∇uε ̸= 0,

e1, if ∇uε = 0,
(4.27)

the ε-relative entropy of uε with respect to a vector field ζ ∈ C(Ω)d is

Eε[uε|ζ] := 2

∫
Ω
(ϕ◦(x,∇uε)− |ζ|ψ̃(|ζ|)ϕ◦p(x, ζ) · ∇uε)

√
K(x)W (uε)dx

= 2

∫
Ω
(ϕ◦(x, νε)− |ζ|ψ̃(|ζ|)ϕ◦p(x, ζ) · νε)

√
K(x)W (uε)|∇uε|dx. (4.28)

Then, recalling Lemma 4.2, we can follow the same arguments as in [44, Lemma 4.7], exploiting
(4.24), to infer that, under the assumptions of Theorem 2.11, it holds, for the same subsequence
{εl}l,

lim
l→∞

∫ T

0
Eεl [uεl(t)|ζ(t)]dt =

∫ T

0
E [c0χΩ̃

(t)|ζ(t)] dt, (4.29)
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for every ζ ∈ C([0, T ]× Ω)d such that |ζ| ≤ 1. Then, by means of (4.25), we can also show that
that the tilt excess can be made arbitrarily small by approximating the normal ν with suitable
continuous vector fields ζ. Namely, by arguing as in the proof of [44, Lemma 4.8], recalling that
K ∈ C1(Ω) and 0 < K∗ ≤ K(x) ≤ K∗ for any x ∈ Ω, we infer that for any δ > 0 there exists a
smooth vector ζ ∈ C1([0, T ]× Ω)d such that |ζ| ≤ 1 and∫ T

0
E [c0χΩ̃

(t)|ζ(t)]dt < δ. (4.30)

Now we can complete the proof. In particular, it is immediate to see that, following the same
lines of the proof in [44], we can prove, exploiting the above results and Lemma 4.2, that∫ T

0

∫
Ω
Tεl : ∇ξ dx dt→ c0

∫ T

0

∫
Ω
(Id− νϕ ⊗ nϕ) : ∇ξ

√
K(x)ϕ◦(x, ν)d|DχΩ(t)| dt,

and we therefore omit the proof, referring to [44, Lemma 4.8] for the details. We thus concentrate
on the two new terms appearing in the right-hand side of (4.20). First, given ζ ∈ C([0, T ]×Ω)d,
we have, since ϕ◦x is still 1-homogeneous in its second argument,∫ T

0

∫
Ω
εlAx(x,∇uεl) · ξ dx dt

= 2

∫ T

0

∫
Ω
ϕ◦x

(
x,

∇uεl
ϕ◦(x,∇uεl)

)
· ξ εlA (x,∇uεl) dx dt

= 2

∫ T

0

∫
Ω
ϕ◦x

(
x,

∇uεl
ϕ◦(x,∇uεl)

)
· ξ
(
εlA (x,∇uεl)−

1

2
ϕ◦(x,

√
K(x)∇(ψ ◦ uεl))

)
dx dt

+

∫ T

0

∫
Ω
ϕ◦x

(
x,

∇uεl
ϕ◦(x,∇uεl)

)
· ξ
√
K(x)ϕ◦(x,∇(ψ ◦ uεl)) dx dt,

and observe that the first term converges to zero as l → ∞, since ϕ◦x
(
x,

∇uεl
ϕ◦(x,∇uεl )

)
≤ C (in-

deed, ϕ◦x/ϕ◦ is 0-homogeneous in the second argument) and exploiting the convergence (4.18).
Concerning the second term, we can compare it with its expected limit, to obtain, for any
ζ ∈ C([0, T ]× Ω)d, |ζ| ≤ 1,∫ T

0

∫
Ω
ϕ◦x

(
x,

∇uεl
ϕ◦(x,∇uεl)

)
· ξ
√
K(x)ϕ◦(x,∇(ψ ◦ uεl)) dx dt

− c0

∫ T

0

∫
Ω
ϕ◦x(x, νϕ) · ξ

√
K(x)ϕ◦(x, ν)d|Dχ

Ω̃
(t)| dt

= 2

∫ T

0

∫
Ω
ϕ◦x(x, νεl) · ξ

√
K(x)W (uεl)|∇uεl |dx dt− 2

∫ T

0

∫
Ω
ϕ◦x(x, ζ) · ξ

√
K(x)W (uεl)|∇uεl | dx dt︸ ︷︷ ︸

J1

+2

∫ T

0

∫
Ω
ϕ◦x(x, ζ) · ξ

√
K(x)W (uεl)|∇uεl |dx dt− c0

∫ T

0

∫
Ω
ϕ◦x(x, ζ) · ξ

√
K(x)d|Dχ

Ω̃
(t)| dt︸ ︷︷ ︸

J2

+c0

∫ T

0

∫
Ω
ϕ◦x(x, ζ) · ξ

√
K(x)d|Dχ

Ω̃
(t)|dt− c0

∫ T

0

∫
Ω
ϕ◦x(x, ν) · ξ

√
K(x)d|Dχ

Ω̃
(t)| dt︸ ︷︷ ︸

J3

.

We now estimate each Ji for i = 1, 2, 3. Let us start from J1. It holds, recalling (4.17), (4.22)
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and (4.24), the regularity of ξ, and Cauchy-Schwartz inequality,

|J1| ≤ 2

∫ T

0

∫
Ω
|ϕ◦x(x, νεl)− ϕ◦x(x, ζ)||ξ|

√
K(x)W (uεl)|∇uεl | dx dt

≤ C

∫ T

0

∫
Ω
|ϕ◦x(x, νεl)− ϕ◦x(x, ζ)||ξ|

√
K(x)W (uεl)|∇uεl | dx dt

≤ C

∫ T

0

∫
Ω
|νεl − ζ|

√
K(x)W (uεl)|∇uεl | dx dt

≤ C

(∫ T

0

∫
Ω

√
K(x)W (uεl)|∇uεl | dx dt

) 1
2
(∫ T

0

∫
Ω
|νεl − ζ|2

√
K(x)W (uεl)|∇uεl | dx dt

) 1
2

≤ C(T )

(∫ T

0
Eεl [uεl(t)|ζ(t)] dt

) 1
2

,

so that, by taking the limit as l → ∞ and recalling (4.29), we get

lim sup
l→∞

|J1| ≤ C(T )

(∫ T

0
E [c0χΩ̃

(t)|ζ(t)] dt
) 1

2

. (4.31)

Then, by the arbitrariness of ζ, we infer from (4.30) that liml→∞|J1| can be made arbitrarily
small. Concerning J2, since ζ ∈ C([0, T ] × Ω)d and K ∈ C1(Ω), the fact that J2 → 0 as
l → ∞ directly comes from (4.15). In conclusion, about J3, by (4.6), (4.13), (4.22), (4.24), and
Cauchy-Schwartz inequality,

|J3| ≤ C

(∫ T

0

∫
Ω

√
K(x)d|Dχ

Ω̃
(t)| dt

) 1
2
(∫ T

0

∫
Ω
|ν − ζ|2

√
K(x)d|Dχ

Ω̃
(t)| dt

) 1
2

≤ C

(∫ T

0
PK
ϕ (Ω(t)) dt

) 1
2
(∫ T

0
E [c0χΩ̃

(t)|ζ] dt
) 1

2

≤ C(T )

(∫ T

0
E [c0χΩ̃

(t)|ζ] dt
) 1

2

,

and again, by the arbitrariness of ζ, we infer from (4.30) that |J3| can be made arbitrarily small.
We can thus conclude that∫ T

0

∫
Ω
ϕ◦x

(
x,

∇uεl
ϕ◦(x,∇uεl)

)
· ξ
√
K(x)ϕ◦(x,∇(ψ ◦ uεl)) dx dt

→ c0

∫ T

0

∫
Ω
ϕ◦x(x, νϕ) · ξ

√
K(x)ϕ◦(x, ν)d|Dχ

Ω̃
(t)|dt,

as l → ∞.
We are left to consider the last term in the right-hand side of (4.20). Namely, we have∫ T

0

∫
Ω

1

εl
W (uεl)∇K(x) · ξ dx dt

=

∫ T

0

∫
Ω

1

εl
K(x)W (uεl)

∇K(x)

K(x)
· ξ dx dt

=

∫ T

0

∫
Ω

(
1

εl
K(x)W (uεl)−

1

2

√
K(x)ϕ◦(x,∇(ψ ◦ uεl))

)
∇K(x)

K(x)
· ξ dx dt

+

∫ T

0

∫
Ω

√
K(x)ϕ◦(x,∇(ψ ◦ uεl))

∇K(x)

2K(x)
· ξ dx dt,

and again the first term in the right-hand side converges to zero as l → ∞ due to (4.19) and the
regularity of K. In conclusion, concerning the last summand, we first note that, as l → ∞,

L1
|(0,T ) ⊗ ϕ◦(·,

√
K∇(ψ ◦ uεl))

∗
⇀ L1

|(0,T ) ⊗ c0
√
Kϕ◦(·, ν)d|Dχ

Ω̃
(t)|, weakly* in M((0, T )× Ω).

(4.32)
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Proof of (4.32). By a standard Fubini-like argument from (4.11), which also holds for any open
set in place of Ω (restricting the perimeter on that set), it is easy to deduce the validity of (4.32).
On the other hand this can also be obtained by means a tilt-excess argument, which we detail
here. For any ρ ∈ C([0, T ]× Ω)d and for any ζ ∈ C([0, T ]× Ω)d such that |ζ| ≤ 1, we have∫ T

0

∫
Ω
ρ(t, x) · ϕ◦(x,

√
K(x)∇(ψ ◦ uεl)) dx dt− c0

∫ T

0

∫
Ω
ρ(t, x)

√
K(x)ϕ◦(x, ν)d|Dχ

Ω̃
(t)|

=

2

∫ T

0

∫
Ω
ρ(t, x)ϕ◦(x, νεl) ·

√
K(x)W (uεl)|∇uεl | dx dt− 2

∫ T

0

∫
Ω
ρ(t, x)ϕ◦(x, ζ)

√
K(x)W (uεl) dx dt︸ ︷︷ ︸

J4

+ 2

∫ T

0

∫
Ω
ρ(t, x)ϕ◦(x, ζ)

√
K(x)W (uεl) dx dt− c0

∫ T

0

∫
Ω
ρ(t, x)

√
K(x)ϕ◦(x, ζ)d|Dχ

Ω̃
(t)|︸ ︷︷ ︸

J5

+ c0

∫ T

0

∫
Ω
ρ(t, x)

√
K(x)ϕ◦(x, ζ)d|Dχ

Ω̃
(t)| − c0

∫ T

0

∫
Ω
ρ(t, x)

√
K(x)ϕ◦(x, ν)d|Dχ

Ω̃
(t)|︸ ︷︷ ︸

J6

.

Now, since ϕ◦ is Lipschitz continuous in its second argument due to assumption (A1), using the
same estimates as for J1, we get

|J4| ≤ 2

∫ T

0

∫
Ω
|ϕ◦(x, νεl)− ϕ◦(x, ζ)||ρ|

√
K(x)W (uεl)|∇uεl |dx dt

≤ C

∫ T

0

∫
Ω
|νεl − ζ|

√
K(x)W (uεl)|∇uεl |dx dt ≤ C(T )

(∫ T

0
Eεl [uεl(t)|ζ(t)] dt

) 1
2

,

so that, by taking the limit as l → ∞ and recalling (4.29) and the arbitrariness of ζ, we infer
from (4.30) that liml→∞|J4| can be made arbitrarily small. Concerning J5 → 0, this directly
comes from (4.15). In conclusion, about J6, recalling again the Lipschitz property of ϕ◦ in its
second argument, and arguing as for J3,

|J6| ≤ C

(∫ T

0

∫
Ω

√
K(x)d|Dχ

Ω̃
(t)| dt

) 1
2
(∫ T

0

∫
Ω
|ν − ζ|2

√
K(x)d|Dχ

Ω̃
(t)| dt

) 1
2

≤ C

(∫ T

0
PK
ϕ (Ω(t)) dt

) 1
2
(∫ T

0
E [c0χΩ̃

(t)|ζ] dt
) 1

2

≤ C(T )

(∫ T

0
E [c0χΩ̃

(t)|ζ] dt
) 1

2

,

and again, by the arbitrariness of ζ, we from (4.30) we deduce that |J6| can be made arbitrarily
small. This proves (4.32).

Therefore, thanks to the regularity of K and ξ, we immediately infer∫ T

0

∫
Ω

∇K(x)

2K(x)
· ξ
√
K(x)ϕ◦(x,∇(ψ ◦ uεl)) dx dt

→ c0

∫ T

0

∫
Ω

∇K(x)

2K(x)
· ξ
√
K(x)ϕ◦(x, ν)d|Dχ

Ω̃
(t)| dt.

This allows to show that∫ T

0

∫
Ω

1

εl
W (uεl)∇K(x) · ξ dx dt→ c0

∫ T

0

∫
Ω
∇
√
K(x) · ξϕ◦(x, ν)d|Dχ

Ω̃
(t)|dt,

as l → ∞.
As a consequence, since also jεl⇀j weakly in L1((0, T )×Ω), we can pass to the limit as l → ∞ in
(4.20), to obtain again in the end (4.10). This concludes the argument concerning the convergence
in (4.20) by means of anisotropic tilt excess.
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4.3 Weak solutions to anisotropic weighted Hele-Shaw flow are strong solu-
tions

Here we show that, if j and Ω̃ :=
⋃
t∈[0,T ]Ω(t) × {t} are sufficiently smooth and additionally

they are a weak solution to the anisotropic Hele–Shaw flow according to Definition 2.10, then
Ω̃ and j solve the anisotropic weighted Hele–Shaw equations in the classical sense, according to
Definition 2.9. In particular, we have the following result

Lemma 4.4. Let (Ω̃, j) be a weak solution to the anisotropic weighted Hele-Shaw flow in the
sense of Definition 2.10. If j is sufficiently smooth and Ω(t) evolves smoothly and is simply
connected for all t, then (Ω̃, j) is also a classical solution to the anisotropic weighted Hele–Shaw
flow (2.15)-(2.16).

Proof. The proof of the validity of (2.15) for (j, Ω̃) can be obtained as in Step 1 of the proof
of [40, Lemma 4.10]. Concerning (2.16), we can follow Step 2 of the same lemma, adapting some
parts. Let us consider ξ ∈ C1

c (Ω(t);Rd) such that divξ = 0. Thanks to (2.18), we have∫ T

0

∫
Ω(t)

ξ · j(·, t) dx dt (4.33)

= c0

∫ T

0

∫
∂Ω(t)

tr

[
(Id− nϕ ⊗ νϕ)∇ξ +

(
ϕ◦x(x, νϕ) +

∇K(x)

2K(x)

)
⊗ ξ

]√
K(x)ϕ◦(x, ν)dHd−1 dt = 0,

(4.34)

since ξ has compact support inside Ω(t), so that∫ T

0

∫
Ω(t)

j · ξ dx dt = 0

This entails by a density argument that, for any t ∈ [0, T ] (recall that Ω(t) is a smooth function
of t), ∫

Ω(t)
j · ξ dx = 0, ∀ξ ∈ L2(Ω(t)), divξ = 0,

implying that j ⊥L2(Ω(t)) {ξ ∈ L2(Ω(t)) : divξ = 0}, so that, since Ω(t) is smooth and simply
connected, by the Helmholtz decoposition there exists p(t) ∈ H1(Ω(t)) such that

j = −∇p(t), in Ω(t), ∀t ∈ [0, T ].

Plugging this result in (2.18), we infer, recalling Theorem 2.2 and the definition of divϕ,

−
∫ T

0

∫
Ω(t)

∇p(t) · ξ dx dt

= c0

∫ T

0

∫
∂Ω(t)

divϕ(ξ
√
K)ϕ◦(x, ν)dHd−1 dt

+ c0

∫ T

0

∫
∂Ω(t)

(∇
√
K(x) · nϕ)(ξ · νϕ)ϕ◦(x, ν)dHd−1 dt

= c0

∫ T

0

∫
∂Ω(t)

(
−Hϕ

√
K(x) +∇

√
K(x) · nϕ

)
(ξ · νϕ)ϕ◦(x, ν) dHd−1 dt

= c0

∫ T

0

∫
∂Ω(t)

(
−Hϕ

√
K(x) +∇

√
K(x) · nϕ

)
ν · ξ dHd−1 dt,

recalling that νϕ = ν
ϕ◦(x,ν) . Observing also that, by the divergence theorem,

−
∫ T

0

∫
Ω(t)

∇p(t) · ξ dx dt =
∫ T

0

∫
∂Ω(t)

p(t)ξ · νdHd−1 dt,
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we obtain by the fundamental lemma of calculus of variations that

p(t) = −c0Hϕ(t)
√
K + c0∇

√
K · nϕ

on ∂Ω(t) for any t ∈ [0, T ]. This concludes the proof that (j, Ω̃) also satisfies (2.16).

5 Numerical simulations

Numerical settings. To give an idea of the evolution of an anisotropic Cahn-Hilliard equation,
we propose some numerical simulations. Here, we consider the following version of the anisotropic
Cahn-Hilliard equation used in [22]:

∂u

∂t
= div(m(u)∇µ),

µ = −εdiv(B(∇u)∇u) + 1

ε
F ′(u),

where we set m(u) = 1 for simplicity. B(∇u) is a matrix encoding the anisotropy. Here

B(∇u) =
[

γ(θ)2 −γ′(θ) γ(θ)
γ′(θ) γ(θ) γ(θ)2

]
,

with
γ(θ) = 1 +G cos(n θ).

Here θ is the angle between the x-axis and the interface normal, whereas G is the strength of the
anisotropy. In [22], the authors show that G must be small enough to prove existence of weak
solutions. Observe that G = 0 corresponds to the isotropic Cahn-Hilliard equation, whereas n
adjusts the symmetry. In two dimensions we have

θ = arctan(∂yu/∂xu).

For simplicity, we update the time derivative using an explicit Euler scheme:

un+1 = un +∆t div(m(un)∇µn),

though one must be cautious with stability. If ε is small, steep gradients appear in u, making
the problem stiff. Thus, a sufficiently small time step ∆t is usually necessary to avoid numerical
blow-up. Semi-implicit methods can be used to improve stability. Our goal is to show how can
the anisotropy can affect the shape of the solutions. Therefore we perform simulations in a range
of parameter for G. In the following numerical simulations we initialize u randomly in a narrow
band around 1/2. We let the system evolve with time step ∆t = 0.001 and number of steps
NT = 5000 over a grid of size 80× 80 with Nx = 100 grid mesh points on the x dimension and
Ny = 100 points on the y dimension. We plot the simulations for G = [0.2, 0.5] and ε = 0.7.
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Figure 1: Comparison between the isotropic and anisotropic Cahn-Hilliard equation for different
values of G.

Effect of Anisotropy (G ̸= 0). In the simulations with G = 0 (isotropic version), the inter-
faces evolve into smoothly curved shapes, as one expects from isotropic curvature. When G ̸= 0,
the interfaces have directional biases. For instance, it can develop corners.

Role of Small ε. As ε becomes smaller, the interface width becomes thinner, so the transition
between u ≈ 0 and u ≈ 1 becomes sharper. In the numerical simulations, this transition
is represented by the thin green line surrounding the domains. Numerically, capturing these
sharper interfaces precisely would require thinner spatial meshes or adaptive methods.

Instabilities and Coarsening. During the evolution, small domains often shrink and dis-
appear, while larger ones grow, minimizing the total free energy. Anisotropy can accelerate or
alter this coarsening process by changing how (anisotropic) curvature forces act along different
directions.
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Appendix A. Proof of Lemma 2.5

Here we propose the proof of Lemma 2.5, which is a generalization of [16, Lemma 3.7].
Let θk : (0, T )× Ω → {(t, x, p) : x ∈ Ω, t ∈ (0, T ), p ∈ ∂Bϕ◦(x)} be defined by

θk(t, x) :=

(
t, x,

Dvk(t, x)

ϕ◦(x,Dvk(t, x))

)
,

which is well defined since Dvk is an L1(Ω) function. We consider the family of pushforward mea-
sures µk := (θk)♯(|

√
K(x)Dvk|ϕLd+1

|(0,T )×Ω) = (θk)♯

(
ϕ◦
(
x,
√
K(x)Dvk(t, x)

)
Ld+1
|(0,T )×Ω

)
. Note

that the measures µk are defined over the set S :=
⋃

(t,x)∈(0,T )×Ω{(t, x)} × ∂Bϕ◦(x). By the
definition of µk, it holds∫

S
ξ(t, x, p)dµk

=

∫
(0,T )×Ω

ξ

(
t, x,

Dvk(x)

ϕ◦(x,Dvk(t, x))

)
ϕ◦(x,

√
K(x)Dvk(t, x)) dx dt (A.1)

for any ξ ∈ Cc(S). we also consider

θ0(t, x) :=

(
t, x,

νv0(t, x)

ϕ◦(x, νv0(t, x))

)
,

with νv0 = Dv0
|Dv0| , i.e., νv0 is the Radon-Nykodym derivative of Dv0 with respect to its total

variation. We then introduce

µ0 := (θ0)♯(L1
|(0,T ) ⊗ |

√
K(x)Dv0(t)|ϕ) = (θ0)♯(L1

|(0,T ) ⊗ ϕ◦(x, νv0(t, x))|
√
K(x)Dv0(t)|),

so that we have∫
S
ξ(t, x, p)dµ0 =

∫
(0,T )×Ω

ξ

(
t, x,

νv0(t, x)

ϕ◦(x, νv0(t, x))

)
ϕ◦(x, νv0(t, x))d

∣∣∣√K(x)Dv0(t)
∣∣∣ dt (A.2)

for any ξ ∈ Cc(S). By the regularity and assumption (2.9) of F , we see that F is an admissible
test function, so that the identities above also hold with ξ = F . Therefore, recalling assumption
(2.8) and the fact that F is positively 1-homogeneous with respect to the third argument p,
the claim (2.8) follows if we show that µk

∗
⇀ µ0 in measure as k → ∞. Now, note that, by

assumption (2.8), it holds

µk(S) =

∫
(0,T )×Ω

ϕ◦(x,
√
K(x)Dvk(t, x)) dx dt ≤ C, ∀k ∈ N.

Therefore, since µk is a nonnegative Radon measure, there exists a Radon measure µ such that
µk

∗
⇀ µ in measure as k → ∞. We only need to show that µ = µ0. By the disintegration of

measures theorem applied to µk (see, e.g., [16, Theorem 2.4]), we can set X = S, Y = (0, T )×Ω
and consider the Borel map π : X → Y such that π(t, x, p) = (t, x), setting ω = π♯µ, so that the
exists the nonnegative Radon (probability) measure λt,x defined on the space {(t, x)}× ∂Bϕ◦(x)
for ω-a.a. (t, x) ∈ (0, T )× Ω, such that for every Borel function f : X → [0,+∞], it holds∫

S
f(t, x, p)dµ =

∫
(0,T )×Ω

(∫
{(t,x)}×∂Bϕ◦ (x)

f(t, x, p)dλt,x(t, x, p)

)
dω(t, x).
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Note that, since the variable of integration in the second integral is p, with a slight abuse of
notation we simply write∫

S
f(t, x, p)dµ =

∫
(0,T )×Ω

(∫
∂Bϕ◦ (x)

f(t, x, p)dλt,x(p)

)
dω(t, x).

We now need to identify ω = L1
|(0,T ) ⊗ |

√
K(x)Dv0|ϕ(t), and λt,x = δ

(
νv0 (t,x)

ϕ◦(x,νv0 (t,x))

)
.

Assume h ∈ Cc((0, T )× Ω;Rd), so that we can use the factorized function f(t, x, p) = h(t, x) · p
in the equation above and obtain∫

S
h(t, x) · pdµ =

∫
(0,T )×Ω

h(t, x) ·

(∫
∂Bϕ◦ (x)

pdλt,x(p)

)
dω(t, x). (A.3)

Now, by the weak* convergence of µk and the weak* convergence of L1
|(0,T ) ⊗

√
K(·)Dvk(t)

to L1
|(0,T ) ⊗

√
K(·)Dv0(t) in M((0, T ) × Ω) (given by an application of Lemma 2.4, recalling

K ∈ C(Ω) and K ≥ K∗ > 0), we can obtain∫
S
h(t, x) · pdµ

= lim
k→∞

∫
S
h(t, x) · pdµk

= lim
k→∞

∫ T

0

∫
Ω
h(t, x) · Dvk(t, x)

ϕ◦(x,Dvk(t, x))
d|
√
K(x)Dvk|ϕ

= lim
k→∞

∫ T

0

∫
Ω
h(t, x) ·

√
K(x)Dvk(t, x) dx dt

= lim
k→∞

∫ T

0

∫
Ω
h(t, x)d(

√
K(x)Dvk) dt =

∫ T

0

∫
Ω
h(t, x)d(

√
K(x)Dv0) dt.

By this result and the decomposition (A.3), we immediately deduce, since h is arbitrary, that(∫
∂Bϕ◦ (x)

pdλt,x(p)

)
dω(t, x) = d L1

|(0,T ) ⊗
√
K(x)Dv0(t) = νv0d L1

|(0,T ) ⊗ |
√
K(x)Dv0|(t),

entailing that L1
|(0,T ) ⊗ |

√
K(x)Dv0|ϕ(t) << ω. Indeed, since |νv0 | ≡ 1, we multiply both the

sides of the identity above by ϕ◦(x, νv0)νv0 to obtain

ϕ◦(x, νv0(t, x))νv0(t, x) ·

(∫
∂Bϕ◦ (x)

pdλt,x(p)

)
dω(t, x) = d L1

|(0,T ) ⊗ |
√
K(x)Dv0|ϕ(t),

giving the result. Thus there exists an ω-measurable function γ : (0, T ) × Ω → R+ such that
L1
|(0,T ) ⊗ |

√
K(x)Dv0|ϕ(t) = γω. Therefore, we have

ϕ◦(x, νv0)

(∫
∂Bϕ◦ (x)

pdλt,x(p)

)
dω(t, x) = νv0dL1

|(0,T ) ⊗ |
√
K(x)Dv0|ϕ(t) = νv0γdω(t, x),

so that, for ω-a.e. (t, x) ∈ (0, T )× Ω,∫
∂Bϕ◦ (x)

pdλt,x(p) =
νv0

ϕ◦(x, νv0)
γ(t, x), (A.4)
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which means, by applying ϕ◦ (in the second argument) to both the sides of the equality and
recalling that ϕ◦(x, p) is positively 1-homogeneous with respect to p,

ϕ◦

(
x,

∫
∂Bϕ◦ (x)

pdλt,x(p)

)
= γ(t, x). (A.5)

In conclusion, as in [16, (3.37)], thanks to the convergence (2.8) and the weak* convergence of
µk, we infer, for any ξ ∈ Cc((0, T )× Ω),∫

(0,T )×Ω
ξ(t, x)

(∫
∂Bϕ◦ (x)

ϕ◦(x, p)dλt,x(p)

)
dω(t, x)

=

∫
(0,T )×Ω

ξ(t, x)

(∫
∂Bϕ◦ (x)

dλt,x(p)

)
dω(t, x)

=

∫
S
ξ(t, x)dµ = lim

k→∞

∫
S
ξ(t, x)dµk

= lim
k→∞

∫
(0,T )×Ω

ξ(t, x)ϕ◦(x,
√
K(x)Dvk(t, x)) dx dt

=

∫
(0,T )×Ω

ξ(t, x)ϕ◦(x, νv0)d|
√
K(x)Dv0|dt

=

∫
(0,T )×Ω

ξ(t, x)d|
√
K(x)Dv0|ϕ dt =

∫
(0,T )×Ω

ξ(t, x)γ(t, x)dω(t, x)

=

∫
(0,T )×Ω

ξ(t, x)ϕ◦

(
x,

∫
∂Bϕ◦ (x)

pdλt,x(p)

)
dω(t, x),

entailing, since ξ is arbitrary, for ω-a.e. (t, x) ∈ (0, T )× Ω,∫
∂Bϕ◦ (x)

ϕ◦(x, p)dλt,x(p) = ϕ◦

(
x,

∫
∂Bϕ◦ (x)

pdλt,x(p)

)
,

and since ϕ◦(x, ·) is strictly convex for any fixed x ∈ Ω, it is well known that λt,x must be a
Dirac δ probability measure, namely it holds λt,x = δ

(
q

ϕ◦(x,q)

)
, for some q ∈ Rd. To identify q,

we come back to (A.5), to see that it must be γ ≡ 1. Then, from (A.4), we deduce

q

ϕ◦(x, q)
=

νv0(t, x)

ϕ◦(x, νv0(t, x)
,

entailing that whatever q ∈ Rd we choose, we always have that λt,x = δ
(

νv0 (t,x)

ϕ◦(x,νv0 (t,x))

)
. This

concludes the proof.
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