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Abstract. We introduce and analyse a new variant of the two-dimensional XY -model energy

which is suited to detect both topological defects and geometric defects in form of fractional
vortices and domain walls, respectively. In contrast to previously introduced variants, the ener-

gies we consider here are defined without using an angular lifting of the S1-valued spin variables.

Moreover, they combine in an explicit way the features of the XY -model energy on the one hand
and weak-membrane energies on the other hand. This leads to simplified proofs of compactness

and lower bound in the Γ-convergence analysis.

1. Introduction

The macroscopic behaviour of crystalline materials is highly influenced by the presence and
interaction of material defects, that can roughly be described as local deviations from the other-
wise regular crystalline structure. Such defects can be of different (co-)dimension ranging from
point and line to planar and volume defects (see, e.g., [26, Chapter 1.3]), and the derivation and
analysis of corresponding mathematical models has constantly given rise to interesting challenges
and problems. One challenge that has drawn the attention of the mathematical community in
recent years consists in obtaining continuum-mechanical models for material defects from more
elementary discrete models via a rigorous coarse-graining procedure by means of Γ-convergence.
Such a discrete-to-continuum variational analysis has been applied to models for defects of different
(co-)dimension including, among others, models for volume defects such as voids [22], for planar
(or co-dimension 1) defects such as grain boundaries [21], and for co-dimension 2 defects such as
dislocations [28, 2, 3, 4, 5, 19], to name just a few. It is also worth mentioning that in a reduced
two-dimensional setting discrete energies for so-called screw dislocations have been shown to be
equivalent to the XY -model energy used in micromagnetism (see [2]).

Here we are interested in further investigating the relation between the screw-dislocation and the
(ferromagnetic) XY -spin model when both co-dimension 2 and co-dimension 1 defects are taken
into account as in the recent contributions [11] and [8]. Those defects are typically referred to as
topological and geometric defects, and they are observed in nature as (partial) dislocations and
stacking faults in the context of crystal plasticity [25, 26] or as (fractional) vortices and domain walls
in the context of micromagnetism [31]. In the reduced two-dimensional setting we will consider
here, they are point and line defects. To motivate ideas we start recalling the definition of the
screw-dislocation and the XY -model energy. The latter is defined on spin fields v : εZ2 ∩ Ω → S1
mapping from the portion of an ε-spaced square lattice contained in a bounded Lipschitz domain
Ω ⊂ R2 to the unit vectors, and it assigns to any such spin field the energy

XYε(v) =
1

2

∑
(i,j) n.n.

|v(j)− v(i)|2 . (1.1)

In (1.1) the sum is taken over all pairs of nearest neighbours i, j ∈ εZ2∩Ω. The XY -model energy
is well-suited to detect topological singularities at the leading order logarithmic scaling. Roughly
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speaking, configurations vε satisfying a uniform bound XYε(vε) ≤ C| log ε| develop in the limit
as ε → 0 finitely many point singularities (interpreted as vortices) as those in Figure 1a. Around
these singularities an energetic contribution of order | log ε| is stored (see [1, 3]).

Upon choosing an angular lifting u : εZ2 ∩ Ω → R of v satisfying v = exp(2πιu) we have
that 1

2 |v(j) − v(i)|2 = 1 − cos
(
2π(u(j) − u(i)

)
for i, j. This allows to rewrite XYε(v) in terms

of the angular variable u, which in turn makes it possible to relate the XY -model energy to the
screw-dislocation energy. Indeed, the latter associates to any scalar configuration u : εZ2 ∩Ω → R
(interpreted as a lattice displacement in the context of plasticity) an energy of the form

SDε(u) = 2π2
∑

(i,j) n.n.

dist2
(
u(j)− u(i);Z

)
. (1.2)

Since 2π2 dist2(t;Z) ≈ 1−cos(2πt) for t close to Z, one can show that XYε and SDε have the same
asymptotic behaviour at the leading order logarithmic scaling (see [2] and [3]). Moreover, rewriting
XYε in terms of the angular variable is the starting point in [11] for introducing a class of discrete
energies that is suited to detect the formation of both topological and geometric defects which in
the spin variable correspond to fractional vortices and domain walls as sketched in Figure 1b.

(a) Vortex singularity (b) Fractional vortices and string defect

Figure 1. Schematic pictures of a topological singularity in form of a vortex (left) and of

two topological singularities in form of fractional vortices that are connected by a geometric
singularity (right).

Here, we follow the approach in [11] to obtain a model for partial screw dislocations and stacking
faults, which we use as a point of reference (see Section 2.4 for a precise definition). Instead, for
the XY -model energy we take a different approach and define discrete energies directly on the
spin field v. This is done by taking inspiration from a different class of discrete energies which
is commonly used to detect line singularities. Those are discrete energies that approximate free-
discontinuity problems as considered, e.g., in [16, 17, 30, 7]. A prototypical energy of this type
is the so-called weak-membrane energy which assigns to any configuration w : εZ2 ∩ Ω → R2 an
energy of the form

WMε(w) =
∑
i,j n.n.

min
{
|w(j)− w(i)|2, ε

}
. (1.3)

It is known that the weak-membrane energies Γ-converge as ε→ 0 to a free-discontinuity functional,
i.e., a functional consisting of a bulk and a surface contribution. In particular, the energies are
suited to detect line defects.
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Energies as in (1.3) were already exploited in [8] to detect line defects in a model for partial
edge dislocations and stacking faults. Although these energies itself are not suited to detect topo-
logical defects (see Example 4.3), we use them to define a variant of the XY -model energy which
combines the features of both energies and is thus indeed able to detect topological and geometric
singularities. Specifically, for fixed n ∈ N we consider energies of the form

XY frac
ε (v) =

∑
i,j n.n.

max
{

1
n2 |vn(j)− vn(i)|2,min

{
|v(j)− v(i)|2, ε

}}
. (1.4)

Here, vn is the complex n-th power of v : εZ2 ∩ Ω → S1 which allows for fractional-integer
windings of the spin field. Moreover, for small values of |v(j)− v(i)| we have that |v(j)− v(i)|2 ≈
1
n2 |vn(j)−vn(i)|2. This suggests that far from the singularities the two terms should give the same

energetic contribution. Finally, for specific jumps of v, namely jumps by 2π
n (as in Figure 1b for

n = 2), the field vn will not jump and thus the value of |vn(j) − vn(i)| will be of order ε2, while
|v(j)−v(i)| will be of order one. Thus, for those terms the dominating term will be ε, which makes
the energetic contribution of macroscopic line defects across which the spin field jumps by 2π

n of
order one.

The above heuristics are made rigorous in Theorem 4.1 where we show that after removing
the logarithmic contribution of a fixed number of limiting topological defects the energies XY frac

ε

converge as ε→ 0 to a continuum energy consisting of three terms. More specifically, Theorem 4.1
implies that for fixed M ∈ N the Γ-limit of the excess energies XY frac

ε (v)− Mπ
n2 | log ε| is given by

Efrac(w) =
M

n2
γ +

1

n2
W(wn) +

ˆ
Sw

|ν|1 dH1 , w ∈ D
1
n

M (Ω) . (1.5)

Here, D
1
n

M (Ω) is a suitable subclass of S1-valued SBV -functions w whose jumpset Sw has finite
length, their complex n-th power wn is a Sobolev function, and the jacobian J(wn) is a sum
of signed dirac measures supported on the limiting topological defects (see 4.4 for the precise
definition). The function w in (1.5) is obtained as weak H1

loc-limit of the sequence of spin fields vε
away from the limiting point defects. Moreover, γ is the core energy of the XY -model energy, a
fixed quantity concentrated around each limiting topological defect. The far-field energy W instead
accounts for the interaction of the topological defects and coincides again with the far-field energy
of the XY -model energy. Finally, the surface contribution is concentrated on the limiting line
defects and coincides with the surface contribution of the weak-membrane energies. In this way,
we provide here a class of discrete energies which have the same asymptotic behaviour in terms
of Γ-convergence as the discrete energies defined in [11]. Re-interpreting the latter energies as a
model for partial screw dislocations and stacking faults thus allows to compare those models with
XY -spin models in a framework that takes into account both topological and geometric defects. At
the same time, defining XY frac

ε directly in terms of the spin variable v makes it more evident how
to compare those energies with the weak-membrane energies, which in turn leads to a simplified
proof of the lower-bound inequality and the corresponding compactness result. Finally, a crucial
step in obtaining the upper-bound inequality consists in showing that the core energy concentrated
around each limiting point singularity is the same (up to a factor) for the fractional XY -model
energy (1.4) and the original XY -model energy (1.1). This can be shown in a concise way using
the recent result [23, Theorem 2.4] which allows us to choose competitors for the minimization
problem defining γ (see (4.12) for the precise definition) that are suitably regular in the sense that
they do not contain so-called short dipoles.

We finally observe that the limiting energies we obtain here also appear as Γ-limits of the
continuum phase-field functionals introduced in [24] which are defined by coupling suitable variants
of the Ginzburg-Landau functionals and the Ambrosio-Tortorelli functionals. Building upon the
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analysis carried out in the present paper and using the similarities between weak-membrane energies
and discretizations of the Ambrosio-Tortorelli functionals (see [10, Section 3.3]), it will thus be a
subject of further investigation to provide a discrete counterpart of those phase-field functionals.

2. Notation and Setting of the problem

In this section we fix some basic notation and introduce the discrete energies considered in this
paper.

2.1. Basic notation. We start fixing some notation employed throughout. Given two unit vectors
a, b ∈ S1 we let dS1(a, b) := 2 arcsin( 12 |a−b|) denote the geodesic distance between them. We recall
that

|a− b| ≤ dS1(a, b) ≤
π

2
|a− b| , (2.1)

where | · | denotes the euclidian distance in R2. For any R > r > 0 we set Br := {x ∈ R2 : |x| < r}
and Ar,R := BR \ Br. Finally, for any x ∈ R2 we set Br(x) := Br + x and Ar,R(x) := Ar,R + x.
Moreover, the closed segment joining two vectors x, y ∈ R2 is denoted by [x, y].

Throughout the note, ε > 0 is a positive parameter varying in strictly decreasing sequence
converging to zero.

2.2. The discrete lattice. Throughout we will consider the ε-spaced square lattice εZ2. For any
ε > 0, k ∈ {1, 2}, and any Borel subset A ⊂ R2 we let

Zekε (A) :=
{
i ∈ εZ2 ∩A : [i, i+ εek] ⊂ A

}
(2.2)

denote the portion of lattice points contained in A for which the closed segment joining i and its
nearest neighbour i + εek is contained in A as well. Moreover, we define the collection of closed
cubes subordinated to the lattice εZ2 via

Qε :=
{
Qε = Qε(i) = i+ [0, ε]2 : i ∈ εZ2

}
, (2.3)

and for any cube Qε = i+ [0, ε]2 ∈ Qε we write b(Qε) := i+ ε
2 (e1 + e2) for its barycentre. For any

Borel set A ⊂ R2 we let

Qint
ε (A) := {Qε ∈ Qε : Qε ⊂ A} and Qext

ε (A) := {Qε ∈ Qε : Qε ∩A ̸= ∅}

denote the subclasses of lattice cubes contained in A and intersecting A, respectively. Accordingly
we set

Aint
ε :=

⋃
Qε∈Qint

ε (A)

Qε and Aext
ε :=

⋃
Qε∈Qext

ε (A)

Qε .

Finally ∂εA := εZ2 ∩ ∂Aint
ε denotes the discrete boundary of A. It is also convenient to fix a

triangulation Tε of R2 subordinated to εZ2 by setting

Tε :=
{
T+
ε = conv(i, i+ εe2, i+ ε(e1 + e2)) , T

−
ε = conv(i, i+ εe1, i+ ε(e1 + e2)) : i ∈ εZ2

}
. (2.4)

Here conv denotes the closed and convex hull.

Next we introduce the sets of discrete variables taking values in the real numbers and the unit
sphere, denoted respectively by

ADε := {u : εZ2 → R} and SFε := {v : εZ2 → S1} .

We will often refer to variables in ADε and SFε as admissible displacements and spin fields,
respectively. For u, ũ ∈ ADε we write

u
Z≡ ũ if u(i)− ũ(i) ∈ Z for every i ∈ εZ2 .
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Upon identifying R2 with C we can associate to any u ∈ ADε a spin field v ∈ SFε by considering
the complex exponential

v = exp(2πιu) (2.5)

with ι being the imaginary unit. Vice versa, any v ∈ SFε can be written in the form (2.5) for
some u ∈ ADε (not unique). In this case, we will refer to u as an angular lifting of v. We shall
often interpret points on S1 as complex numbers and implicitly use complex products and complex
powers.

2.3. Discrete gradients and discrete topological singularities. For u ∈ ADε, v ∈ SFε and
i, j ∈ εZ2 with |i− j| = ε we consider the directional discrete derivatives

du(i, j) := u(j)− u(i) dv(i, j) := v(j)− v(i) . (2.6)

Moreover, to any u ∈ ADε we associate a discrete vorticity measure as follows. For any t ∈ R let

PZ(t) := argmin{|t− z| : z ∈ Z} (2.7)

denote its projection onto Z (with the convention of taking the minimal argmin in (2.7) if it is not
unique). In other words, PZ(t) =

⌈
t− 1

2

⌉
. In this way,

PZ(t+ z) = PZ(t) + z for every t ∈ R and every z ∈ Z. (2.8)

For i, j ∈ εZ2 with |i− j| = ε we now define the elastic part of du(i, j) by

deu(i, j) :=

{
du(i, j)− PZ

(
du(i, j)

)
if i ≤ j ,

du(i, j) + PZ
(
du(j, i)

)
if j ≤ i ,

(2.9)

where i = (i1, i2) ≤ j = (j1, j2) means that i1 ≤ j1 and i2 ≤ j2. Note that deu(i, j) = −deu(j, i).
Moreover

|deu(i, j)| = dist
(
du(i, j);Z

)
. (2.10)

Using deu we can associate a discrete circulation measure µu to u as follows. For any cube
Qε(i) ∈ Qε with lower left corner i and vertices {i, j, k, ℓ} ordered counter clockwise we define
µu(Qε(i)) by setting

µu(Qε(i)) := deu(i, j) + deu(j, k) + deu(k, ℓ) + deu(ℓ, i) . (2.11)

By construction, µu(Qε) ∈ {−1, 0, 1}. We then define the measure µu as

µu :=
∑

Qε∈Qε

µu(Qε)δb(Qε) . (2.12)

If v ∈ SFε we write v = exp(2πιu) for some u ∈ ADε and set

µv(Qε) := µu(Qε) and µv := µu . (2.13)

The measure µv is well-defined, since it does not depend on the choice of the angular lifting u.

Indeed, if u, ũ ∈ ADε with u
Z≡ ũ one can use (2.8) to verify that deu(i, j) = deũ(i, j) for every

i, j ∈ εZ2, |i− j| = ε. Thus, µu = µũ.
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2.4. Definition of the discrete energies. This section collects all discrete energies we will
consider. To define them, it is convenient to first introduce the following pairwise interaction-
energy densities. For every n ∈ N \ {0} we define f 1

n
: R → [0,+∞) by

f 1
n
(t) := 2π2 dist2

(
t,
1

n
Z
)
.

In this way, we have that

f 1
n
(t) =

1

n2
f1(nt) for every t ∈ R (2.14)

and

f1(t) = f 1
n
(t) ⇐⇒ dist(t,Z) ≤ 1

2n
. (2.15)

Moreover, for any ε, τ > 0 we define fτ
ε, 1n

, gτε : R → [0,+∞) by

fτε, 1n
(t) := max

{
f 1
n
(t), ετ1{x : dist(x,Z)> 1

2n}(t)

}
and gτε (t) := min

{
t2

2
, ετ

}
.

We now introduce the two main families of discrete energies under consideration. Throughout we
fix τ1, τ2 > 0 and n ∈ N. For any u ∈ ADε, w ∈ SFε, and A ⊂ R2 Borel we define

SDpart

ε, 1n
(u,A) :=

∑
i∈Ze1ε (A)

fτ1
ε, 1n

(
du(i, i+ εe1)

)
+

∑
i∈Ze2ε (A)

fτ2
ε, 1n

(
du(i, i+ εe2)

)
(2.16)

and

XY frac
ε, 1n

(w,A) :=
∑

i∈Ze1ε (A)

max

{
1

2n2
|dwn(i, i+ εe1)|2, gτ1ε

(
dw(i, i+ εe1)

)}

+
∑

i∈Ze2ε (A)

max

{
1

2n2
|dwn(i, i+ εe2)|2, gτ2ε

(
dw(i, i+ εe2)

)}
.

(2.17)

We also recall the definition of the screw dislocation energy and the XY -model energy studied
in [3] and [1], respectively. For every A ⊂ R2 Borel, u ∈ ADε, and v ∈ SFε they are given by

SDε(u,A) :=

2∑
k=1

∑
i∈Zekε (A)

f1
(
du(i, i+ εek)

)
(2.18)

and

XYε(v,A) :=
1

2

2∑
k=1

∑
i∈Zekε (A)

|dv(i, i+ εek)|2 , (2.19)

respectively. Finally, we will make use of an anisotropic variant of the weak-membrane energies.
In our setting, they will depend on the parameters τ1, τ2 > 0; specifically, we set

WMε(w,A) :=
∑

i∈Ze1ε (A)

gτ1ε (dw(i, i+ εe1)) +
∑

i∈Ze2ε (A)

gτ2ε (dw(i, i+ εe2)) (2.20)

for any A ⊂ R2 Borel and w : εZ2 → R2. It is well known that the discrete energies SDε and XYε
(when scaled properly) account for topological defects in the continuum Γ-limit (see [1] and [3]).
Those topological defects are then identified with screw dislocations and vortices, respectively.
Instead, the macroscopic Γ-limit of the weak-membrane energies is a free-discontinuity functional
consisting of a volume and a surface term (see [17] and [30]). In particular, in our two-dimensional
setting it accounts for line defects. Based on those two results we will show that the macroscopic
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Γ-limit of suitably scaled versions of SDpart

ε, 1n
and XY frac

ε, 1n
accounts for both topological defects and

line defects.

3. Preliminary results

In this section we collect some preliminary results that allow to compare the discrete energies
introduced in Section 2.4 with each other. Moreover, we recall some useful interpolation results.

3.1. Comparison between the discrete models. We start comparing the discrete energies
introduced in Section 2.4. This comparison will be useful to derive compactness properties and
lower bounds for the energies SDpart

ε, 1n
and XY frac

ε, 1n
. A first observation is that the discrete models

SDpart

ε, 1n
and XY frac

ε, 1n
accounting for partial dislocations and fractional vortices, respectively, are

lower bounded by the corresponding models accounting for full dislocations and vortices.

Remark 3.1. Let u ∈ ADε and let A ⊂ R2 be a Borel set. The definition of SDpart

ε, 1n
together with

(2.14) implies that

SDpart

ε, 1n
(u,A) ≥ 1

n2
SDε(nu,A) . (3.1)

Moreover, for any w ∈ SFε by definition we have that

XY frac
ε, 1n

(w,A) ≥ 1

n2
XYε(w

n, A) . (3.2)

A second observation is the following elementary comparison between SDε and XYε.

Remark 3.2 (Comparison between XYε and SDε). Let v ∈ SFε and let u ∈ ADε be any angular
lifting of v. Then the estimate

SDε(u,A) ≥ XYε(v,A) (3.3)

holds for any Borel set A ⊂ R2. This is an immediate consequence of the identity

2π2 dist2
(
du(i, j);Z

)
=

1

2
d2S1
(
v(i), v(j)

)
(3.4)

for any i, j ∈ εZ2 with |i− j| = ε. Indeed, (2.1) together with (3.4) implies that

f1
(
du(i, j)

)
≥ 1

2
|dv(i, j)|2 (3.5)

for any i, j ∈ εZ2 with |i− j| = ε, which in turn implies (3.3).

Remark 3.2 allows us to lower bound the screw dislocation energies by the XY -model energies.
The next lemma shows that an analogue estimate to (3.3) holds for the corresponding models for
partial dislocations and fractional vortices.

Lemma 3.3 (Comparison between SDpart

ε, 1n
and XY frac

ε, 1n
). Let ε > 0, let w ∈ SFε, and let u ∈ ADε

be an angular lifting of w. Then the estimate

SDpart

ε, 1n
(u,A) ≥ XY frac

ε, 1n
(w,A) (3.6)

holds for any Borel subset A ⊂ R2.

Proof. Let w ∈ SFε and u ∈ ADε be as in the statement. Moreover, set v := wn. To obtain (3.6),
we fix τ > 0 and we show that for any i, j ∈ εZ2 with |i− j| = ε we have

fτε, 1n

(
du(i, j)

)
≥ max

{
1

2n2
|dv(i, j)|2, gτε

(
dw(i, j)

)}
. (3.7)
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Then (3.6) follows by applying (3.7) with j = i+ εe1, τ = τ1 and j = j + εe2, τ = τ2, respectively,
and summing up over all i.

To establish (3.7) we fix i, j ∈ εZ2 with |i− j| = ε, and we start with the following preliminary
observation. Since v = wn, nu is an angular lifting of v. Applying (3.5) with v and nu and
using (2.14) thus yields

1

2n2
|dv(i, j)|2 ≤ 1

n2
f1
(
ndu(i, j)

)
= f1

n

(
du(i, j)

)
≤ fτε, 1n

(
du(i, j)

)
. (3.8)

Hence, (3.7) follows if we can show that also

gτε
(
dw(i, j)

)
≤ fτε, 1n

(
du(i, j)

)
.

Suppose first that dist(du(i, j);Z)) > 1
2n . Then we have by definition

fτε, 1n
(du(i, j)) ≥ ετ ≥ gτε (dw(i, j)) .

If on the contrary dist(du(i, j);Z) ≤ 1
2n , then (2.15) ensures that

f1
(
du(i, j)

)
= f1

n

(
du(i, j)

)
. (3.9)

Thus, applying (3.5) now with w and u yields

gτε (dw(i, j)) ≤
1

2
|dw(i, j)|2 ≤ f1

(
du(i, j)

)
= f1

n

(
du(i, j)

)
≤ fτε, 1n

(
du(i, j)

)
,

which concludes the proof. □

Remark 3.4 (Comparison withWMε). Let ε > 0, w ∈ SFε, and A ⊂ R2 a Borel set. By definition,
we clearly have XY frac

ε, 1n
(w,A) ≥ WMε(w,A). Together with Lemma 3.3 we thus obtain the chain

of inequalities

SDpart

ε, 1n
(u,A) ≥ XY frac

ε, 1n
(w,A) ≥WMε(w,A) (3.10)

for any angular lifting u ∈ ADε of w.

The estimates collected in Remarks 3.1–3.2 and Lemma 3.3 allow us to lower bound on the one
hand dislocation energies by vortex energies and on the other hand energies accounting for partial
dislocations and fractional vortices by the corresponding energies for full dislocations and vortices.
Using a Taylor expansion we obtain approximate reverse estimates far from the singularities.

Remark 3.5 (Comparison via Taylor expansion). Let v ∈ SFε and let u ∈ ADε be an angular
lifting of v. Then we have that

1

2
|dv(i, j)|2 = 1− cos(2πdu(i, j)) .

Expanding the cosine around 2πZ thus yields the existence of a constant C > 0 such that

f1
(
du(i, j)

)
≤ 1

2
|dv(i, j)|2 + C dist4(du(i, j);Z) ≤ 1

2
|dv(i, j)|2 + C|dv(i, j)|4 , (3.11)

where the last inequality follows from the identity (3.4) together with the second estimate in (2.1).

Suppose now that w ∈ SFε is given by w := exp
(
2π
n ιu

)
. Similar to Remark 3.2 we obtain that

1

2
|dw(i, j)|2 ≤ f1

(du(i,j)
n

)
. (3.12)

In particular, if dist
(du(i,j)

n ;Z
)
≤ 1

2n , then (2.15) together with (2.14) ensures that

f1
(du(i,j)

n

)
= f1

n

(du(i,j)
n

)
=

1

n2
f1
(
du(i, j)

)
.
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In combination with (3.11) and (3.12) this yields that

1

2
|dw(i, j)|2 ≤ 1

2n2
|dv(i, j)|2 + C|dv(i, j)|4 if dist

(du(i,j)
n ;Z

)
≤ 1

2n
. (3.13)

3.2. Interpolation of discrete functions. We conclude this section by introducing useful inter-
polations of discrete functions.

Piecewise constant interpolations. Throughout the paper, discrete functions uε : εZ2 → Rm will
be tacitly identified with their piecewise constant interpolations taking values uε(i) on every cube
Qε(i) ∈ Qε.

Piecewise affine interpolations. For ε > 0 let Tε be the triangulation defined in (2.4); for any
vε ∈ SFε we let v̂ε ∈ H1

loc(R2;R2) denote the function satisfying v̂ε(i) = vε(i) for every i ∈ εZ2

and being affine on every triangle T+
ε , T

−
ε ∈ Tε. In this way, on every cube Qε ∈ Qε the identity

XYε(vε, Qε) =

ˆ
Qε

|∇v̂ε|2 dx . (3.14)

holds. Combining this identity with well-known interpolation estimates leads to suitable continuum
upper bounds for XYε and thanks to (3.11) also for SDε.

Remark 3.6 (Interpolation estimate for XYε and SDε). Let U,U ′ ⊂ R2 be open, bounded, and
connected, with U ⊂⊂ U ′. Let v ∈ C∞(U ′;S1) ∩ H2(U ′;S1) and suppose that vε ∈ SFε is such
that vε(i) = v(i) for every i ∈ εZ2∩U ′. Then elliptic interpolation estimates (see e.g., [29, Theorem
3.4.1]) provide us with a constant C > 0 such that

∥∇v −∇v̂ε∥2L2(Qε)
≤ Cε2∥∇2v∥2L2(Qε)

for every Qε ∈ Qint
ε (U ′). Together with Young inequality this leads to

∥∇v̂ε∥2L2(Qε)
≤ (1 + εα)∥∇v∥2L2(Qε)

+ Cε2(1 + ε−α)∥∇2v∥2L2(Qε)
for any α > 0 . (3.15)

Combining (3.14) and (3.15) finally gives

XYε(vε, U) ≤ 1

2

∑
Qε∈Qext

ε (U)

XYε(vε, Qε) ≤
1 + εα

2

ˆ
Uext
ε

|∇v|2 dx+ Cε2−α
ˆ
Uext
ε

|∇2v|2 dx (3.16)

for any α > 0 and for ε > 0 sufficiently small such that U ext
ε ⊂ U ′.

Suppose now that u is an angular lifting of v and for every i ∈ εZ2 let uε(i) := u(i).1 Using (3.11)
and applying the mean-value inequality leads to

f1
(
duε(i, j)

)
≤ 1

2
|dvε(i, j)|2 + Cε2∥∇v∥2L∞(U ′)|dvε(i, j)|

2

for every i, j ∈ εZ2 ∩ U with |i− j| = ε. Together with (3.16) this yields

SDε(uε, U) ≤
(
1 + Cε2∥∇v∥2L∞(U ′)

)
XYε(vε, U)

≤
(
1 + Cε2∥∇v∥2L∞(U ′)

)(1 + εα

2

ˆ
Uext
ε

|∇v|2 dx+ Cε2−α
ˆ
Uext
ε

|∇2v|2 dx

)
.

(3.17)

1If U is not simply connected, u might not be smooth anymore. However, by introducing suitable cuts in U not
intersecting εZ2 we can assume that u is piecewise smooth and can be evaluated in εZ2.
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S1-valued interpolations. The piecewise affine interpolation v̂ε of a spin field vε ∈ SFε in general
does not take values in S1 any more. The following result instead provides an S1-valued interpo-
lation of vε. It has been stated and proved in [9, Remark 3.2] on a triangular lattice. Since the
proof on the square lattice is analogous to the one in [9, Remark 3.2], we do not repeat it here.

Lemma 3.7 (S1-valued interpolation). Let ε > 0, let vε ∈ SFε, and let uε ∈ ADε be an arbitrary

angular lifting of vε. Then there exists v) ε ∈W 1,1
loc (R2;S1) ∩W 1,∞

loc (R2 \ suppµuε ;S1) satisfying the
following properties:

(1) v) ε(i) = vε(i) = exp
(
2πιuε(i)

)
for any i ∈ εZ2;

(2) J(v) ε) = πµuε with J(v) ε) being the distributional jacobian (see Section 4.1 for the defini-
tion);

(3)
´
Qε

|∇v) ε|2 dx = F screw
ε (uε, Qε) whenever µuε(Qε) = 0.

Remark 3.8 (Lifting of v) ε). The S1-valued interpolation introduced in Lemma 3.7 is particularly
useful to provide a “smooth” version of the displacement variable uε in Lemma 3.7 by using well-
known lifting results in the continuum setting for v) ε. Indeed, if we suppose that U ⊂ R2 is an open,
bounded and simply connected set with suppµuε ∩U = ∅, then v) ε ∈W 1,∞

loc (U ;S1) admits a lifting

ϕε ∈ W 1,∞
loc (U) satisfying v) ε(x) = exp

(
2πιϕε(x)

)
for every x ∈ U and 2π|∇ϕε(x)| = |∇v) ε(x)| for

a.e. x ∈ U (see [15, Theorem 1.1]). By construction, ϕε coincides (modulo Z) with uε on εZ2 and
it satisfies

|dϕε(i, i+ εek)| = |deuε(i, i+ εek)| (3.18)

for every k ∈ {1, 2} and every i ∈ Zekε (U) (see [9, Remark 3.4]). In this sense, ϕε can be seen as a
“smooth” mod Z representative of uε.

4. Statement of the main results

In this section we state a compactness and Γ-convergence result for a suitable rescaling of
the energies SDpart

ε, 1n
and XY frac

ε, 1n
using the lower bounds established in Section 3.1. We start by

introducing the space of limiting fields.

4.1. Space of limiting fields. For any U ⊂ R2 open and M ∈ N we consider the families of
measures

X(U) :=

{
µ =

N∑
h=1

dhδxh with N ∈ N , dh ∈ Z \ {0} , xh ∈ U , xh ̸= xh′ for h ̸= h′
}

(4.1)

and

XM (U) :=

{
µ =

M∑
h=1

dhδxh ∈ X(U) with dh ∈ {−1, 1}
}
. (4.2)

It will be convenient to equip X(U) with the convergence induced by the flat topology. Namely,
for any distribution T ∈ D′(U) we let

∥T∥flat := sup
{
⟨T, ψ⟩ : ψ ∈ C∞

c (U) , ∥ψ∥L∞(U) ≤ 1 , ∥∇ψ∥L∞(U) ≤ 1
}

be its flat norm. We say that a sequence (µn)n ⊂ X(U) converges flat to some µ ∈ X(U) and we

write µn
flat→ µ, if ∥µn − µ∥flat → 0 as n→ +∞.

From now on, if not specified otherwise, Ω ⊂ R2 is an open, bounded, and simply connected
subset of R2 with Lipschitz boundary and M ∈ N is a fixed integer. The space of limiting fields
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will be a certain class of special functions of bounded variation that can be related to a measure
µ ∈ XM (Ω). Specifically, we set

DM (Ω) :=
{
v ∈W 1,1(Ω; S1) : J(v) = πµ for some µ ∈ XM (Ω) and v ∈ H1

loc

(
Ω \ suppµ;S1

)}
,

(4.3)
where for any v = (v1, v2) ∈W 1,1(Ω;R2)∩W 1,∞(Ω;R2) the jacobian J(v) is defined in a distribu-
tional sense as J(v) := curl j(v). Here

j(v) :=
1

2

(
v1∇v2 − v2∇v1

)
is the so-called current or pre-jacobian (see [9, Section 3] for more details on the pre-jacobian and
its relation to the degree of v). Moreover, we consider the family of functions

D
1
n

M (Ω) :=
{
w ∈ SBV (Ω; S1) : wn ∈ DM (Ω) , w ∈ SBV 2

loc(Ω \ suppµ;S1) , H1(Sw ∩ Ω) < +∞
}
,

(4.4)
where J(wn) = πµ according to (4.3).

4.2. Renormalised energy and core energies. For any µ =
∑M
h=1 dhδxh ∈ XM (Ω) and σ > 0

sufficiently small such that

Bσ(xh) ⊂ Ω and Bσ(xh) ∩Bσ(x′h) = ∅ for h, h′ ∈ {1, . . . ,M} , h ̸= h′ (4.5)

we set

Ωσ(µ) := Ω \
M⋃
h=1

Bσ(xh) , (4.6)

and to any v ∈ DM (Ω) with J(v) = πµ we associate the quantity

W(v,Ω) := lim
σ→0

(
1

2

ˆ
Ωσ(µ)

|∇v|2 dx−Mπ| log σ|
)

∈ R ∪ {+∞} . (4.7)

The quantity W(v,Ω) is well defined thanks to [3, Section 4.4] (see also [8, Remark 3.2]). Moreover,

if v ∈ DM (Ω) with J(v) = π
∑M
h=1 dhδxh is such that W(v,Ω) < +∞, then

lim
σ→0

ˆ
Aσ

2
,σ(xh)

|∇v|2 dx = π log 2 (4.8)

for every h ∈ {1, . . . ,M} (cf. [8, Remark 3.2]).

We finally recall the characterisation of the so-called core energy for the screw-dislocation model
and the XY -model, respectively. For ε > 0, σ > 2ε, and x0 ∈ R2 let

γSDε
(
Bσ(x0)

)
:= min

{
SDε(u,Bσ(x0)) : exp(2πιu(i)) =

i− x0
|i− x0|

for all i ∈ ∂εBσ(x0)

}
(4.9)

and

γXYε
(
Bσ(x0)

)
:= min

{
XYε(v,Bσ(x0)) : v(i) =

i− x0
|i− x0|

for all i ∈ ∂εBσ(x0)

}
. (4.10)

Thanks to [3, Theorem 4.1] and [18, Lemma 7.2] the limits

γSD := lim
ε→0

(
γSDε

(
Bσ(x0)

)
− π log

σ

ε

)
(4.11)

and

γXY := lim
ε→0

(
γXYε

(
Bσ(x0)

)
− π log

σ

ε

)
(4.12)

exist and are independent of x0 ∈ R2 and σ > 0.
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4.3. Γ-convergence results for XY frac
ε, 1n

and SDpart

ε, 1n
. We are now in a position to state the

main compactness and Γ-convergence results of this note. We start defining the candidate limiting

energies. Specifically, for every w ∈ D
1
n

M (Ω) we set

F part
1
n

(w,Ω) :=
1

n2

(
MγSD +W(wn,Ω)

)
+

ˆ
Sw

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1 (4.13)

and

Efrac
1
n

(w,Ω) :=
1

n2

(
MγXY +W(wn,Ω)

)
+

ˆ
Sw

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1 . (4.14)

The following results show that F part
1
n

and Efrac
1
n

capture the asymptotic behaviour in terms of

Γ-convergence of SDpart

ε, 1n
and XY frac

ε, 1n
, respectively. This shows in particular that the asymptotic

behaviour of the discrete energies accounting for partial dislocations and stacking faults and the
energies accounting for fractional vortices and string defects is the same far from the limiting
point singularities. This reflects the feature that also the corresponding models for full disloca-
tions and vortices share the same asymptotic behaviour far from the limiting singularities (see [3]
and [2]). Moreover, close to the limiting point singularities the models for partial dislocations and
for fractional vortices concentrate the same energetic contribution as their counterparts for full
dislocations and vortices, but lowered by a factor 1

n2 .

Theorem 4.1. Let XY frac
ε, 1n

and Efrac
1
n

be as in (2.16) and (4.14), respectively. The following holds

true.

(i) (Compactness) Let (wε) be a sequence of spin fields wε ∈ SFε satisfying

sup
ε>0

(
XY frac

ε, 1n
(wε,Ω)−

Mπ

n2
| log ε|

)
< +∞ (4.15)

and let uε ∈ ADε be an arbitrary angular lifting of wε. Then up to a subsequence (not

relabeled) µnuε Ω
flat→ µ for some µ =

∑N
h=1 dhδxh ∈ X(Ω) with |µ|(Ω) ≤ M . Moreover,

if |µ|(Ω) =M , then N =M and |dh| = 1 for every h ∈ {1 , . . . , N} (i.e., µ ∈ XM (Ω)) and

there exists w ∈ D
1
n

M (Ω) with J(wn) = πµ such that (up to a further subsequence) wε → w
in L1(Ω;R2).

(ii) (Lower bound) Let w ∈ D
1
n

M (Ω) and let uε ∈ ADε, wε = exp(2πιuε) ∈ SFε be such that

πµnuε Ω
flat→ J(wn), wε → w in L1(Ω;R2). Then

lim inf
ε→0

(
XY frac

ε, 1n
(wε,Ω)−

Mπ

n2
| log ε|

)
≥ Efrac

1
n

(w,Ω) . (4.16)

(iii) (Upper bound) For every w ∈ D
1
n

M (Ω) there exist uε ∈ ADε such that πµnuε Ω
flat→ J(wn)

and the sequence of spin fields wε := exp(2πιuε) ∈ SFε satisfies wε → w in L1
(
Ω;R2

)
and

lim sup
ε→0

(
XY frac

ε, 1n
(wε,Ω)−

Mπ

n2
| log ε|

)
≤ Efrac

1
n

(w,Ω) . (4.17)

The above theorem characterizes the asymptotic behaviour of the fractional XY -model energies
and is the main result of this paper. An analogue result holds for the partial dislocation energies
SDpart

ε, 1n
. In the case τ1 = τ2 = 1 the result corresponds to the one already established in [11].

However, the proof of the compactness and the lower bound can be simplified by using Theorem 4.1.

Theorem 4.2. Let SDpart

ε, 1n
and F part

1
n

be as in (2.16) and (4.14), respectively. The following holds

true.
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(i) (Compactness) Let (uε) be a sequence of displacements uε ∈ ADε satisfying

sup
ε>0

(
SDpart

ε, 1n
(uε,Ω)−

Mπ

n2
| log ε|

)
< +∞ (4.18)

and let wε ∈ SFε be given by wε := exp(2πιuε). Then up to a subsequence (not relabeled)

µnuε Ω
flat→ µ for some µ =

∑N
h=1 dhδxh ∈ X(Ω) with |µ|(Ω) ≤M . Moreover, if |µ|(Ω) =

M , then N = M and |dh| = 1 for every h ∈ {1 , . . . , N} (i.e., µ ∈ XM (Ω)) and there

exists w ∈ D
1
n

M (Ω) with J(wn) = πµ such that (up to a further subsequence) wε → w in
L1(Ω;R2).

(ii) (Lower bound) Let w ∈ D
1
n

M (Ω) and let uε ∈ ADε, wε = exp(2πιuε) ∈ SFε be such that

πµnuε Ω
flat→ J(wn), wε → w in L1(Ω;R2). Then

lim inf
ε→0

(
SDpart

ε, 1n
(uε,Ω)−

Mπ

n2
| log ε|

)
≥ F part

1
n

(w,Ω) . (4.19)

(iii) (Upper bound) For every w ∈ D
1
n

M (Ω) there exist uε ∈ ADε such that πµnuε Ω
flat→ J(wn)

and the sequence of spin fields wε := exp(2πιuε) ∈ SFε satisfies wε → w in L1
(
Ω;R2

)
and

lim sup
ε→0

(
SDpart

ε, 1n
(uε,Ω)−

Mπ

n2
| log ε|

)
≤ F part

1
n

(w,Ω) . (4.20)

We conclude this section by providing an example of a sequence of spinfields wε ∈ SFε along
which WMε is uniformly bounded in the unit ball, but XY frac

ε, 1n
blows up. This shows in particular

that the weak-membrane energies in general do not provide an upper bound for the discrete energies
considered in this paper, not even asymptotically. In fact, the example below highlights that the
weak-membrane energies are not suited to detect limiting topological singularities.

Example 4.3. We define uε ∈ ADε by setting

uε(i) :=


0 if i · e1 ≥ 0 and i · e2 ≥ 0 ,
1
8 if i · e1 < 0 and i · e2 ≥ 0 ,
1
4 if i · e1 < 0 and i · e2 < 0 ,
3
8 if i · e1 > 0 and i · e2 ≤ 0 ,

We then set wε(i) := exp
(
2πιuε(i)

)
for every i ∈ εZ2. In this way we have that

WMε(wε, B1) ≤ ε

2∑
k=1

τk#
{
i ∈ Zekε (B1) : [i, i+ εek] ∩Πek ̸= ∅

}
≤ C , (4.21)

where Πek := {x ∈ R2 : x · ek = 0}. Instead, for n = 2 and vε := w2
ε = exp(4πιuε) we find that

1

2
|dvε(i, i+ εe1)|2 = 1− cos

(
4πduε(i, i+ εe1)

)
= 1− cos(π/2) = 1

for any i ∈ εZ2 with (i, i + εe1] ∩ Πe1 ̸= ∅. Similarly, 1
2 |dvε(i, i + εe2)|2 = 1 for i ∈ εZ2 with

(i, i+ εe2] ∩Πe2 ̸= ∅. In view of (3.2) this implies that

SDpart

ε, 1n
(uε, B1) ≥ XY frac

ε, 1n
(wε, B1) ≥

1

4
XYε(vε, B1)

≥ C
(
#{i ∈ εZ2 ∩B1 ∩Πe1}+#{i ∈ εZ2 ∩B1 ∩Πe2}

)
≥ C

ε
.

Thus, SDpart

ε, 1n
(uε, B1) and XY

frac
ε, 1n

(wε, B1) diverge as ε→ 0, while (4.21) shows that WMε(wε, B1)

is uniformly bounded. The latter also implies that WMε(wε, B1) ≪ | log ε|. Finally, we observe
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that µ2uε
flat→ δ0 as ε → 0, but since WMε(wε, B1) ≪ | log ε|, WMε will not detect the logarithmic

contribution of the limiting point singularity as ε→ 0.

5. Proof of compactness and lower bound

In this section we prove Theorem 4.2 (i)–(ii) and Theorem 4.1 (i)–(ii). We start establishing
Theorem 4.1 (i)–(ii), then Theorem 4.2 (i)–(ii) will follow from Lemma 3.3.

Proof of Theorem 4.1 (i)–(ii). The proof is divided into several steps establishing separately the
compactness of µnuε and wε. The liminf inequality will essentially be established in parallel.

Step 1: Compactness of µnuε . Suppose that wε ∈ SFε satisfy (4.15). Defining vε ∈ SFε

pointwise via vε(i) := wn
ε (i) for every i ∈ εZ2, we deduce from (3.2) that

sup
ε>0

(
XYε(vε,Ω)−Mπ| log ε|

)
< +∞ . (5.1)

Since nuε is an angular lifting of vε, [3, Theorem 4.2 (i)] implies that up to a subsequence (not

relabeled) µnuε Ω
flat→ µ for some µ =

∑N
h=1 dhxh ∈ X(Ω) with |µ|(Ω) ≤ M . Suppose now that

|µ|(Ω) = M ; then [3, Theorem 4.2 (i)] ensures the following. We have that N = M and |dh| = 1
for every h ∈ {1, . . . , N}. Moreover, up to taking another non-relabeled subsequence v̂ε converges
weakly in H1

loc(Ω \ suppµ;R2) to some v ∈ DM (Ω) with J(v) = πµ (cf.also [11, Remark 3.4]). We
will use this below to establish the required convergence of wε.

Step 2: Compactness of wε. In this step we show that up to a further subsequence we have

that wε → w in L1(Ω;R2) for some w ∈ L1(Ω;R2) ∩ SBV 2
loc(Ω \ suppµ;R2). Since |wε| = 1,

the sequence (wε) is uniformly bounded in L∞(Ω;R2) and thus there exists w ∈ L∞(Ω;R2) such

that up to subsequences wε
∗
⇀ w in L∞(Ω;R2). We now upgrade this convergence. To this end,

let σ > 0 be sufficiently small such that (4.5) is satisfied. Applying (3.2) on the balls Bσ(xh)
and (3.10) on Ωσ(µ) we find that

XY frac
ε, 1n

(wε,Ω)−
Mπ

n2
| log ε| ≥ 1

n2

M∑
h=1

(
XYε(vε, Bσ(xh))− π| log ε|

)
+WMε(wε,Ω

σ(µ)) . (5.2)

Let h ∈ {1, . . . ,M}; from Step 1 we deduce that µnuε Bσ(xh)
flat→ dhδxh. Thus, a local application

of [3, Theorem 4.2 (ii)] on Bσ(xh) yields

lim inf
ε→0

(
XYε(vε, Bσ(xh))− π| log ε|

)
≥ γXY +W(dhδxh , Bσ(xh)) = γXY − π| log σ| , (5.3)

where W is the renormalised energy introduced in [12]. It satisfies W(dhδxh , Bσ(xh)) = π log σ.
Together with (5.2) and (4.15) this implies that there exists C > 0 such that

WMε(wε,Ω
σ(µ)) ≤ C| log σ|

for every ε > 0. Since in addition (wε) is uniformly bounded by one in L∞(Ω;R2), an application
of [30, Lemma 5.6] yields that wε → w in L1(Ωσ(µ);R2) and w ∈ SBV 2(Ωσ(µ);R2). By the
arbitrariness of σ > 0 we conclude that wε → w in L1(Ω;R2) and w ∈ SBV 2

loc(Ω \ suppµ;R2).

Step 3: Identification of w. In this step we show that wn = v, where v is the limit of v̂ε

obtained in Step 1. To prove this fact, we compare the piecewise affine functions v̂ε and the
piecewise constant functions wn

ε . More precisely, we let Ω′ ⊂⊂ Ω be arbitrarily fixed and we show
that

∥v̂ε − wn
ε ∥2L2(Ω′) ≤ Cε2| log ε| (5.4)
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for some constant C > 0 independent of Ω′. To this end, let i ∈ εZ2 be such that Qε(i) ∈ Qext
ε (Ω′).

Then we have that

∥v̂ε − wn
ε ∥2L2(Qε(i))

≤ Cε2
(
|vε(i+ εe1)− vε(i)|2 + |vε(i+ ε(e1 + e2))− vε(i+ εe1)|2

+ |vε(i+ εe2)− vε(i)|2 + |vε(i+ ε(e1 + e2))− vε(i+ εe2)|2
)
.

Since for ε > 0 sufficiently small we have Qε(i) ⊂ Ω, by summing up the above estimate we obtain
that

∥v̂ε − wn
ε ∥2L2(Ω′) ≤

∑
Qε∈Qext

ε (Ω′)

∥v̂ε − wn
ε ∥2L2(Qε)

≤ Cε2XYε(vε,Ω)

for ε small enough. Thus, (5.4) follows from (5.1). By the arbitrariness of Ω′ we conclude that
(v̂ε−wn

ε ) → 0 in L2(Ω;R2). Since Step 1 and Step 2 imply that v̂ε → v in L2(Ω;R2) and wn
ε → wn

in L1(Ω;R2) respectively, we finally obtain that wn = v.

Step 4: w belongs to D
1
n

M (Ω). We deduce from Step 3 that w ∈ SBV 2
loc(Ω \ suppµ;S1) and

wn = v ∈ DM (Ω). Thus, to conclude that w ∈ D
1
n

M (Ω), it remains to show that H1(Sw∩Ω) < +∞.
In doing so, we essentially prove the liminf inequality. Let σ > 0 be fixed such that (4.5) is
satisfied. Since wε → w in L1(Ω;R2), applying the Γ-convergence result [17, Theorem 1] (see
also [30, Theorem 3.5]) yields

lim inf
ε→0

WMε(wε,Ω
σ(µ)) ≥ 1

2

ˆ
Ωσ(µ)

|∇w|2 dx+

ˆ
Sw∩Ωσ(µ)

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1

=
1

2n2

ˆ
Ωσ(µ)

|∇v|2 dx+

ˆ
Sw∩Ωσ(µ)

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1 ,

(5.5)

where the second equality follows from the fact that wn = v and hence |∇w| = 1
n |∇v|. Combin-

ing (5.5) with (5.2)–(5.3) and using the definition of W(v,Ω) we deduce that

lim inf
ε→0

(
XY frac

ε, 1n
(wε,Ω)−

Mπ

n2
| log ε|

)
≥ γXY

n2
+

1

n2

(
1

2

ˆ
Ωσ(µ)

|∇v|2 dx−Mπ| log σ|
)

+

ˆ
Sw∩Ωσ(µ)

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1

≥ 1

n2

(
γXY +W(v,Ω)

))
+ r(σ)

+

ˆ
Sw∩Ωσ(µ)

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1 ,

(5.6)

with r(σ) → 0 as σ → 0. In view of (4.18) this implies that

H1(Sw ∩ Ω) =
⋃
σ>0

H1(Sw ∩ Ωσ(µ)) < +∞

and hence w ∈ D
1
n

M (Ω).

Step 5: Liminf inequality. We finally obtain (4.16) from (5.6) by letting σ → 0. □

Proof of Theorem 4.2 (i)–(ii). Theorem 4.2 (i) is a direct consequence of Theorem 4.1 (i) and (3.10).
Indeed, if uε ∈ ADε satisfy (4.18), then (3.10) implies that the spin fields wε ∈ SFε defined as
wε := exp(2πιuε) satisfy (4.15) and thus the required compactness of µnuε and wε follows from
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Theorem 4.1 (i). Finally, if wε → w in L1(Ω;R2) and πµnuε Ω
flat→ J(wn) with w ∈ D

1
n

M (Ω),
then (3.1) together with (3.10) implies that

SDpart

ε, 1n
(uε,Ω)−

Mπ

n2
| log ε| ≥WMε(wε,Ω

σ(µ))− 1

n2

M∑
h+1

(
SDε(nuε, Bσ(xh))− π| log ε|

)
. (5.7)

Thus, the liminf inequality follows by repeating the estimates in (5.2), (5.3), and (5.6) with XY frac
ε, 1n

and XYε replaced by SDpart

ε, 1n
and SDε, respectively. □

6. Proof of the upper bound

In this section we prove Theorem 4.2 (iii) and Theorem 4.1 (iii).

6.1. The core energy. As a first step we establish an alternative characterisation of γSD and
γXY defined in (4.11)–(4.12) in terms of minimisation problems involving the energies SDpart

ε, 1n
and

XY frac
ε, 1n

, respectively. More precisely, for every ε > 0, σ > 2ε, and x0 ∈ R2 we set

γpart
ε, 1n

(
Bσ(x0)

)
:= min

{
SDpart

ε, 1n
(u,Bσ(x0)) : exp(2πιnu(i)) =

i− x0
|i− x0|

for all i ∈ ∂εBσ(x0)

}
(6.1)

and

γfracε, 1n

(
Bσ(x0)

)
:= min

{
XY frac

ε, 1n
(w,Bσ(x0)) : w

n(i) =
i− x0
|i− x0|

for all i ∈ ∂εBσ(x0)

}
. (6.2)

Remark 6.1 (Invariance under rotations). Since SDpart

ε, 1n
is invariant under translations and XY frac

ε, 1n

is invariant under rotations, we can replace the boundary conditions i−x0

|i−x0| in (6.1) and (6.2) by

a rotated version α i−x0

|i−x0| with α ∈ C, |α| = 1 without affecting the value of γpart
ε, 1n

(
Bσ(x0)

)
and

γfrac
ε, 1n

(
Bσ(x0)

)
, respectively.

Below we show that after correctly weighting the logarithmic correction term the quantities γSD

and γXY can be characterised by replacing γSDε and γXYε in (4.11) and (4.12) with γpart
ε, 1n

and γfrac
ε, 1n

,

respectively, and letting the radii of the balls Bσ(x0) tend to zero. For γSD such a result is already
contained in [11, Lemma 4.1]. We still include it here, giving a simplified proof based on the recent
result [23, Theorem 2.4].

Proposition 6.2 (Core energy involving SDpart

ε, 1n
and XY frac

ε, 1n
). Let γSD and γXY be as in (4.11)–

(4.12) and γpart
ε, 1n

and γfrac
ε, 1n

as in (6.1)–(6.2), respectively. Then we have that

γSD = lim
σ→0

lim sup
ε→0

(
n2γpart

ε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
= lim
σ→0

lim inf
ε→0

(
n2γpart

ε, 1n

(
Bσε(x0)

)
− π log

σ

ε

)
,

γXY = lim
σ→0

lim sup
ε→0

(
n2γfracε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
= lim
σ→0

lim sup
ε→0

(
n2γfracε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
for every x0 ∈ R2.

Proof. Let x0 ∈ R2 be fixed. Thanks to (4.11) and (4.12) an application of (3.1) and (3.2) leads to

lim inf
ε→0

(
n2γpart

ε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
≥ γSD ,

lim inf
ε→0

(
n2γfracε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
≥ γXY
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for every σ > 0. Thus, it remains to show that

lim sup
σ→0

lim sup
ε→0

(
n2γpart

ε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
≤ γSD . (6.3)

and

lim sup
σ→0

lim sup
ε→0

(
n2γfracε, 1n

(
Bσ(x0)

)
− π log

σ

ε

)
≤ γXY . (6.4)

Step 1: Proof of (6.3). Let uε ∈ ADε be a solution to the minimisation problem defining

γSDε (Bσ(x0)). Thanks to [23, Theorem 2.4] we can assume that µuε = δxε with xε ∈ Bσ(x0) being
the barycenter of a cube Qε ∈ Qint

ε

(
Bσ(x0)

)
. We now use Remark 3.8 to remove unnecessary jumps

from uε. In this way, we will obtain a suitable competitor for γpart
ε, 1n

(Bσ(x0)). We start by setting

vε := exp(2πιuε) and by letting S be a segment joining xε and ∂Bσ(x0) not intersection εZ2 (this
possible by choosing for a example a horizontal or vertical segment). Since U := Bσ(x0) \ S is
simply connected with suppµvε ∩ U = suppµuε ∩ U = ∅, the S1-valued interpolation v) ε admits a

lifting ϕε ∈W 1,∞
loc (U) satisfying

ϕε
Z≡ uε on U and |dϕε(i, i+ εek)| = |deuε(i, i+ εek)| (6.5)

for k ∈ {1, 2} and every i ∈ Zekε (U) (see Remark 3.8). We then extend ϕε by uε to εZ2 \ Bσ(x0)
and we define ũε ∈ ADε by setting ũε(i) :=

1
nϕε(i) for every i ∈ εZ2. Thanks to the first condition

in (6.5) we know that ũε satisfies the required boundary conditions for γpart
ε, 1n

(Bσ(x0)), so that

γpart
ε, 1n

(Bσ(x0)) ≤ SDpart

ε, 1n
(ũε, Bσ(x0)) . (6.6)

Finally, the second condition in (6.5) together with (2.10) implies that for k ∈ {1, 2} we have

|dũε(i, i+ εek)| =
1

n
|deuε(i, i+ εek)| ≤

1

2n
for every i ∈ Zekε (U) . (6.7)

By definition, this implies that fτk
ε, 1n

(dũε(i, i+ εek) = f1
n
(dũε(i, i+ εek)) for all such i and k. Since

in addition f1
n
(dũε(i, i+ εek)) =

1
n2 f1(dϕε(i, i+ εek)) thanks to (2.14), we deduce that

SDpart

ε, 1n
(ũε, Bσ(x0)) = n2SDε(ϕε, U) +

2∑
k=1

∑
i∈Zekε (Bσ(x0))
[i,i+εek]∩S ̸=∅

fτk
ε, 1n

(dũε(i, i+ εek))

≤ n2SDε(uε, Bσ(x0)) + ε

2∑
k=1

τk#
{
i ∈ Zekε (Bσ(x0)) : [i, i+ εek] ∩ S ̸= ∅

}
≤ n2γSDε (Bσ(x0)) + Cσ ,

(6.8)

where the last estimate follows from the choice of uε and the fact that H1(S) ≤ diamBσ(x0).
Combining (6.6) and (6.8) and using the characterisation of γSD in (4.11) we finally obtain (6.3).

Step 2: Proof of (6.4). Similar to Step 1 we let vε ∈ SFε be a solution to the minimisation

problem defining γXYε
(
Bσ(x0)

)
and we apply [23, Theorem 2.4] to argue that µvε = δxε for some

xε ∈ Bσ(x0) (not necessarily the same as in Step 1). Following the lines of Step 1 we construct a
competitor wε for the minimisation problem defining γfrac

ε, 1n
satisfying

XY frac
ε, 1n

(wε, Bσ(x0)) ≤
1

n2
XYε(vε, Bσ(x0)) + r(ε, σ) (6.9)
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with r(ε, σ) → 0 as ε → 0 and σ → 0. Specifically, we let S and U be as in Step 1, v) ε the

S1-valued interpolation of vε and ϕε ∈ W 1,∞
loc (U) the lifting of v) ε provided by Remark 3.8. We

then define wε ∈ SFε by setting wε(i) := exp
(
2π
n ιϕε(i)

)
for every i ∈ εZ2. In this way, we have

that wn
ε = vε, hence wε satisfies the required boundary conditions for the minimisation problem

defining γfrac
ε, 1n

(
Bσ(x0)

)
.

It remains to show that wε satisfies (6.9). To this end, for k ∈ {1, 2} we define

Igood
ε,k :=

{
i ∈ Zekε

(
Bσ(x0)

)
: gτkε

(
dwε(i, i+ εek)

)
≤ 1

2n2

∣∣dvε(i, i+ εek)
∣∣2} ,

Ibad
ε,k :=

{
i ∈ Zekε

(
Bσ(x0)

)
: gτkε

(
dwε(i, i+ εek)

)
>

1

2n2

∣∣dvε(i, i+ εek)
∣∣2} .

In this way, we can write

XY frac
ε, 1n

(
wε, Bσ(x0)

)
=

2∑
k=1

( ∑
i∈Igood

ε,k

1

2n2

∣∣dvε(i, i+ εek)
∣∣2 + ∑

i∈Ibad
ε,k

gτkε
(
dwε(i, i+ εek)

))
. (6.10)

To obtain (6.9) it suffices to estimate the last term in (6.10). To this end, we fix k ∈ {1, 2} and we
distinguish between the following three exhaustive cases.

1) i ∈ Ibad
ε,k with [i, i+ εek] ∩ S ̸= ∅;

2) i ∈ Ibad
ε,k ∩ Zekε (U) with

∣∣dvε(i, i+ εek)
∣∣ > ε

1
3 ;

3) i ∈ Ibad
ε,k ∩ Zekε (U) with

∣∣dvε(i, i+ εek)
∣∣ ≤ ε

1
3 .

Case 1. Suppose first that i ∈ Ibad
ε,k is such that [i, i + εek] ∩ S ̸= ∅. Then we use that

gτkε
(
dwε(i, i+ εek)

)
≤ ετk and we estimate the number of such i. Since S is a segment connecting

xε with ∂Bσ(x0) we have that

#
{
i ∈ Ibad

ε,k : [i, i+ εek] ∩ S ̸= ∅
}
≤ C

ε
H1(S) ≤ Cσ

ε
.

Thus, ∑
i∈Ibad

ε,k

[i,i+εek]∩S ̸=∅

gτkε
(
dwε(i, i+ εek)

)
≤ Cσ . (6.11)

Case 2. We start observing that

XYε
(
vε, Bσ(x0)

)
≥ 2ε

2
3#
{
i ∈ Ibad

ε,k ∩ Zekε (U) : |dvε(i, i+ εek)| > ε
1
3

}
.

Moreover, since vε is a solution to the minimisation problem defining γXYε (Bσ(x0) we deduce
from (4.12) that XYε(vε, Bσ(x0)) ≤ C log σ

ε . Thus, using again that gτkε ≤ ετk, we infer∑
i∈Ibad

ε,k ∩Zekε (U)

|dvε(i,i+εek)|>ε
1
3

gτkε
(
dwε(i, i+ εek)

)
≤ ετk#

{
i ∈ Ibad

ε,k ∩ Zekε (U) : |dvε(i, i+ εek)| > ε
1
3

}

≤ Cε
1
3XYε(vε, Bσε(x0)) ≤ Cε

1
3 log

σ

ε
→ 0 as ε→ 0 .

(6.12)

Case 3. Suppose finally that i ∈ Ibad
ε,k ∩ Zekε (U) satisfies |dvε(i, i+ εek)| ≤ ε

1
3 . Thanks to (6.7)

an application of (3.13) in Remark 3.5 ensures that

|dwε(i, i+ εek)|2 ≤ 1

n2
|dvε(i, i+ εek)|2 + C|dvε(i, i+ εek)|4 ≤ 1 + Cε

2
3

n2
|dvε(i, i+ εek)|2 .
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Summing up over all such i we thus obtain∑
i∈Ibad

ε,k ∩Zekε (U)

|dvε(i,i+εek)|≤ε
1
3

gτkε
(
dwε(i, i+ εek)

)
≤ 1

2

∑
i∈Ibad

ε,k ∩Zekε (U)

|dvε(i,i+εek)|≤ε
1
3

|dwε(i, i+ εek)|2

≤ 1

2n2

∑
i∈Ibad

ε,k

|dvε(i, i+ εek)|2 + Cε
2
3XYε

(
vε, Bσ(x0)

)
.

(6.13)

Using once again that XYε
(
vε, Bσ(x0)

)
≤ C log σ

ε , a combination of (6.10)–(6.13) yields (6.9) with

r(ε, σ) = C
(
ε

1
3 log σ

ε + σ
)
. □

6.2. Proof of Theorems 4.2(iii) and 4.1(iii). The proof of Theorems 4.2(iii) and 4.1(iii) is
based on Proposition 6.2 and the density result [11, Lemma 4.3] that we recall below for the
readers’ convenience.

Lemma 6.3. Let µ =
∑M
h=1 dhδxh ∈ XM (Ω) and w ∈ D

1
n

M (Ω) with J(wn) = πµ. Let moreover
Γ1, . . .ΓM be pairwise disjoint segments connecting x1, . . . , xM to ∂Ω and satisfying H1(Γh∩Sw) =
0 for every h ∈ {1, . . . ,M}. Let σ > 0 be fixed such that (4.5) is satisfied. Then there exist
ϕ ∈ H1(Ωσ(µ) \

⋃
h Γh) such that wn = exp(2πιϕ) a.e. in Ωσ(µ) and a partition function χ ∈

SBV (Ωσ(µ); {0, . . . ,n}) such that ψ := ϕ+χ
n satisfies w = exp(2πιψ) a.e. in Ωσ(µ) and

[ψ]|Γh ∈ Z for every h ∈ {1, . . . ,M} . (6.14)

Moreover, there exist two sequences (ϕn) ⊂ C∞(Ωσ(µ)\
⋃
h Γh) and (χn) ⊂ SBV

(
Ωσ(µ); {0, . . . ,n}

)
with [ϕn] = [ϕ] and Sχn polyhedral such that setting ψn := ϕn+χn

n and vn := exp(2πιϕn), wn :=
exp(2πιψn) the following are satisfied

(i) (vn) ⊂ C∞(Ωσ(µ);S1) with deg
(
vn, ∂Bρ(xh)

)
= dh for all h ∈ {1, . . . ,M} and ρ > σ

satisfying (4.5);
(ii) wn ⊂ C∞(Ωσ(µ) \ (⋃h Γh ∪ Sχn);S1) with

Swn =

{
x ∈ Sψn : [ψn](x) ∈

1

n
Z \ Z

}
(6.15)

up to H1-negligible sets;
(iii) ϕn → ϕ in H1(Ωσ(µ) \

⋃
h Γh) and vn → v in H1(Ωσ(µ);R2) as n→ ∞;

(iv) ψn
∗
⇀ ψ and wn

∗
⇀ w as n→ ∞;

(v) For any bounded and continuous function g : R× R× S1 → [0,+∞) satisfying g(a, b, ν) =
g(b, a,−ν) we have that

lim
n→+∞

ˆ
Sψn∩Ωσ(µ)

g(ψ+
n , ψ

−
n , νψn) dH1 =

ˆ
Sψ∩Ωσ(µ)

g(ψ+, ψ−, νψ) dH1 .

Remark 6.4. We briefly comment on Properties (i)–(ii) in Lemma 6.3, since they are not explicitely
stated in [11, Lemma 4.3]. The fact that (vn) ⊂ C∞(Ωσ(µ);S1) follows from Step 2 in the proof

of [11, Lemma 4.3]. In fact, ϕn is constructed by approximating v ∈ H1
(
Ωσ(µ);S1

)
with a sequence

(vn) ⊂ C∞(Ωσ(µ);S1) approximating v in H1-norm, which is possible thanks to [32, Section 4].
Then ϕn is chosen to be smooth angular lifting of vn in the cut domain Ω \

⋃
h Γh. The continuity

of the degree then ensures that for n sufficiently large deg
(
vn, ∂Bρ(xh)

)
= deg

(
v, ∂Bρ(xh)

)
= dh

for every h ∈ {1, . . . ,M} and correspondingly [ϕn] = [ϕ] on
⋃
h Γh.

To obtain (ii), it suffices to observe that by definition Sψn ⊂
⋃
h Γh ∪Sχn , which in turn implies

that wn ∈ C∞(Ωσ(µ) \ (⋃h Γh ∪Sχn);S1) for every n ∈ N. Moreover, (6.15) is a consequene of the
chain rule for BV -functions [6, Theorem 3.96].
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Remark 6.5. Note that (6.15) also holds with wn, ψn replaced by w, ψ, respectively. Thus,
Property (v) of Lemma 6.3 ensures that

lim
n→+∞

ˆ
Swn∩Ωσ(µ)

h(νwn) dH1 =

ˆ
Sw∩Ωσ(µ)

h(νw) dH1 (6.16)

for any continuous and bounded function h : S1 → [0,+∞) satisfying h(ν) = h(−ν) for every
ν ∈ S1. To see this, it suffices to consider a smooth and symmetric function η : R → [0, 1] with

η ≡ 1 on
{
t ∈ R : dist(t,Z) > 1

2n

}
and η ≡ 0 on

{
t ∈ R : dist(t,Z) < 1

4n

}
.

Then the function g : R×R× S1 → [0,+∞), g(a, b, ν) := η(b− a)h(ν) is bounded and continuous
with g(a, b, ν) = g(b, a,−ν), and thanks to (6.15) we have thatˆ

Swn∩Ωσ(µ)

h(νwn) dH1 =

ˆ
Sψn∩Ωσ(µ)

g(ψ+
n , ψ

−
n , νψn) dH1 ,

and similarly ˆ
Sw∩Ωσ(µ)

h(νw) dH1 =

ˆ
Sψ∩Ωσ(µ)

g(ψ+, ψ−, νψ) dH1 .

Together with Lemma 6.3 (v) this yields (6.16).

We are now in a position to prove Theorems 4.2 (iii) and 4.1 (iii).

Proof of Theorem 4.2 (iii). Let w ∈ D
1
n

M (Ω) and v := wn, so that J(v) = πµ for some µ =∑M
h=1 dhδxh ∈ XM (Ω). It is not restrictive to assume that W(v,Ω) < +∞. We now proceed in

several steps.

Step 1: Construction of an approximating sequence. Let Γ1, . . . ,ΓM be segments as in Lemma 6.3,

σ > 0 such that 2σ satisfies (4.5), and let (ϕσn) ⊂ C∞(Ω
σ
4 (µ)\

⋃
h Γh), (χ

σ
n) ⊂ SBV (Ω

σ
4 (µ); {0, . . . ,n}),

and (ψσn) ⊂ SBV (Ω
σ
4 (µ)) be the sequences provided by Lemma 6.3 with σ replaced by σ

4 . We also
set

vσn := exp(2πιϕσn) and wσn := exp(2πιψσn) .

Let h ∈ {1, . . . ,M}; since ϕσn ∈ C∞(Aσ
4 ,2σ

(xh)\Γh
)
and deg(vσn, ∂Bρ(xh)) = dh for any ρ ∈ (σ4 , 2σ),

there exists a lifting θh ∈ C∞(B2σ(xh) \ Γh
)
of a rotation of x−xh

|x−xh| such that

ϕσn − dhθh ∈ C∞(Aσ
4 ,2σ

(xh)
)

and

 
Aσ

2
,σ(xh)

(
ϕσn − dhθh

)
dx = 0 . (6.17)

Let now η ∈ C∞([0,+∞); [0, 1]
)
with η ≡ 0 on [0, 58 ] and η ≡ 1 on [ 78 ,+∞) be a smooth cut-off

function and for h ∈ {1, . . . ,M} set

ϑσ,hn (x) := dhθh(x) + η

(
|x− xh|

σ

)(
ϕσn(x)− dhθh(x)

)
for every x ∈ B2σ(xh) \ {xh} .

By the choice of θh we have that ϑσ,hn ∈ C∞(B2σ(xh) \ Γh). Moreover,

ϑσ,hn ≡ dhθh on B 5σ
8
(xh) \ {xh} and ϑσ,hn ≡ ϕσn on A 7σ

8 ,2σ
(xh) . (6.18)

We also set

vσ,hn := exp(2πιϑσ,hn ) and wσ,hn := exp
(
2π
n ιϑ

σ,h
n

)
on B2σ(xh) \ {xh} . (6.19)
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Then wσ,hn ∈ C∞(B2σ(xh) \ Γh;S1
)
. Moreover, the first condition in (6.17) implies that vσ,hn ∈

C∞(B2σ(xh) \ {xh};S1
)
. Finally, for every h ∈ {1, . . . ,M} we let uhε ∈ ADε be such that

SDpart

ε, 1n

(
uhε , Bσ

2
(xh)

)
= γpart

ε, 1n

(
Bσ

2
(xh)

)
(6.20)

and exp(2πnuhε ) = exp( 2πn ιdhθh) on ∂εBσ
2
(xh). This is possible thanks to Remark 6.1. We define

un,σε on εZ2 ∩ Ω as follows.

un,σε (i) :=



uhε (i) if i ∈ εZ2 ∩Bσ
2
(xh) for some h ∈ {1, . . . ,M} ,

ϑσ,hn (i)
n if i ∈ εZ2 ∩Bσ(xh) \Bσ

2
(xh) for some h ∈ {1, . . . ,M} ,

ψσn(i) if i ∈ εZ2 ∩ Ωσ(µ).

In the above definition we identify ϕσn, χ
σ
n, and θh with their one-sided traces on their respective

jumpsets, which can be uniquely defined up to a choice of normal to the jumpset. In this way,
the point evaluation of both θσn and ψσn on εZ2 is well-defined. Moreover, since Ω has Lipschitz
boundary, as in [1, Remark 2] we can extend un,σε to εZ2 \ Ω without affecting the convergence of
µnun,σε . It remains to show that

lim sup
σ→0

lim sup
n→∞

lim sup
ε→0

(
n2SDpart

ε, 1n
(un,σε ,Ω)−Mπ| log ε|

)
≤MγSD +W(wn,Ω) + n2

ˆ
Sw

(
τ1|νw · e2|+ τ2|νw · e1|

)
dH1

(6.21)

and that wn,σε ∈ SFε defined pointwise by wn,σε (i) := exp(2πun,σε (i)) satisfies

lim sup
σ→0

lim sup
n→∞

lim sup
ε→0

∥wn,σε − w∥L1(Ω) = 0 , (6.22)

then we conclude by a diagonal argument. We establish (6.21) and (6.22) in several steps estimating
separately the energy contribution of uσε,n close to the singularities x1, . . . , xM and away from the
singularities. Specifically, we split the energy contribution into

SDpart

ε, 1n

(
un,σε ,Ω

)
≤

M∑
h=1

SDpart

ε, 1n

(
un,σε , Bσ(xh)

)
+ SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
, (6.23)

and we estimate the two terms on the right-hand side of (6.23) separately.

Step 2: Energy estimate on Bσ(xh). In this step we show that for every h ∈ {1, . . . ,M} we have

lim sup
σ→0

lim sup
n→+∞

lim sup
ε→0

(
n2SDpart

ε, 1n

(
un,σε , Bσ(xh)

)
− π log

σ

ε

)
≤ γSD . (6.24)

Let h ∈ {1, . . . ,M} be fixed. The definition of un,σε together with the choice of uhε ensures that

SDpart

ε, 1n

(
un,σε , Bσ(xh)

)
≤ γpart

ε, 1n

(
Bσ

2
(xh)

)
+ SDpart

ε, 1n

(ϑσ,hn
n , Aσ

2 −2ε,σ(xh)
)
. (6.25)

In order to shorten notation we set Aε := Aσ
2 −2ε,σ(xh) and we show that

lim sup
σ→0

lim sup
n→+∞

lim sup
ε→0

n2SDpart

ε, 1n

(ϑσ,hn
n , Aε

)
≤ π log 2 . (6.26)

A combination of (6.25)–(6.26) and Proposition 6.2 then gives (6.24).

We will obtain (6.26) by first comparing SDpart

ε, 1n
(
ϑσn
n , Aε) with SDε(ϑ

σ
n, Aε) and subsequently

using interpolation estimates. To this end, we start recalling that ϑσ,hn ∈ C∞(B2σ(xh) \ Γh
)
with
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[ϑσ,hn ]|Γh = dh, and that we identified ϑσ,hn on Γh with its one-sided trace. Upon suitably choosing
a normal to Γh it is thus not restrictive to assume that for k ∈ {1, 2} and i ∈ Zekε (Aε) with
[i, i+εek)∩Γh = ∅ the function t 7→ ϑσ,hn (i+ tek) is continuous on [0, ε] and differentiable on (0, ε).
An application of the mean-value inequality then yields that

|dϑσ,hn (i, i+ εek)| ≤ ε∥∇ϑσ,hn ∥L∞(Aσ
4
,2σ(xh)) <

1

2n
(6.27)

for ε sufficiently small. Similarly if i ∈ Zekε (Aε) is such that [i, i+ εek) ∩ Γh ̸= ∅, we find that

|dϑσ,hn (i, i+ εek)− dh| ≤ ε∥∇ϑσ,hn ∥L∞(A) <
1

2n
for ε sufficiently small . (6.28)

By definition of fτk
ε, 1n

this in turn implies that

fτk
ε, 1n

(dϑσ,hn (i,i+εek)
n

)
= f1

n

(dϑσ,hn (i,i+εek)
n

)
=

1

n2
f1
(
dϑσ,hn (i, i+ εek)

)
,

where the second equality follows from (2.14). In particular, we have that

n2SDpart

ε, 1n

(ϑσ,hn
n , Aε

)
≤ SDε

(
ϑσ,hn , Aε

)
.

Together with the interpolation estimate (3.17) this yields

lim sup
ε→0

n2SDpart

ε, 1n

(ϑσ,hn
n , Aε

)
≤ 1

2

ˆ
Aσ

2
,σ(xh)

|∇vσ,hn (x)|2 dx =
1

2

ˆ
Aσ

2
,σ(xh)

|∇ϑσ,hn (x)|2 dx (6.29)

Following now exactly the proof [8, Estimate (6.69)], we obtain that

lim sup
σ→0

lim sup
n→∞

1

2

ˆ
Aσ

2
,σ(xh)

|∇ϑhn,σ|2 dx ≤ π log 2 ,

which together with (6.29) finally gives (6.26).

Step 3: Energy estimate on Ωσ(µ). In this step we show that

lim sup
n→∞

lim sup
ε→0

SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
≤ 1

2n2

ˆ
Ωσ(µ)

|∇v|2 dx

+

ˆ
Sw

(
τ1|νw · e1|+ τ2|νw · e2|

)
dH1 + Cσ

(6.30)

for some fixed constant C > 0. By definition, we have that un,σε (i) = ψσn(i) =
ϕσn(i)+χ

σ
n(i)

n for every

i ∈ εZ2 ∩ Ωσ(µ). If instead i ∈ εZ2 ∩
(
Ωσ−2ε(µ) \ Ωσ(µ)

)
, then i ∈ εZ2 ∩ Aσ−2ε,σ(xh) for some

h ∈ {1, . . . ,M}. Thus, the definition of un,σε together with the boundary conditions (6.18) imply

that un,σε (i) =
ϕσn(i)
n . Since χσn takes values in Z, we deduce that

ndun,σε (i, i+ εek) = ndϕσn(i, i+ εek) mod Z

for every k ∈ {1, 2} and i ∈ Zekε
(
Ωσ−2ε(µ)

)
. Thus, estimating the maximum in the definition of

fτk
ε, 1n

with the sum and using (2.14) yields

fτk
ε, 1n

(
dun,σε (i, i+ εek)

)
≤ 1

n2
f1
(
dϕσn(i, i+ εek)

)
+ ετk1{dist(t,Z)> 1

2n}
(
dun,σε (i, i+ εek)

)
. (6.31)
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Summing (6.31) over k ∈ {1, 2} and all i ∈ Zekε
(
Ωσ−2ε(µ)

)
we arrive at

SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
≤ 1

n2
SDε

(
ϕσn,Ω

σ−2ε(µ)
)

+ ε

2∑
k=1

τk#
{
i ∈ Zekε

(
Ωσ−2ε(µ)

)
: dist

(
dun,σε (i, i+ εek),Z

)
>

1

2n

}
.

(6.32)

We now show that the second term on the right-hand side of (6.32) concentrates around the set
Swσn ∩ Ωσ(µ). To this end, we fix k ∈ {1, 2} and we assume that i ∈ Zekε (Ωσ(µ)) is such that
[i, i+ εek) ∩ Swσn = ∅. Then (6.15) ensures that either [i, i+ εek) ∩ Sψσn = ∅ as well or there exists
x ∈ [i, i+ εek) ∩ Sψσn with [ψσn](x) ∈ Z. As in (6.27)–(6.28) we deduce that

dist
(
dun,σε (i, i+ εek),Z

)
= dist

(
dψσn(i, i+ εek),Z

)
≤ ε∥∇ϕσn∥L∞(Ωσ(µ)) <

1

2n

for ε sufficiently small. We thus continue the estimate in (6.32) as follows.

SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
≤ 1

n2
SDε

(
ϕσn,Ω

σ−2ε(µ)
)

+ ε

2∑
k=1

τk#
{
i ∈ Zekε

(
Ωσ(µ)

)
: [i, i+ εek) ∩ Swσn ̸= ∅

}
+ ε(τ1 + τ2)#

{
i ∈ εZ2 ∩

(
Ωσ−2ε(µ) \ Ωσ(µ)

)}
.

(6.33)

For the first term on the right-hand side of (6.32) we can use once again the interpolation esti-
mate (3.17) to deduce that

lim sup
ε→0

SDε

(
ϕσn,Ω

σ−2ε(µ)
)
≤ 1

2

ˆ
Ωσ(µ)

|∇vσn|2 dx . (6.34)

Moreover, Lemma 6.3 (ii) ensures that Swσn is polyhedral. This implies that

lim sup
ε→0

ε#
{
i ∈ Zekε

(
Ωσ(µ)

)
: [i, i+ εek) ∩ Swσn ̸= ∅

}
≤
ˆ
Swσn

|νwσn · ek|dH1 (6.35)

for any k ∈ {1, 2}. Finally, we have that

lim sup
ε→0

ε#
{
i ∈ εZ2 ∩

(
Ωσ−2ε(µ) \ Ωσ(µ)

)}
≤ CH1

( M⋃
h=1

∂Bσ(xh)

)
≤ Cσ ,

which together with (6.33)–(6.35) yields

lim sup
ε→0

SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
≤ 1

2n2

ˆ
Ωσ(µ)

|∇vσn|2 dx+

ˆ
Swσn

h(νwσn) dH
1 + Cσ

with h(ν) := τ1|ν · e1|+ τ2|ν · e2|. Thus, (6.30) follows from Lemma 6.3 (iii) together with (6.16).

Step 4: Conclusion. Combining (6.24) and (6.30) we deduce that

lim sup
n→∞

lim sup
ε→0

(
n2SDpart

ε, 1n
(un,σε ,Ω)−Mπ| log ε|

)
≤MγSD +

1

2

ˆ
Ωσ(µ)

|∇v|2 dx−Mπ| log σ|+ n2

ˆ
Sw

(
τ1|νw · e2|+ τ2|νw · e1|

)
dH1
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and thus (6.21) follows by letting σ → 0 and using the definition of W(wn,Ω) = W(v,Ω). To
conclude it thus suffices to show (6.22). To obtain (6.22) we start observing that

∥wσε,n − w∥L1(Ω) =
∑

Qε(i)∈Qε

ˆ
Ω∩Qε(i)

|wσε,k(i)− w(x)|dx

≤
∑

Qε(i)∈Qε(Ωσ(µ)\Swσn )

ˆ
Qε(i)

|wσn(i)− w(x)|dx+ 2
∑

Qε∈Qε
Qε∩R2\Ωσ(µ)̸=∅

|Qε ∩ Ω|

+ 2ε2#
{
Qε ∈ Qε(Ω

σ(µ)) : Qε ∩ Swσn ̸= ∅
}
,

(6.36)

where we have used that |wσε,n|, |w| ≤ 1. For every Qε ∈ Qε with Qε∩R2 \Ωσ(µ) ̸= ∅, the inclusion
Qε ∩ Ω ⊂ {dist(x, ∂Ω) ≤

√
2ε} ∪

⋃M
h=1Bσ+

√
2ε(xh) holds. From this we deduce that∑

Qε∈Qε
Qε∩R2\Ωσ(µ)̸=∅

|Qε ∩ Ω| ≤
∣∣{x ∈ Ω: dist(x, ∂Ω) ≤

√
2ε}
∣∣+M

∣∣Bσ+√
ε

∣∣→ 0 as ε→ 0, σ → 0, (6.37)

where we have used that ∂Ω is Lipschitz and thus admits and (n − 1)-dimensional Minkowsky
content. Similarly, we find that

ε2#
{
Qε ∈ Qε(Ω

σ(µ)) : Qε ∩ Swσn ̸= ∅
}
≤ CεH1(Swσn ∩ Ωσ(µ)) → 0 as ε→ 0 . (6.38)

The remaining term in (6.36) can be estimated by observing the following. For any Qε(i) ∈
Qε(Ω

σ(µ) \ Swσn) and any x ∈ Qε(i) we have that |wσn(i) − wσn(x)| ≤
√
2ε∥∇wσn∥L∞(Ωσ(µ)). From

this we infer that∑
Qε(i)∈Qε(Ωσ(µ)\Swσn )

ˆ
Qε(i)

|wσn(i)− w(x)|dx ≤
√
2ε∥∇wσn∥L∞(Ωσ(µ))|Ωσ(µ)|+ ∥wσn − w∥L1(Ωσ(µ)) .

(6.39)

Finally, ∥wσn −w∥L1(Ωσ(µ)) → 0 as n→ ∞ thanks to Lemma 6.3 (iv). Together with (6.36)–(6.39)
this gives (6.22) and we conclude. □

Proof of Theorem 4.2 (iii). Theorem 4.1 (iii) is a direct consequence of Theorem 4.2 (iii), Propo-
sition 6.2, and Lemma 3.3. In fact, to construct a recovery sequence for XY frac

ε, 1n
it suffices to take

the sequence un,σε constructed in the proof of Theorem 4.2 (iii) and for every h ∈ {1, . . . ,M} a
spin field whε ∈ SFε satisfying

XY frac
ε, 1n

(
whε , Bσ

2
(xh)

)
= γfracε, 1n

(
Bσ

2
(xh)

)
(6.40)

and whε = exp( 2πn ιdhθh) on ∂εBσ
2
(xh) with θh as in the proof of Theorem 4.2 (iii). We then define

wn,σε ∈ SFε by setting

wn,σε (i) :=


whε (i) if i ∈ εZ2 ∩Bσ

2
(xh) for some h ∈ {1, . . . ,M} ,

exp
(
2πιun,σε (i)

)
otherwise in εZ2 .

In this way, we deduce from Lemma 3.3 that

XY frac
ε, 1n

(
wn,σε ,Ω

)
≤

M∑
h=1

XY frac
ε, 1n

(
wn,σε , Bσ(xh)

)
+ SDpart

ε, 1n

(
un,σε ,Ωσ−2ε(µ)

)
. (6.41)

Moreover, (6.40) ensures that for every h ∈ {1, . . . ,M} we have

XY frac
ε, 1n

(
wn,σε , Bσ(xh)

)
≤ γfracε, 1n

(
Bσ

2
(xh)

)
+ SDpart

ε, 1n

(ϑσ,hn
n , Aσ

2 −2ε,σ(xh)
)
. (6.42)
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In particular, Proposition 6.2 together with (6.26) implies that (6.24) holds with SDpart

ε, 1n
and γSD

replaced byXY frac
ε, 1n

and γXY , respectively. Together with (6.41) and (6.30) this in turn yields (6.21)

with SDpart

ε, 1n
and γSD replaced by XY frac

ε, 1n
and γXY , respectively. We thus conclude by observing

that wn,σε still satisfies (6.22). □
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