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Abstract. We investigate local properties of weak solutions to the following wide
class of kinetic equations,

(∂t + v · ∇x)f = Lvf.

Above, the diffusion term Lv is an integro-differential operator whose nonnegative
kernel is of differentiability order s ∈ (0, 1) and integrability oredr p ∈ (2, ∞), hav-
ing merely measurable coefficients. In particular, we provide explicit interpolative
L∞-L2 estimates for weak subsolutions.

1. Introduction

In this paper we deal with a wide class of kinetic equations, whose diffusion part
is an integro-differential operator of differentiability order s ∈ (0, 1) and summability
order p ∈ (2, ∞). In particular, we investigate local properties of weak solutions f ≡
f(t, x, v) to the following class of equations
(1.1) (∂t + v · ∇x)f = Lvf for (t, x, v) ∈ R × Rn × Rn ,

where the diffusion term Lv is given by

(1.2) Lvf(t, x, v) := p. v.

∫
Rn

|f(v) − f(w)|p−2(f(w) − f(v))K(t, x, v, w) dw.

Here, the symbol p. v. stands for “in the principal value sense” and K is a symmetric
measurable kernel such that, for a. e. (t, x) ∈ R1+n and for Λ > 0 it satisfies
(1.3) Λ−1|v − w|−n−sp ≤ K(v, w) ≤ Λ|v − w|−n−sp for a. e. v, w ∈ Rn.

As a prototype for Equation (1.1), even though in this scenario the difficulties
arising when dealing with only measurable coefficients vanishes, one can consider the
simpler case when the involved kernel K does coincide with the classical Gagliardo
one, i. e. K ≡ |v − w|−n−sp. In this setting, equation (1.1) does reduce to
(1.4) (∂t + v · ∇x)f + (−∆v)s

pf = 0,

where (−∆v)s
p is the classical (s, p)-Laplacian with respect to the v-variable.

In recent years, great attention has been focused on the study of nonlocal operators
and their related fractional Sobolev spaces. For this reason, the literature is really
too wide to attempt any precise treatment. However, we still mention [9, 10], where
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the authors proved various regularity results in the same spirit as the De Giorgi-Nash-
Moser theory, and, among other things, they introduced a new quantity to measure
the long-range interactions naturally arising when dealing with nonlocal problems, i. e.
the nonlocal tail of a function

(1.5) Tail(f ; Br(v0)) := rsp

∫
Rn\Br(v0)

|f(t, x, v)|p−1

|v0 − v|n+sp
dv .

Such quantity has been subsequently proven to be decisive in the analysis of many
nonlocal problems when a fine quantitative control of the naturally arising long-range
interactions is needed. Indeed, after its introduction, a quite comprehensive nonlocal
De Giorgi-Nash-Moser theory has been successfully developed in even more general
integro-differential elliptic frameworks; see for example [9, 10, 8, 25, 6], the survey
paper [27] and the references therein as well as the recent monograph [12].

The definition of nonlocal tail was later on extended to the parabolic framework and
used to prove very fine quantitative estimates; see for example the breakthrough re-
sults by Kassmann and Weidner [17] on the Harnack inequality for fractional (linear)
parabolic equations with very general measurable (possibly nonsymmetric) kernels.
Moreover, in [30] a L∞-version of (1.5) was used to prove local L∞-L2 estimate via
Moser iteration technique for weak subsolutions to the nonlinear heat equation in the
superquadratic case, when p ≥ 2. Furthermore, such L∞-tail was very recently em-
ployed to establish classical C0,α-regularity for any value of the integrability exponent
p ∈ (1, ∞); see for example [1, 20, 31].

For what regards the fractional panorama for Kolmogorov-Fokker-Planck equations,
as in (1.4), the weak regularity theory is far from being complete and, to the best of
our knowledge, the known results are only available in the linear case when p = 2;
see for instance the survey paper [3] and the references therein. In particular, we
refer the reader to the Hölder regularity results in [29], possibly including unbounded
source terms, as well as the one in [21] covering more general, possibly nonsymmetric
diffusion operators. Furthermore, regarding classical estimates, we mention the very
recent breakthrough counterexample to the classical Harnack inequality ([18]) as well
as its related new formulation in [2], where a strong Harnack inequality is proved
provided that solutions have q-summable nonlocal tail along the transport variables
for some q > q⋆(n, s), which is in fact naturally implied in literature, e. g., from the
usual mass density boundedness (as for the Boltzmann equation without cut-off), and
in clear accordance with the aforementioned counterexample in [18]. Still in the flavor
of Harnack-type inequalities, it is worth mentioning the very recent paper [22], in
which amongst other results, the author proves a strong Harnack inequality for global
solutions, a priori bounded, periodic in the space variable, and under an integral
monotonicity-in-time assumption (see Definition 2.2 there). Finally, we mention [32]
for the existence of weak solutions, and [14] for existence, uniqueness and regularity
of solutions in the viscosity sense. Always regarding these existence and uniqueness
issues, we also recall the very recent works [4, 5].

For what concerns the more general case when a p-growth exponent is involved, the
scenario is basically empty. Then, to the best of our knowledge, our contribution would
be a veritable first. In this respect, the forthcoming Theorem 1.1 serves as a first step
in the direction of proving that solutions to (1.1) enjoy classical qualitative properties.
Aside from the novelty of the result, interpolative estimates are very useful when one
deals with local regularity or qualitative properties of solutions to (1.1). However,
proving an L∞-L2 estimate for kinetic equations is not a simple task. Indeed, even
in the linear case when p = 2 – as proven in the aforementioned work [18] – it is
not in general possible to bound the L∞-norm of a solution in terms of only local
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quantities even starting from globally bounded solutions. Moreover, a deeper analysis
of the counterexample in [18] shows that such supremum estimate remains false also
when an error term is added on its right-hand side – basically a tail-type contribution
as in (1.5) – if the tail belongs to Lq, for q < (n(1 + 2s))/(2s). Nevertheless, a L∞-L2

estimate plus a nonlocal tail remainder can be derived by assuming higher integrability
on the tail function along the transport variables; see in particular Theorem 1.1 in the
aforementioned [2].

However, despite the already mentioned recent achievement, the difficulties arising
when dealing with a p-growth exponent are a concrete stumbling block. Indeed, the
nonlinear growth setting precludes the free generalization of tools and techniques that
had already proven to be very useful in providing quantitative properties of weak
solutions to kinetic linear equations, as e. g., velocity averaging techniques ([7]) or
potential estimates via the fundamental solution ([15]). Indeed, in [2], the backbone
of the proof of the desired L∞-L2 estimate is an hypoelliptic gain of integrability,
which is proven by making use of the fundamental solution of the fractional Kol-
mogorov equation. More specifically, as done in the classical framework for kinetic
equations ([26]), the transfer of regularity is based on treating as source term the
difference between the constant coefficients diffusion operator and the one with mea-
surable entries, and then estimating its L2-norm tracking down the long-range inter-
actions appearing as Lq-norm of the tail quantity (1.5) on the right-hand side; see in
particular [2, Lemma 3.1]. However, as well as for velocity averaging lemmas, such a
procedure can not be pursued in the nonlinear setting we are dealing with. Hence,
our analysis is carried out starting form locally bounded solutions, in accordance with
what is classically done as e. g. in the case of the Boltzmann equation ([15, 21]), or
even for kinetic equations in divergence form ([22]). In particular, in the superlinear
case when p ∈ (2, ∞), we prove that these solutions satisfy interpolative estimates in
terms of their local and nonlocal contributions, the latter encoded in their Lσ-tail.
The interpolative nature of the estimates below lies specifically in the arbitrariness
in the choice of the parameter δ, which plays the role of an interpolation coefficient
between the local and nonlocal part of the estimate.

Theorem 1.1. Let p ∈ (2, ∞), s ∈ (0, 1) and let f ∈ W be a weak subsolution to (1.1)
in Ω according to Definition 2.5 such that f ∈ L∞

loc(Q1), for Q1 ≡ Q1(0) ⊂ Ω. If for
some σ > max(n/(sp), 2), Tail(f+; B) ∈ Lσ

loc((−1, 0) × B1) for any B ⋐ B1, then it
holds

sup
Q r

2

f ≤
c

δβ

(∫
Qr

(1 + fp
+) dv dx dt

) 1
p

+ δ

(∫
(−rsp,0]×B

r1+sp

Tail(f+; Br/2)σ dx dt

) 1
σ

,

for any 0 < r < 1 and any δ ∈ (0, 1] and where β ≡ β(n, s, p, σ) and c ≡ c(n, s, p, σ, Λ).

We remark that the proof of our statement strongly relies on the boundedness
assumption on the weak solution coupled with the higher integrability requirement
on their nonlocal tail. These requirements may seem very strong, but as previously
mentioned they are in accordance with the existing literature for Boltzmann equations,
see for example [29, 15, 21, 22]. Lastly, we point out that in the ”trickier” singular
case when p ∈ (1, 2), the adaptation of the available techniques for the proof of a
boundedness estimate does not seem straightforward and hence it will be the subject
of further studies.

As in the classical theory, a fractional Caccioppoli-type inequality is needed in order
to built the proper iteration scheme. Hence, we conclude by explicitly stating it for
any p ∈ (1, ∞), since it has an interest on its own for future developments in the weak
regularity theory for solutions to (1.1) and related equations.
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Theorem 1.2. Let p ∈ (1, ∞), s ∈ (0, 1) and Q1 ≡ Q1(0) ⊂ Ω. Let f be a weak
subsolution to (1.1) in Ω according to Definition 2.5. For any Qr ≡ Qr(0) ⊂ Q1 the
following estimate holds true

sup
t∈[−rsp,0]

∫
Br1+sp ×Br

ω2φp dx dv +
∫

(−rsp,0]×Br1+sp

[ωφ]pW s,p(Br) dx dt

≤ c

∫
(−rsp,0]×Br1+sp

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx dt

+ c

∫
Qr

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx dt

+ c

∫
Qr

|v · ∇xφ|φp−1ω2 dv dx dt + c rsp

∫
Qr

ω2φp dv dx dt ,

where the constant c > 0 depends only on p and on the kernel constant Λ, ω := (f −k)+,
for any k ∈ R, and φ ≡ φ(x, v) ∈ C∞

0 (Br1+sp × Br).

Outline of the paper. In Section 2 we introduce preliminary notions about the
functional and geometrical setting of this work. Section 3 is devoted to the proof of
Theorem 1.2. The proof of Theorem 1.1 is contained in Section 4.

2. Preliminaries

In this section, we recall some well known results about our underlying geomet-
rical and functional setting. After fixing the notation, we introduce an appropriate
geometric framework to study integral kinetic equation; then, we recall some prop-
erties of fractional Sobolev spaces and the functional setting required to deal with
equation (1.1).

2.1. Notation. We denote with c a positive universal constant greater than one,
which may change from line to line. For the sake of readability, dependencies of
the constants will be often omitted within the chains of estimates, therefore stated
after the estimate. Relevant dependencies on parameters will be emphasized by using
parentheses.

As customary, for any r > 0 and any y0 ∈ Rm, m ∈ N, we denote by

Br(y0) ≡ B(y0; r) :=
{

y ∈ Rm : |y − y0| < r
}

,

the open ball with radius r and center y0. For any β > 0 we will denote with βBr(y0)
the rescaled ball by a factor of β, i. e. βBr(y0) = Bβr(y0).

For any set E ⊂ Rm we will denote the Lebesgue measure of E with |E|. Moreover,
for any f ∈ L1(E), we let

(f)E :=
∫

E

f dy := 1
|E|

∫
E

f dy.

For any k ∈ R, we denote the positive and negative part of f , respectively, as

(f(y) − k)+ := max{f(y) − k, 0} and (f(y) − k)− := max{k − f(y), 0}.

Clearly (f(y) − k)+ ̸= 0 on the super-level set {y ∈ Rm : f(y) > k}, whereas (f(y) −
k)− ̸= 0 on {y ∈ Rm : f(y) < k}.
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2.2. The underlying geometry. In a similar fashion as for the geometrical setting
of the Boltzmann kernel [16] or as in [23], we start by endowing R1+2n = R×Rn ×Rn

with the following Galilean transformation
(t0, x0, v0) ◦ (t, x, v) := (t + t0, x + x0 + tv0, v + v0),

where (t0, x0, v0), (t, x, v) ∈ R1+2n. With respect to the group law ◦ the couple (R1+2n, ◦)
is a Lie group with identity element 0 := (0, 0, 0) and inverse element, for any (t, x, v) ∈
R1+2n, given by (−t, −x + tv, −v).

For any r > 0, we consider the usual fractional nonlinear kinetic scaling δr :
R1+2n 7→ R1+2n defined by

δr(t, x, v) := (rspt, r1+spx, rv).
As customary, we introduce a family of fractional kinetic cylinders respecting the

invariant transformations defined above. For any r > 0, we denote by Qr a cylinder
centred in (0, 0, 0) of radius r; that is,

Qr ≡ Qr(0) := Ur(0, 0) × Br(0) = (−rsp, 0] × Br1+sp(0) × Br(0) .

For every (t0, x0, v0) ∈ R1+2n and for every r > 0, the slanted cylinder Qr(t0, x0, v0) is
defined as follows,

Qr(t0, x0, v0) := {(t, x, v) ∈ R1+2n : t0 − rsp < t ≤ t0,

|x − x0 − (t − t0)v0| < r1+sp, |v − v0| < r}.

Roughly speaking the integro-differential equation (1.1) is invariant under the kinetic
scaling δr and left-invariant with respect to the Galilean transform. Namely, for
any (t0, x0, v0) ∈ R1+2n and any r > 0, if f is a solution to (1.1) in Qr(t0, x0, v0),
then f((t0, x0, v0)◦δr(·)) solves an equation of the same ellipticity class as (1.1) in Q1.

2.3. Functional setting. We introduce the needed fractional functional setting; for
a more comprehensive treatment we refer the reader to [11].

For p ∈ (1, ∞), s ∈ (0, 1) and any E ⊆ Rn, we denote with W s,p(E) the fractional
Sobolev space

W s,p(E) :=
{

f ∈ Lp(E) : [f ]W s,p(E) < +∞
}

,

where the fractional seminorm [f ]W s,p(E) is the usual one via Gagliardo kernels,

[f ]W s,p(E) :=
(∫∫

E×E

|f(v) − f(w)|p

|v − w|n+sp
dv dw

) 1
p

.

We endow W s,p(E) with the following norm
∥f∥W s,p(E) := ∥f∥Lp(E) + [f ]W s,p(E).

A function f belongs to W s,p
loc (E) if f ∈ W s,p(E′) whenever E′ ⋐ E. In a similar

fashion, we denote with W s,p
0 (E) the closure of C∞

0 (E) with respect to ∥·∥W s,p(E).
Finally, the following fractional Sobolev embedding holds true; see [11].

Theorem 2.1. Let p ≥ 1 and sp < n, then for any τ ∈ [1, n/(n−sp)] and f ∈ W s,p(Rn)
we have

∥f∥Lτp(Rn) ≤ c [f ]W s,p(Rn),

for c ≡ c(n, p, s) > 0. Moreover, if E is a bounded extension domain for W s,p, we have
that

∥f∥Lτp(E) ≤ c [f ]W s,p(E),

for any f ∈ W s,p(E) and for c ≡ c(n, s, p, E) > 0. If sp = n, then the statement
holds true for any τ ∈ [1, +∞). If sp > n, then the second inequality holds true for
any τ ∈ [1, +∞].
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Since any bounded Lipschitz domain is an extension domain for W s,p, the following
holds.

Lemma 2.2. Let v0 ∈ Rn, r > 0 and Br := Br(v0). Suppose f ∈ W s,p
0 (Br(v0)). Then

for any τ ∈ [1, n/(n − sp)](∫
Br

|f |τp dv

) 1
τ

≤ c rsp−n

∫∫
Br×Br

|f(v) − f(w)|p

|v − w|n+sp
dv dw + c

∫
Br

|f |p dv,

for c ≡ c(n, p, s) > 0.

Proof. The proof immediately follows from Theorem 2.1 above, as pointed out in [30,
Lemma 2.1]. Indeed, since f ∈ W s,p

0 (Br), then f ∈ W s,p
0 (Rn) and f = 0 in Rn \Br(v0).

Hence, f ∈ W s,p(Br(v0)) and the statement is a direct consequence of Theorem 2.1. □

We conclude this section by proving a new Sobolev embedding suitable for the
underlying functional setting of the problem we are dealing with.

Proposition 2.3. Let s ∈ (0, 1) and p ∈ [1, ∞) be such that sp < n and let (t1, t2) ×
BR × Br ⊂ R1+2n, with R, r > 0. If f ∈ Lp((t1, t2) × BR; W s,p

0 (Br)) is such that f ≥ 0,
then, for any τ ∈ [1, n/(n − sp)], we have∫

Br

(∫
BR×(t1,t2)

f dx dt

)τp

dv

≤ c

(
rsp−n

∫
BR×(t1,t2)

[f ]pW s,p(Br) dx dt +
∫

Br×BR×(t1,t2)
fp dv dx dt

)τ

,

where c ≡ c(n, p, s) > 0.

Proof. Let f ∈ Lp((t1, t2) × BR; W s,p
0 (Br)). Then, (f)BR×(t1,t2) ∈ W s,p

0 (Br), and by
Jensen’s Inequality, we have∫

Br

(f)p
BR×(t1,t2)(v) dv ≤

∫
Br×BR×(t1,t2)

fp dv dx dt,

and
[(f)BR×(t1,t2)]pW s,p(Br) ≤

∫
BR×(t1,t2)

[f ]pW s,p(Br) dx dt.

Finally, applying Lemma 2.2 to (f)BR×(t1,t2) we get the desired estimate. □

We give a precise definition of the tail quantity briefly introduced in (1.5), which
plays a fundamental role in order to detect qualitative properties of solutions to kinetic
nonlocal equations as in [2].

Definition 2.4. Let f be a measurable function on (t1, t2) × Ωx × Rn ⊂ R1+2n. The
“(kinetic) nonlocal tail of f centered in v0 ∈ Ωv ⊂ Rn of diffusion radius r” is the
quantity Tail(f ; Br(v0)) given by

Tail(f ; Br(v0)) := rsp

∫
Rn\Br(v0)

|f(·, ·, v)|p−1

|v0 − v|n+sp
dv.

Now, we consider the following tail space

Lp−1
sp (Rn) :=

{
g ∈ Lp−1

loc (Rn) : ∥g∥Lp−1
sp (Rn) :=

∫
Rn

|g(v)|p−1

(1 + |v|)n+sp
dv < ∞

}
,

as firstly defined in [19]; see Section 2 there for related properties.
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Given Ω := (t1, t2) × Ωx × Ωv ⊂ R1+2n we denote by W the natural functions space
where weak solutions to (1.1) are taken. If p ∈ (1, +∞) and p′ := p/(p − 1) is its
conjugate exponent, then we have

W :=
{

f ∈ Lp
loc((t1, t2) × Ωx; W s,p

loc (Ωv)) ∩ Lp−1
loc ((t1, t2) × Ωx; Lp−1

sp (Rn))

: (∂t + v · ∇x)f ∈ Lp′

loc((t1, t2) × Ωx; (W s,p(Rn))∗)
}

,

where (W s,p(Rn))∗ is the dual space of W s,p(Rn).
Furthermore, we denote by E the nonlocal energy associated with our diffusion

term Lv in (1.2); that is

E(f, ϕ) :=
∫∫

Rn×Rn

|f(v) − f(w)|p−2(f(v) − f(w))(ϕ(v) − ϕ(w))K(v, w) dv dw ,

for any test function ϕ smooth enough.
We are now in a position to recall the definition of weak sub- and supersolution.

Definition 2.5. A function f ∈ W is a weak subsolution (resp., supersolution) to (1.1)
in Ω if ∫ t2

t1

∫
Ωx

E(f, ϕ) dx dt +
∫ t2

t1

∫
Ωx

⟨(∂t + v · ∇x)f | ϕ⟩ dx dt ≤ 0
(

≥ 0, resp.
)
,

for any nonnegative ϕ ∈ Lp((t1, t2) × Ωx; W s,p(Rn)) such that supp ϕ(t, x, ·) ⋐ Ωv; in
the display above we denote by ⟨· | ·⟩ the usual duality paring between W s,p(Rn) and its
dual.
A function f ∈ W is a weak solution to (1.1) if it is both a weak sub- and supersolution.

3. Energy estimates

This section is devoted to the proof of a fractional Caccioppoli-type estimate for
weak subsolutions to (1.1), in which we extend to the nonlinear setting the approach
seen in [2, Lemma 3.1]; see in particular Step 1 there. In the upcoming proof we
will make use of the following inequality, whose proof is obtained via convexity and a
standard iteration process; see e. g. Lemma 3.1 in [10].

Lemma 3.1. Let p ≥ 1 and ε ∈ (0, 1]. Then

|a|p ≤ |b|p + cpε|b|p + (1 + cpε)ε1−p|a − b|p, cp := (p − 1)Γ(max{1, p − 2}) ,

holds for every a, b ∈ Rm, m ≥ 1. Here, Γ stands for the standard Gamma function.

Proof of Theorem 1.2. Let Qr ≡ Qr(0) ⋐ Ω and let f be a weak subsolution
to (1.1) according to Definition 2.5. Moreover, for any given k ∈ R define ω :=
(f − k)+. Consider a non-negative cut-off function φ ≡ φ(x, v) ∈ C∞

0 (Br1+sp × Br).
For a. e. t ∈ (−rsp, 0], testing Definition 2.5 with ϕ := ωφp yields

0 ≥
∫

Br1+sp ×Br

(ft + v · ∇xf)ωφp dx dv

+
∫

Br1+sp

E(f, ωφp) dx

=: J1 + J2.(3.1)

We separately consider the integrals above.
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Let us begin estimating J1. Using the fact that ∂tφ = 0, we have that

J1 ≥ 1
2

d
dt

∫
Br1+sp ×Br

ω2φp dx dv − 1
2

∫
Br1+sp ×Br

|v · ∇x(φp)|ω2 dx dv

= 1
2

d
dt

∫
Br1+sp ×Br

ω2φp dx dv − p

2

∫
Br1+sp ×Br

|v · ∇xφ|φp−1ω2 dx dv.(3.2)

Let us estimate the integral J2 now. We begin with the splitting

J2 =
∫

Br1+sp ×Br

∫
Br

|f(v) − f(w)|p−2(f(w) − f(v))(ωφp(v) − ωφp(w))K(v, w) dw dv dx

+ 2
∫

Br1+sp ×Br

∫
Rn\Br

|f(v) − f(w)|p−2(f(w) − f(v))ωφp(v)K(v, w) dw dv dx

=: J2,1 + J2,2,

We begin by estimating the term J2,1. First, let us assume that f(v) ≥ f(w), then

|f(v) − f(w)|p−2(f(v) − f(w))(ωφp(v) − ωφp(w))

=
(
f(v) − f(w)

)p−1(
ωφp(v) − ωφp(w)

)
≥


(
ω(v) − ω(w)

)p−1(
ωφp(v) − ωφp(w)

)
if f(v), f(w) > k,(

ωφ(v)
)p if f(v) > k ≥ f(w),

0 otherwise

≥
(
ω(v) − ω(w)

)p−1(
ωφp(v) − ωφp(w)

)
,

which yields

|f(v) − f(w)|p−2(f(v) − f(w))(ωφp(v) − ωφp(w))K(v, w)

≥
(
ω(v) − ω(w)

)p−1(
ωφp(v) − ωφp(w)

)
K(v, w).

If the opposite holds true, i. e. f(v) ≤ f(w), then we exchange the roles of v and w
and repeat the computations above.

Now, applying Lemma 3.1 and considering that ω(v) ≥ ω(w) and φ(w) ≥ φ(v), we
obtain

(1 − cpε)φp(w) − (1 + cpε)ε1−p|φ(v) − φ(w)|p ≤ φp(v).
Moreover, by choosing

ε := 1
max(1, 2cp)

ω(v) − ω(w)
ω(v) ∈ (0, 1],

we get (
ω(v) − ω(w)

)p−1
ωφp(v) ≥

(
ω(v) − ω(w)

)p−1
ω(v) max{φ(v), φ(w)}p

−1
2
(
ω(v) − ω(w)

)p max{φ(v), φ(w)}p

−c max{ω(v), ω(w)}p|φ(v) − φ(w)|p.

The estimates above are trivial when 0 = ω(v) = ω(w), or ω(v) ≥ ω(w) and φ(v) ≥
φ(w). On the other hand, if ω(v) ≤ ω(w), then we exchange the roles of v and w.
Thus, we have that(

ω(v) − ω(w)
)p−1(

ωφp(v) − ωφp(w)
)

≥ 1
2
(
ω(v) − ω(w)

)p max{φ(v), φ(w)}p − c max{ω(v), ω(w)}p|φ(v) − φ(w)|p.
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Finally, observing that

|ωφ(v) − ωφ(w)|p ≤ 2p−1|ω(v) − ω(w)| max{φ(v), φ(w)}p

+ 2p−1|φ(v) − φ(w)|p max{ω(v), ω(w)}p,

we conclude

J2,1 ≥ c

∫
Br1+sp

[ωφ]pW s,p(Br) dx

−c

∫
Br1+sp

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx.(3.3)

Now, we deal with the nonlocal term in J2,2. Note that

|f(v) − f(w)|p−2(f(v) − f(w))ω(v)

≥ −
(
f(w) − f(v)

)p−1
+

(
f(v) − k

)
+

≥ −
(
f(w) − k

)p−1
+

(
f(v) − k

)
+ = −ωp−1(w)ω(v),

From this, we conclude J2,2 can be treated as follows:

J2,2 ≥ −c

∫
Br1+sp ×Br

∫
Rn\Br

ωp−1(w)ω(v)φp(v)
|v − w|n+sp

dw dv dx

≥ −c

∫
Br1+sp ×Br

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx.(3.4)

Hence, combining (3.3) and (3.4), it yields that

J2 ≥ c

∫
Br1+sp

[ωφ]pW s,p(Br) dx

−c

∫
Br1+sp

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx

−
∫

Br1+sp ×Br

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx.(3.5)

All in all, by (3.1), (3.2) and (3.5) we obtain

1
2

d
dt

∫
Br1+sp ×Br

ω2ϕp dx dv + c

∫
Br1+sp

[ωφ]pW s,p(Br) dx

≤ c

∫
Br1+sp

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx

+c

∫
Br1+sp ×Br

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx

+c

∫
Br1+sp ×Br

|v · ∇xφ|φp−1ω2 dx dv ,

for some constant c depending only on p and on the kernel constant Λ.
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Thus, by integrating the proceeding estimate over [τ1, τ2], for −rsp ≤ τ1 < τ2 ≤ 0,
we get ∫

Br1+sp ×Br

ω2ϕp(τ2, x, v) dx dv +
∫ τ2

τ1

∫
Br1+sp

[ωφ]pW s,p(Br) dx dt

≤ c

∫
Ur

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx dt(3.6)

+c

∫
Qr

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx

+c

∫
Qr

|v · ∇xφ|φp−1ω2 dv dx dt + c

∫
Br1+sp ×Br

ω2φp(τ1, x, v) dv dx .

Taking the supremum over τ2 on the left-hand side and the average integral over τ1 ∈
[−rsp, 0] on both sides of the inequality, we get

sup
t∈[−rsp,0]

∫
Br1+sp ×Br

ω2φp dx dv

≤ c

∫
Ur

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx dt(3.7)

+c

∫
Qr

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx dt

+c

∫
Qr

|v · ∇xφ|φp−1ω2 dv dx dt + c rsp

∫
Qr

ω2φp dv dx dt ,

whereas choosing τ1 = −rsp in (3.6) and τ2 = 0 yields (using also (3.7))∫
Ur

[ωφ]pW s,p(Br) dx dt

≤ c

∫
Ur

∫∫
Br×Br

max{ω(v), ω(w)}p|φ(v) − φ(w)|p

|v − w|n+sp
dv dw dx dt

+c

∫
Qr

ωφp

(
sup

v∈ supp φ

∫
Rn\Br

ωp−1(w) dw

|v − w|n+sp

)
dv dx dt

+c

∫
Qr

|v · ∇xφ|φp−1ω2 dv dx dt + c rsp

∫
Qr

ω2φp dv dx dt .

Thus, combining the display above with (3.7) yields the desired Caccioppoli-type
estimate. □

4. Interpolative L∞-Lp-type estimate

This section is devoted to the proof of Theorem 1.1, our main result. Before starting
we recall a classical iteration lemma; see for example [13, Lemma 4.3].

Lemma 4.1. Let β1, β2 > 0 and let {Aj}j∈N be a sequence of positive real numbers
such that

Aj+1 ≤ c1 bj (A1+β1
j + A1+β2

j ), j = 0, 1, 2, . . .

with c1 > 0, b > 1 and β1 ≥ β2 > 0. If

A0 ≤ min
(

1, c
− 1

β2
1 b

− 1
β2

2

)
,
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then lim
j→∞

Aj = 0.

Proof of Theorem 1.1. Fix r > 0 such that Qr ≡ Qr(0) ⊂ Q1. For any fixed i ∈ N,
we define the sequences

ρi :=
i∑

α=0
2−α−1r, Qi ≡ δρi

(Q1), and mi := sup
Qi

f.

Notice that the sequence of radii {ρi}i is increasing, and hence Qi ⊂ Qi+1 for every i ∈
N. In particular, ρ0 ≡ r/2 whereas ρ∞ := limi→∞ = r. Thus, by definition of
supremum, it follows mi ≤ mi+1 for every i ∈ N. Define the following family of radii

rj := ρi + 2−i−j−2r and Qj ≡ δrj
(Q1).

Notice that the sequence of radii {rj}j is decreasing, and hence Qj+1 ⊂ Qj for
every j ∈ N. In particular, r0 ≡ ρi+1 whereas r∞ := limj→∞ = ρi.

Define a family {φj}j∈N of test functions φj ≡ φj(x, v) ∈ C∞
0 (Br1+sp

j
× Brj ), such

that
0 ≤ φj ≤ 1, φj ≡ 1 on Br1+sp

j+1
× Brj+1 , φj(x, ·) = 0 outside B(rj+rj+1)/2

|∇vφj | ≤ c2j+i/r, and |v · ∇xφj | ≤ c2(j+i)(1+sp)/rsp.

Then, consider two increasing families of parameters
kj := (1 − 2−j)k and k̃j := (kj + kj+1)/2,

where k > 0 is a positive quantity which will be fixed later on. ù
Define ω̃j := (f − k̃j)+ and ωj := (f − kj)+. Note that

ω̃j ≥ (f − k̃j)1{f>kj+1}

≥ (kj+1 − k̃j)1{f>kj+1} = kj+1 − kj

2 1{f>kj+1} ≥ k

2j+21{f>kj+1},(4.1)

and, for any 0 ≤ τ ≤ q, it holds

(4.2) ω̃τ
j ≤ c

2j(q−τ)

kq−τ
ωq

j .

Indeed, by the following chain of estimates based on the definition of the involved
quantities, we have

ωq
j = (f − kj)q

+1{f>kj}

≥ (f − kj)q
+1{f>k̃j} = (f − kj)q−τ

+ (f − kj)τ
+1{f>k̃j}

≥ (k̃j − kj)q−τ (f − kj)τ
+1{f>k̃j} = (2−j−2k)q−τ (f − kj)τ

+1{f>k̃j}

≥ c

(
k

2j

)q−τ

ω̃τ
j .

Now, consider the following quantities, which are the construction blocks of the
right-hand side of the Caccioppoli inequality in Theorem 1.2,

J1 := rsp
j

∫
Qj

∫
Bj

max{ω̃j(v), ω̃j(w)}p|φj(v) − φj(w)|p

|v − w|n+sp
dv dw dx dt(4.3)

J2 := rsp
j

∫
Qj

ω̃jφp
j

(
sup

v∈ supp φj

∫
Rn\Bj

ω̃p−1
j (w) dw

|v − w|n+sp

)
dv dx dt(4.4)

J3 := rsp
j

∫
Qj

|v · ∇xφj |φp−1
j ω̃2

j dx dv dt(4.5)
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J4 := r2sp

∫
Qj

ω̃2
j φp

j dx dv dt.(4.6)

We separately estimate the previous terms.

We begin with J1. Up to exchange the roles of v and w we assume that ω̃j(v) ≥
ω̃j(w). Hence, it is estimated as follows (recalling that |∇vφj | ≤ c2j+i/r and φj is a
Lipschitz function)

J1
(4.3)= rsp

j

∫
Qj

ω̃p
j

(∫
Bj

|φj(v) − φj(w)|p dw

|v − w|n+sp

)
dv dx dt

≤ c 2(j+i)prsp−p

∫
Qj

ω̃p
j

(∫
B2r(w)

dw

|v − w|n−p(1−s)

)
dv dx dt

≤ c 2(j+i)p

∫
Qj

ω̃p
j dv dx dt

(4.2)
≤ c2ip+jqkp

∫
Qj

ωq
j

kq
dv dx dt.(4.7)

As for J2, by applying Hölder’s Inequality twice, the first time with τ = τ ′ = 2 and
the second one with τ = σ/2 and τ ′ = (σ − 2)/2 for some σ > 2, we have

J2
(4.4)=

rsp
j

|Qj |

∫
Qj∩ supp φj

ω̃jφp
j

(
sup

v∈ supp φj

∫
Rn\Bj

ω̃p−1
j (w) dw

|v − w|n+sp

)
dv dx dt

≤

(∫
Qj

ω̃2
j dv dx dt

) 1
2

×

 1
|Qj |

∫
Qj∩ supp φj

(
rsp

j

∫
Rn\Bj

ω̃p−1
j (w)

|v − w|n+sp
dw

)2

1{f(v)>k̃j} dv dx dt

 1
2

≤

(∫
Qj

ω̃2
j dv dx dt

) 1
2
(

1
|Qj |

∫
Qj∩ supp φj

(
rsp

j

∫
Rn\Bj

ω̃p−1
j (w)

|v − w|n+sp
dw

)σ

dv dx dt

) 1
σ

×
(

|Qj ∩ {f > k̃j}
|Qj |

) 1
2 (1− 2

σ )

≤ c 2(i+j)(n+sp)

(∫
Qj

ω̃2
j dv dx dt

) 1
2

×

(∫
Uj

(
rsp

j

∫
Rn\Bj

ω̃p−1
j (w)

|w|n+sp
dw

)σ

dv dx dt

) 1
σ ( |Qj ∩ {f > k̃j}

|Qj |

) 1
2 − 1

σ

≤ c 2(i+j)(n+sp)

(∫
Qj

ω̃2
j dv dx dt

) 1
2 (∫

Ur

Tail(f ; Br/2)σ dx dt

) 1
σ
(

|Qj ∩ {f > k̃j}
|Qj |

) 1
2 − 1

σ

where we have used that, for w ∈ Rn \ Bj and v ∈ supp φj (recalling that the support
in the v-variable of φj is contained in B(rj+rj+1)/2)

|w|
|v − w|

≤ 1 + |v|
|w| − |v|
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≤ 1 + rj + rj+1

rj − rj+1
≤ c 2i+j .

Now, note that by Chebyschev’s Inequality it holds for q > 1

|Qj ∩ {f > k̃j}| = |Qj ∩ {f >
kj+1+kj

2 }| = |Qj ∩ {f − kj >
kj+1−kj

2 }|

≤ |Qj ∩ {f − kj > 2−j−2k}|

≤ c2q(j+2)
∫

Qj

ωq
j

kq
dv dx dt.(4.8)

Hence, by applying Hölder’s inequality on the integral term to equalize the expo-
nents and up to choosing

(4.9) k ≥ δ

(∫
Ur

Tail(f ; Br/2)σ dx dt

) 1
σ

for δ ∈ (0, 1] ,

we can estimate further, for q ≥ 2,

J2
(4.2),(4.9)

≤ c 2i(n+sp)+j(n+sp+ q−2
2 ) k2

δ

(∫
Qj

ωq
j

kq
dv dx dt

) 1
2

×
(

|Qj ∩ {f > k̃j}
|Qj |

) 1
2 − 1

σ

(4.8)
≤ 2j(n+sp+q−1− q

σ )
(

c k22i(n+sp)

δ

)(∫
Qj

ωq
j

kq
dv dx dt

)σ−1
σ

.(4.10)

As for the integral J3 and J4, we start noticing that |v·∇xφj |φp−1
j ≤ c2(j+i)(1+sp)/rsp

and φj ≤ 1, which, since r < 1, yields that

J3 + J4
(4.5),(4.6)= rsp

j

∫
Qj

|v · ∇xφj |φp−1
j ω̃2

j dx dv dt

+ c r2sp

∫
Qj

ω̃2
j φp

j dx dv dt

≤ c 2(j+i)(1+sp)
∫

Qj

ω̃2
j dv dx dt

(4.2)
≤ c 2i(1+sp)+j(q+sp−1)k2

∫
Qj

ωq
j

kq
dv dx dt.(4.11)

Hence, collecting all previous estimates (4.7), (4.10) and (4.11) yields

(4.12) J1 + J2 + J3 + J4 ≤
(

c 2i(n+sp)(k2 + kp)
δ

)
2j(n+sp+q−1− q

σ )

×


∫

Qj

ωq
j

kq
dv dx dt +

(∫
Qj

ωq
j

kq
dv dx dt

)σ−1
σ

 .

Also, note that since σ > 2 and q ≥ max{2, p} the exponent n + sp + q − 1 − q
σ > 0.

Now, we use the previous computation when q = p. With no loss of generality,
let us assume that sp < n to treat the remaining cases it is sufficient to rearrange a
bit the exponents; see for example [24, Theorem 1.1]. Making use of the definition
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of φj , recalling that ωj+1 ≡ 0 on {f ≤ kj+1} and observing kj ≤ k̃j ≤ kj+1, by
Fubini-Tonelli’s Theorem, for τ ≥ 1, we get∫

Qj+1

ωp
j+1 dv dx dt

≤ mp−1
i

∫
Bj+1

(∫
Uj+1

ω̃j1{ωj+1>0} dx dt

)τp(∫
Uj+1

ω̃j1{ωj+1>0} dx dt

)1−τp

dv.(4.13)

Moreover, by (4.1) we have that(∫
Uj+1

ω̃j1{ωj+1>0} dx dt

)1−τp

≤ c

(
k

2j+2

)1−τp

= c 2j(τp−1)

kτp−1 .

Thus, we can estimate (4.13) further∫
Qj+1

ωp
j+1

kp
dv dx dt

≤ c 2j(τp−1)mp−1
i

kp(τ+1)−1

∫
Bj+1

(∫
Uj+1

ω̃j dx dt

)τp

dv

≤ c 2j(τp−1)mp−1
i

kp(τ+1)−1

∫
Bj

(∫
Uj

ω̃jφj dx dt

)τp

dv

≤ c 2j(τp−1)mp−1
i

kp(τ+1)−1

(
rsp

j

∫
Qj

∫
Bj

|ω̃j(v)φj(v) − ω̃j(w)φj(w)|p

|v − w|n+sp
dv dw dx dt(4.14)

+
∫

Qj

(ω̃jφj)p dv dx dt

)τ

,

where in the last line we applied the Sobolev inequality in Proposition 2.3.

Applying now the Caccioppoli inequality in Theorem 1.2, estimate (4.12) with q = p,
and choosing τ := n/(n − sp) and k > 0 sufficiently large such that

(4.15) k ≥ 1 ,

we get∫
Qj+1

ωp
j+1

kp
dv dx dt ≤ c 2j( n(n+sp+p−1−p/σ)

n−sp + np
n−sp −1)

(
mp−1

i 2
in(n+sp)

n−sp k
np

n−sp

k
np

n−sp +p−1δ
n

n−sp

)

×


∫

Qj

ωp
j

kp
dv dx dt +

(∫
Qj

ωp
j

kp
dv dx dt

)σ−1
σ


n

n−sp

≤ c 2j( n(n+sp+p−1−q/σ)
n−sp + np

n−sp −1)

mp−1
i+1 2

in(n+sp)
n−sp

kp−1δ
n

n−sp


×


∫

Qj

ωp
j

kp
dv dx dt +

(∫
Qj

ωp
j

kp
dv dx dt

)σ−1
σ


n

n−sp

≤ c 2j( n(n+sp+p−1−q/σ)
n−sp + np

n−sp −1)

(
2

in(n+sp)
n−sp

εp−1δ
n

n−sp

)
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×


(∫

Qj

ωp
j

kp
dv dx dt

) n
n−sp

+
(∫

Qj

ωp
j

kp
dv dx dt

)( σ−1
σ ) n

n−sp

 ,

where: we used the fact that mi ≤ mi+1 by definition since the sequence {ρi}i∈N is
increasing; in the second line, we considered that (a + b)τ ≤ 2τ−1(aτ + bτ ), for a, b > 0
τ > 1, and choose

(4.16) k ≥ ε mi+1,

for some ε > 0 which will be fixed later on.
Thus, defining b := 2

n(n+sp+p−1−p/σ)
n−sp + np

n−sp −1 > 1 and

Aj :=
∫

Qj

ωp
j

kp
dv dx dt ,

we can rewrite the chain of estimates above as follows

Aj+1 ≤ c bj

(
2

in(n+sp)
n−sp

εp−1δ
n

n−sp

)(
A

1+ sp
n−sp

j + A
1+ σsp−n

σ(n−sp)
j

)
,

Now, choosing σ > max{2, n/(sp)} we have that, once defined β1 := sp
n−sp > 0 and

β2 := σsp−n
σ(n−sp) , it holds β1 > β2 > 0.

Then, up to choosing k such that

k := ε mi+1 + c
1

pβ2 b
1

pβ2
2

(
δ− nσ

σsp−n

∫
Q(i)

(1 + fp
+) dv dx dt

) 1
p

(
2

inσ(n+sp)
p(σsp−n)

ε
p−1
pβ2

)

+ δ

(∫
Ur

Tail(f+; Br/2)σ dx dt

) 1
σ

,

which is in clear accordance with (4.9) and (4.15) and (4.16), Lemma 4.1 yields that
lim

j→∞
Aj = 0, and thus f ≤ k for a. e. (v, x, t) ∈ Q(i). Thus,

mi ≤ ε mi+1 + c(ε) 2
inσ(n+sp)
p(σsp−n)

(
δ− nσ

σsp−n

∫
Qr

(1 + fp
+) dv dx dt

) 1
p

+ δ

(∫
Ur

Tail(f+; Br/2)σ dx dt

) 1
σ

.

Iterating the previous estimate we get

m0 ≤ εi+1mi+1 + δ

(∫
Ur

Tail(f+; Br/2)σ dx dt

) 1
σ

i∑
j=0

εj(4.17)

+c(ε)
(

δ− nσ
σsp−n

∫
Qr

(1 + fp
+) dv dx dt

) 1
p

i∑
j=0

(
ε2

nσ(n+sp)
p(σsp−n)

)j

.

Hence, choosing now ε ≡ ε(n, s, p, σ) > 0 so that the series on the right-hand side
of (4.17) converges i.e. ε < 2− nσ(n+sp)

p(σsp−n) , and then sending i → ∞ we get

sup
Q r

2

f ≤ c

δ
nσ

p(σsp−n)

(∫
Qr

(1 + fp
+) dv dx dt

) 1
p

+ δ

(∫
Ur

Tail(f+; Br/2)σ dx dt

) 1
σ

.

□
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