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Abstract. We discuss first-order and second-order regularization effects for solutions to
the classical heat equation. In particular we propose a global approach to study smoothing
effects of Hamilton-Li-Yau type: such approach is nonlinear in spirit and it is based on the
Bernstein method and duality techniques à la Evans. In a similar way, we also deal with
the conservation of geometric properties for the heat flow as initiated by Brascamp-Lieb. In
contrast to maximum principle methods based on sup-norm procedures, the integral method
we adopt relies on contractivity properties for advection-diffusion equations and it applies to
problems with homogeneous Neumann conditions posed equally on bounded and unbounded
convex domains under suitable assumptions on their geometry.

1. Introduction

1.1. Overview. In 1986 P. Li and S.-T. Yau [67] proved the following estimate for the heat
flow on Riemannian manifolds

(1) ∆ log u ≥ − n
2t
,

u being the solution to the heat equation with respect to the Laplace-Beltrami operator
in complete manifolds having nonnegative Ricci curvature, or on compact manifolds with
convex boundary where it is prescribed a homogeneous Neumann boundary condition. This
inequality is known in the literature as differential Harnack estimate, because it leads, after
an integration over a path connecting two different points, to a sharp Harnack inequality for
solutions of the heat equation [33, 66, 84]. This estimate has its roots in the earlier works
[27, 93] for elliptic equations, and it was also considered and deepened in a variety of settings,
see e.g. [10, 29, 51, 77, 88, 95] and the references therein.
A further step in this analysis was given by R. Hamilton in [50]. He proved the following
Hessian estimate for the heat flow on a compact Riemannian manifold which is Ricci-parallel
and has nonnegative sectional curvatures

(2) D2 log u ≥ −In
2t

.
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Along the way, he also provided the following first-order regularization effect for bounded
solutions 0 < u ≤ A of the heat equation on the same domains

(3) |D log u|2 ≤ 1

t
log

(
A

u

)
.

This bound was then deeply analyzed in [87], where the authors obtained a local version and
addressed several consequences, such as Liouville theorems for entire solutions of the heat
equation with sub-exponential decay, see also [88] for a different analysis.
A tightly related question is the conservation of log-concavity/convexity from the initial datum
for the heat equation. This was first discovered by H. Brascamp and E. Lieb in [18] for the
Dirichlet heat flow, where they proved that

(4) log u(0) concave =⇒ log u(t) concave for t > 0,

provided that the (space-dependent) potential of the heat equation is convex.
These regularity effects can be justified in view of the global behavior of solutions of the
so-called viscous Hamilton-Jacobi equation solved by v = log u

(5) ∂tv −∆v − |Dv|2 = 0.

The nonlinearity appearing in (5), i.e. H(Dv) = −|Dv|2, is uniformly concave, and solutions
to these equations are known to be semiconvex for positive times, see e.g. [12, 24, 36, 44, 57,
70]. This property holds even without the second-order diffusive term −∆v via the Hopf-Lax
formulation [43, 70]. Furthermore, such solutions share similar effects to those of the heat
equation, as they become instantaneously Lipschitz continuous for positive times [70, 71].
This analogy suggests that these regularizing effects are determined by the nonlinearity H
appearing in the equation solved by log u.
In addition, one can justify these smoothing properties in view of a famous analogy among
(first-order) Hamilton-Jacobi equations and a regularization procedure of continuous functions
introduced in the theory of viscosity solutions to study the well-posedness of fully nonlinear
equations [22, 60]. The paper [60] highlighted that one can approximate a continuous function
v with the semiconvex function

vε(x) = sup
y∈Rn

{
v(y)− |x− y|

2

2ε

}
.

If one considers now the Cauchy problem

(6)

{
∂tv(x, t)− |Dv(x,t)|2

2 = 0 in Rn × (0, T ),

v(0) = u(x) in Rn,

the Hopf-Lax formula shows that

v(x, t) = sup
y∈Rn

{
u(y)− |x− y|

2

2t

}
.

Therefore, if we set t = ε, by the identity uε(x) = v(x, ε) for x ∈ Rn, one expects natural
first- and second-order regularizing effects as time evolves for the solution of (6).
Recall that the inf/sup-convolution procedure is tied up with a classical regularization method
by integral convolution. Starting with the Cauchy problem (6) with initial condition v(0) =
g(x), one can consider the regularized viscous equation

∂tv − ε∆v − |Dv|2 = 0
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and use the so-called Laplace lemma to show that the sup-convolution can be obtained as a
singular limit of integral convolutions

lim
ε→0+

2ε log

(
(4πεt)−n/2

∫
Rn
e−
|x−y|2

4εt e
g(x)
2ε dy

)
= sup

y∈Rn

{
g(y)− |x− y|

2

2t

}
.

This is the starting point of the large deviation theory, see Chapter 11 in [19] for full details
of the proof.

It is also worth mentioning that estimates (1)-(2) admit several (other) nonlinear coun-
terparts: a precursory form of the estimate appeared in the context of the porous medium
equation and was introduced by D. G. Aronson and P. Bénilan [8, 76, 91], then for the flow
driven by the p-Laplacian [37, 38], but it also represents a criterium to establish the unique-
ness of entropy solutions in the theory of scalar conservation laws, as initiated by O. Olĕınik
[78].

It is important to remark here that all the previous global estimates were proved mostly on
Rn or more general complete manifolds (under bounds on their geometry) using nonvariational
techniques based on the maximum principle. This technique of proving one- or two-side
estimates by differentiating the equation and applying the maximum principle to the equation
solved by the derivatives of the solution is classical and dates back to [13, 20, 85]. Nonetheless,
a general treatment of the aforementioned estimates on unbounded settings seems missing in
the literature, as it needs generalized maximum principles as in [93]. Our aim here is to go
beyond classical methods based on the maximum principle, and provide a unifying strategy
to prove directly global bounds on general bounded and unbounded domains Ω. Inspired
by ideas introduced by L. C. Evans [42], we adopt a duality approach based on integration
by parts techniques. More precisely, we study first- and second-order sup-norm and integral
bounds for solutions to (5) shifting the attention to the formal adjoint of its linearization,
that is the backward problem

(7) − ∂tρ−∆ρ+ div(b(x, t)ρ) = 0 in Ω× (0, τ).

This is a natural choice in terms of stochastic control, see [70, 80]. Suitable choices for
the terminal datum ρ(τ) = α, the drift b, and Lp conservation/contractivity properties of ρ
combined with ad hoc integral versions of the Bochner’s identity for (5) provide estimates at
different scales for derivatives of the dual solution v. As far as equation (7) is concerned, our
main contribution will be a new L1-preserving property for such equations having bounded
coefficients posed on unbounded domains with Neumann conditions, see Theorem 2.4.

This duality viewpoint was also taken in earlier works in [41, 68], and more recently in the
analysis of nonlinear PDEs and Mean Field Games [25, 30, 47, 61, 80, 90]. Our main results
investigate (1),(2),(3),(4) on bounded and unbounded domains of the Euclidean space. We
prove in particular these estimates when either Ω = Rn or Ω is a suitably regular unbounded
convex domain and the problem is equipped with the homogeneous Neumann boundary con-
dition. We also test our method to derive an a priori gradient estimate in Lp spaces, p ≥ 2,
that takes the form

(8) ‖Du(τ)‖2Lp(Ω) ≤
1

2τ
‖u(0)‖2Lp(Ω), 2 ≤ p ≤ ∞.
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We complement our result by proving the upper Laplacian estimate

(9) ∆ log u ≤ 1

t

(
n+

7

2
log

(
A

u

))
.

Differently from (1), the diffusion ∆v plays a crucial role for the derivation of this bound, see
Theorem 3.10. In view of the analogy with Hamilton-Jacobi equations, recall that a related
phenomenon occurs in the theory of these first-order nonlinear equations: indeed, solutions
are known to be C1,1 (hence, semiconcave other than semiconvex) for small times, see [70,
Chapter 12]. This reversed effect was also pointed out for heat equations with compactly
supported initial data in [62] and recently analyzed in [51].

We conclude the paper by exploring a further application of this duality approach to the
preservation of concavity/convexity preserving properties of solutions from the data, as initi-
ated by H. Brascamp and E. Lieb in [18] for the Dirichlet heat flow. In [18] the proof is based
on the explicit representation of the solution through the heat kernel and the application of
the Prekopa-Leindler inequality. There are nowadays several approaches to establish these
geometric properties. One is related to the “macroscopic convexity principle” that involves
a globally defined function of two or three variables. This is always accompanied by max-
imum principle methods and it was the object of the works [53, 55], sometimes involving
the theory of viscosity solutions [46, 52]. Other methods are based on the so-called constant
rank theorems and are related with the so-called “microscopic” approach to these geometric
properties. They were started almost simultaneously by [23] and [86], see also [89] and the
references therein. These results amount to proving that a convex solution of a certain class
of elliptic/parabolic PDE has Hessian of constant rank. A different viewpoint was under-
taken by [2] through the use of viscosity solutions techniques and the convex envelope of the
unknown function. This technique was also pushed in [72] to explore necessary and sufficient
conditions guaranteeing the convexity property. Propagation of more general notions of con-
vexity and further references can be found in [26]. We mention that only recently a different
method through the use of differential games was launched by [54], see the survey [73] for
recent results in this direction.

None of these ways of showing the propagation of convexity type properties of linear and
nonlinear PDEs use integral techniques, so that all of these results require a control of the
data (mainly the potential and/or the initial datum) and their derivatives in sup-norms.
Remarkably, other than establishing a new global approach in Rn towards the macroscopic
convexity principle, we weaken some of the hypotheses on the data with respect to the known
results in the literature.

As a further motivation, we believe that our study could be a useful starting point for a
systematic analysis of first- and second-order estimates of Hamilton-Jacobi equations in the
presence of Neumann boundary conditions on convex and nonconvex unbounded environ-
ments, where few results are available, see e.g. [70].

1.2. Warm-up: Hamilton matrix Harnack estimates and Li-Yau inequalities. We
start with a quick description of the duality method we will exploit throughout the manu-
script. In particular, we begin by testing our integral approach to prove the (semiconvexity)
Hamilton matrix estimate (2) and, as a consequence, we derive the Li-Yau estimate (1). As
we mentioned, these estimates are well-known, and in case of Rn they are known to be optimal
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by looking at the explicit example of the (Gauss-Weierstrass) fundamental solution for the
heat equation. The following proof will require a conservation of mass property for the dual
Fokker-Planck equation (7). The precise assumptions will be clear to the reader in the next
sections.

Theorem. Fix T > 0. Let u be a positive solution of

∂tu−∆u = 0 in Rn × (0, T )

such that u has bounded x-gradient and x-derivatives up to fourth-order in L2. Then the
following matrix estimate holds for any τ ∈ (0, T )

(10) D2 log u(τ) ≥ −In
2τ

and, in particular,

(11) ∆(log u)(τ) =
∂tu

u
− |Du|

2

u2
≥ − n

2τ
.

Proof. Fix δ > 0, and let v = u+ δ. Then v satisfies (5). We denote, for any fixed arbitrary
vector ξ ∈ Rn, h = 〈D2v(x, t)ξ, ξ〉 and z = t2h. If we differentiate twice equation (5) (see
Lemma 2.2-(ii) below with the choice χ(t) = t2) we find the following equation for the function
z

∂tz −∆z − 2t2|D2vξ|2 − 2 〈Dv,Dz〉 = 2th in Rn × (0, T ).

We now test the above equation against the solution ρ solving (7) with the drift b(x, t) = 2Dv
and with the terminal datum ρ(τ) ∈ C∞0 (Rn) with ‖ρ(τ)‖L1(Rn) = 1, ρ(τ) ≥ 0. We notice

that b(x, t) = 2Dv = 2 Du
u+δ is globally bounded since u is nonnegative and Du is bounded.

Hence, such a solution ρ exists and we have the following properties of the solution ρ (cf.
Theorem 2.4 below)

ρ ≥ 0 a.e. in Rn × (0, τ) and

∫
Rn
ρ(t) dx = 1 for all t ∈ [0, τ ].

We are now ready to show the main estimate. By the Cauchy-Schwarz inequality we have

h2 ≤ |ξ|2|D2vξ|2.

This implies by duality and the Young’s inequality∫
Rn
z(τ)ρτ (x) dx− 2

∫ τ

0

∫
Rn
t2|D2vξ|2ρ dxdt

=

∫ τ

0

∫
Rn

2thρ dxdt ≥ −2

∫ τ

0

∫
Rn
t2h2 ρ

|ξ|2
dxdt− 1

2

∫ τ

0

∫
Rn
|ξ|2ρ dxdt

≥ −2

∫ τ

0

∫
Rn
t2|D2vξ|2ρ dxdt− 1

2
|ξ|2

∫ τ

0
1 dt.

By rearranging the terms, we thus have∫
Rn
z(τ)ρτ (x) dx ≥ −τ |ξ|

2

2
for any ρ(τ) as above,

which implies

z(τ) = τ2〈D2v(x, τ)ξ, ξ〉 ≥ −τ |ξ|
2

2
.
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By the arbitrariness of ξ ∈ Rn and δ > 0, the previous inequality shows (10). By taking the
trace, (11) follows easily. �

Outline of the paper. In Section 2 we introduce the geometric setting of the problem and
we show the main properties needed for the dual solution ρ of (7). Section 3 is divided in
two subSections: subSection 3.1 starts with a proof of (8) and finishes with the logarithmic
gradient bound (3), whereas subSection 3.2 contains a proof of (1) along with the reversed
estimate (9). Section 4 concludes the paper with the conservation of log-concavity/convexity
properties of type (4) for the heat flow on Rn.

2. Preliminaries: the setting

Let us fix the notations we exploit throughout the paper. In addition to this, in the
following three separate subSections we discuss the tools needed for the approach we adopt.

2.1. The geometry of the domain. Let Ω be an open and connected set of Rn with smooth
boundary. For T > 0, we denote

QT := Ω× (0, T ) and ΣT := ∂Ω× (0, T ),

and ν stands for the outward normal to the boundary of Ω. The generic point in QT is
denoted by (x, t), and the gradient, the Hessian, and the Laplacian of a smooth function u
with respect to the spatial variable x are respectively denoted by Du, D2u, and ∆u. Our
analysis focuses on the regularizing properties of the functions u solving

(12)

{
∂tu−∆u = 0 in QT ,

∂νu = 0 on ΣT .

The techniques developed in this paper work smoothly also in the case Ω = Rn and, without
further mentioning, we intend that no Neumann condition should appear in such case. The
literature around Li-Yau type inequalities we outlined in the Introduction is very rich, and the
techniques available have been mainly applied to two scenarios: the case with no boundary
(Ω = RN , as well as compact manifolds with no boundary) and the bounded case with
homogeneous Neumann conditions on convex sets. For this reason, we decided to test our
techniques on the case of convex boundaries and to provide new results by allowing the
possibility of unbounded sets.
To this aim, the following geometric conditions will be assumed in our main results and we
will mention explicitly where they are needed:

Ω satisfies the interior cone condition, i.e. there exists a finite cone such that every(13)

point in Ω is the vertex of a cone (congruent to the fixed given cone) contained in Ω;

(14) Ω is convex.

We refer to [1, Definition 4.3] for details about (13). For our purposes, the assumption
(13) yields the extension property for Sobolev spaces and a related apriori estimate for the
parabolic equations discussed in subSection 2.3. On the other hand, the convexity assumption
will come into play multiple times whenever we apply the following lemma, which can be seen
as the interplay between the homogeneous Neumann condition and the nonnegativity of the
principal curvatures of ∂Ω: it is very well-known in the literature and we provide a short
proof for the convenience of the reader.
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Lemma 2.1. Let Ω be a convex domain with smooth boundary ∂Ω 6= ∅. Assume that u is
C2-smooth around the points on ∂Ω, and it satisfies ∂νu = 0 on ∂Ω. Then

∂ν |Du|2 ≤ 0.

Proof. Denote by II∂Ω
x (·, ·) the second fundamental form of ∂Ω at a point x ∈ ∂Ω. Since Du

is tangent to ∂Ω thanks to the Neumann condition, one has

∂ν |Du|2(x) = 2
〈
Du,D2u ν

〉
= −2II∂Ω

x (Du,Du).

The convexity ensures that II∂Ω
x (Du,Du) ≥ 0 and concludes the proof. �

We remark that for bounded sets Ω, the assumption (13) is redundant: as a matter of fact
the convexity condition (14) always implies the interior cone condition for bounded domains.
Hence, the hypothesis (13) is helpful for us in providing a uniform control for the geometry
of unbounded sets Ω at infinity. It is not difficult to construct classes of unbounded domains
satisfying both (13)-(14). Since it is not easy to find examples of unbounded convex sets which
do not satisfy (13), we refer the reader to [63, Example 3.12] for a geometric construction of
such an example in R3.

Throughout the paper we will perform various differentiations of the equation, and we
recall that we are entitled to do this thanks to the C∞-regularity of the solutions u to the
heat equation. Moreover, as we are dealing with smooth sets Ω, the function u will be
smooth up to the boundary points on ΣT . As no ambiguity will occur, we shall exploit the
notation u(t) = u(·, t). In the paper we consider bounded and/or Lp solutions u to (12) which
extend continuously up to t = 0. It is known that this is the case of the solutions of the
Cauchy problem starting at t = 0 respectively from a L∞ ∩ C and/or Lp initial datum u(0).
Furthermore, we will require the function u to satisfy the following

(15) Du ∈ L∞(QT ).

In our setting, (15) is always satisfied if u solves a Cauchy problem starting from a bounded
and continuous initial datum at t = −ε for some positive ε. All such properties are classical in
the case Ω = Rn and they are treated in several references for bounded Ω with homogeneous
Neumann boundary conditions, as far as the case of unbounded convex Ω is concerned we refer
the reader to the monograph [75, Part II], where the authors address existence, uniqueness,
and gradient bounds within the framework of semigroup theory. As we adopt an integral
approach, we will perform several integration by parts and we will test the relevant equations
against various auxiliary functions depending on the derivatives of the solution u. That’s
why we end this subSection by fixing some integrability requirements for the derivatives
of solutions to (12) in order to make sense of the computations displayed in the proofs of
Section 3 and Section 4. We use the standard notation W k,q(Ω) for functions which are in
Lq(Ω) together with their derivatives up to order k ∈ N. It is known that the solutions of
the Cauchy-Neumann problem starting from initial data in L2 belong to L2

(
0, T ;W 1,2(Ω)

)
(see also subSection 2.3 below), but we require something more. To fix the ideas (even if
sometimes we need less), we will ask the function u to satisfy the following

(16) u ∈ L2
(
0, T ;W 4,2(Ω)

)
.

These type of higher regularity requirements are standard when the domain Ω = Rn, see e.g.
[35], since in this case one inherits these properties from the initial datum u(0) (i.e. it would
be enough to ask u(0) ∈ W 3,2(Rn)). On the other hand, in case of bounded and smooth
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Ω, the solutions of the Neumann problem are smooth up to the boundary and in particular
they satisfy (16). To be more precise, when the bounded domain Ω is of class C2, solutions
of (12) are globally in the class L2(0, T ;H2(Ω)) by Theorem 60 in [64]. Higher regularity
then requires more regularity on the domain and the data of the problem, cf. Theorem 70 in
[64]. In the case of unbounded sets Ω, classical results establish local H2 regularity via the
elliptic problem, see for instance Remark 71 in [64] and [48]. For unbounded sets which are
uniformly regular of class C2, a result of H. Amann [3, Corollary 15.7], see also [83, Remark
51.5], shows that for 1 < q <∞ one has maximal Lq-regularity estimates

‖u‖W 1,q(0,T ;Lq(Ω)) + ‖u‖Lq(0,T ;W 2,q(Ω)) ≤ C‖u(0)‖Tr,

where ‖·‖Tr is a real interpolation space characterizing the initial datum. In the case of general
unbounded sets with the Neumann condition, global higher regularity of order k of solutions
is studied in [3, Sections 12 and 25] and [4, Remark 6.7], see also [69, Theorems 8.1 and 8.2],
when Ω is uniformly regular of class Ck. Alternatively, Theorem 1k p. 149 of [21] established
elliptic global estimates for general boundary value problems in the class W 2+k,p(Ω), k ∈ N,
when Ω is uniformly regular of class C2+k. Following then Remark 71 of [64] and using that
∂tu = ∆u has the right summability properties, by freezing the time variable we can treat
the heat equation as a Poisson equation and conclude the desired integrability uniformly
with respect to each t. The previous discussion indicates that the assumption (16) hides the
following condition

Ω uniformly regular of class C4,

which is a condition concerning the geometry of smooth unbounded sets Ω at infinity (for the
precise definition we refer to [3, 65, 83]). The latter condition is, of course, stronger than (13).
However, we point out that the assumptions (13)-(14) are exploited in the estimates (in this
respect they are quantitative), whereas the assumptions (15)-(16) are qualitative (in the spirit
of a-priori estimates, the sizes of the functional norm involved do not show up in the derivation
of the results). In order to get rid of (15)-(16), one should perform either a localization or an
approximation procedure which is outside of the scope of the global approach carried in this
paper and will be the object of a future investigation.

2.2. Log-solutions and the linearized problem. By letting either v = log u or v =
log(u + δ) (for some δ > 0) where u is a positive solution to (12), we recognize that the
pressure function v is a solution to the Neumann problem for the viscous Hamilton-Jacobi
equation

(17)

{
∂tv −∆v − |Dv|2 = 0 in QT ,

∂νv = 0 on ΣT .

In the following lemma we explicit the drift-diffusion partial differential equations solved by
first and second derivatives of v. The proof is completely algebraic and we provide the details
for the sake of completeness.

Lemma 2.2. Let v be a smooth solution to ∂tv−∆v−|Dv|2 = 0 in QT , and let χ : (0, T )→ R+

be a C1-function. Then

(i) the functions ω(x, t) = |Dv(x, t)|2 and g(x, t) = χ(t)ω solve respectively

∂tω −∆ω + 2|D2v|2 − 2 〈Dv,Dω〉 = 0 in QT

and
∂tg −∆g + 2χ(t)|D2v|2 − 2 〈Dv,Dg〉 = χ′(t)ω in QT ;
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(ii) denoting by h(x, t) =
〈
D2v(x, t)ξ, ξ

〉
for any fixed ξ ∈ Rn, the function z = χ(t)h

solves

∂tz −∆z − 2χ(t)
∣∣D2vξ

∣∣2 − 2 〈Dv,Dz〉 = χ′(t)h in QT .

As a consequence, w = χ(t)∆v solves

∂tw −∆w − 2χ(t)|D2v|2 − 2 〈Dv,Dw〉 = χ′(t)∆v in QT .

Proof. The first assertion follows once we plug into the renowned Bochner’s identity

∆ω = 2|D2v|2 + 2 〈Dv,D (∆v)〉
the equation solved by ∆v coming from (17), and we recognize that 2 〈Dv,D (∂tv)〉 = ∂tω.
The equation solved by g can be found by multiplying the one for ω by χ and using the
product rule for the time derivative. This shows the validity of (i).

We now discuss (ii). We first find the equation satisfied by h̃ = vxixj by differentiating twice
the PDE in (17), for some fixed i, j ∈ {1, . . . , n}. We thus obtain

∂th̃−∆h̃− 2

n∑
k=1

vxixkvxjxk − 2

n∑
k=1

vxkvxjxk,xi = 0.

After having fixed ξ ∈ Rn, we can take h as in the statement. We then multiply the previous
equation solved by h̃ by ξiξj and we sum over the indices i, j: we discover that h solves

∂th−∆h− 2

n∑
k=1

(
n∑
i=1

vxkxiξi

)2

− 2 〈Dv,Dh〉 = 0.

We finally multiply the previous equation by χ and set z = χh to find

∂tz −∆z − 2χ
∣∣D2vξ

∣∣2 − 2 〈Dv,Dz〉 = χ′h.

The equation for w can be derived by rewriting the previous identity by letting ξ = el (i.e.
the l-th vector of the canonical basis) in the definition of h, and by summing up over the
index l. �

2.3. Well-posedness and L1-stability results for advection-diffusion equations. The
equations discussed in the previous subSection lead to the the partial differential equations
who sit at the center stage of our analysis: the adjoint equation of the linearization of (17).
That is why we now deal with the needed results for the following backward Cauchy-Neumann
problem solved by the solution ρ = ρ(x, t) to

(18)


−∂tρ−∆ρ+ div(b(x, t)ρ) = 0 in Qτ ,

∂νρ− ρ 〈b(x, t), ν〉 = 0 on Στ ,

ρ(τ) = ρτ in Ω = Ω× {τ}.

Here τ is taken in the interval (0, T ), div stands for the divergence with respect to the
x-variable, and for our purposes ρτ is always considered a C∞0 (Ω)-function (without further
mentioning). The key role is played by the vector-valued function b which we assume to be

b ∈ L∞(Qτ ).

In what follows we shall exploit the properties of the solutions to (18) for vector fields b
which are also locally smooth up to the boundary of Ω and the boundary values will be taken
continuously, but for the purpose of this section we might think that the boundary values are
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taken in a weak sense. As a matter of fact, it is convenient for us to work in the Sobolev-
space framework, or more precisely in the framework of variational evolution equations. To
this aim, we denote by W ′Ω the dual space of W 1,2(Ω), and by 〈·, ·〉W 1,2(Ω)−W ′Ω

the pairing of

such duality. We also set

(19) W :=
{
f ∈ L2(0, τ ;W 1,2(Ω)) such that ∂tf ∈ L2(0, τ ;W ′Ω)

}
.

Let us consider weak energy solutions to (18) according to the following

Definition 2.3. A function ρ ∈W is a weak solution to (18) if∫∫
Qτ

ρ(x, t)ψ(x)χ′(t) dxdt+

∫∫
Qτ

〈Dρ(x, t)− ρ(x, t)b(x, t), Dψ(x)〉χ(t) dxdt

= χ(τ)

∫
Ω
ρτ (x)ψ(x) dx

for all ψ ∈W 1,2(Ω) and χ ∈ C∞0 ((0, τ ]).

A comprehensive treatment for the existence, uniqueness, and regularity theory of the
equation under discussion can be found in the monographs [15, 32, 58] under various assump-
tions on the state space Ω and on the drift vector field. As far as estimates for the solutions
to Cauchy-Neumann problems are concerned we refer the reader to [33], and for unbounded
domains with Sobolev-extension properties to the works [7, 31]. In the following theorem we
gather the properties of the solutions ρ we will exploit in the next sections: we stress that
most of these results are contained in the reference [31], which cover the case of unbounded
domains and time-dependent L∞-drifts.

Theorem 2.4. Assume that Ω satisfies (13), and let b ∈ L∞(Qτ ). Then there exists a unique
weak energy solution ρ ∈W to (18). In addition, if ρτ ≥ 0, then ρ(t) ≥ 0 and we have∫

Ω
ρ(x, t) dx =

∫
Ω
ρτ (x) dx

for t ∈ [0, τ).

Proof. For the existence and uniqueness of the weak solution ρ belonging in W we refer to [31,
Theorem 2.4] (see also Theorem III.5.1 p.170 or Theorem III.5.2 p.171 in [58], and Section
XVIII.3.3 in [32]). The nonnegativity of ρ under the assumption ρτ ≥ 0 follows from [31,
Section 8] (see also the uniqueness statement in [58, Theorem III.5.2]). We are left with the
proof of the conservation of mass property. To this aim, we fix ρτ ≥ 0 in C∞0 (Ω) with support
contained in the ball centered at the origin BR0 , and we fix t ∈ (0, τ). For R > 1 let us take
a cut-off function ψR(x) = 1− θR(x) where

θR(x) =


1 if |x| ≥ R,
0 if |x| ≤ R− 1,

|x| −R+ 1 if R− 1 < |x| < R.

Then, exploiting the fact that ρ solves (18) in the weak sense, we have∫
Ω
ψR(x)ρτ (x) dx−

∫
Ω
ψR(x)ρ(x, t) dx =

∫ τ

t
〈∂tρ(s), ψR〉W 1,2(Ω)−W ′Ω

ds(20)

=

∫ τ

t

∫
Ω
〈DψR(x), Dρ(x, s)− ρ(x, s)b(x, s)〉 dxds,
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where the first equality is justified by [32, Theorem 2 of Section XVIII.1.2] (keeping in mind
that ρ ∈ C(0, τ ;L2(Ω))). Since ψR is converging pointwise to the constant 1 and it is mono-
tonically increasing with respect to R, we easily obtain by Beppo Levi’s theorem that∫

Ω
ψR(x)ρτ (x) dx −→

∫
Ω
ρτ (x) dx <∞ as R→∞

and ∫
Ω
ψR(x)ρ(x, t) dx −→

∫
Ω
ρ(x, t) dx as R→∞.

Hence, the proof will be complete once we show that the right hand side of (20) vanishes as
R→∞. In order to do so, we recall the estimates proved in [31, Section 7] (see the case d = N
in [31, Section 6 and (7.2)]) which ensure that ρ ∈ L∞(0, τ ;L1(Ω)) and ρ ∈ L∞(0, τ ;L2(Ω)):
more precisely, we have the existence of positive constants c1(τ) and c2(τ) such that

(21) ‖ρ(σ)‖L1(Ω) ≤ c1(τ)‖ρτ‖L1(Ω) and ‖ρ(σ)‖2L2(Ω) ≤ c2(τ)‖ρτ‖2L2(Ω) for every σ ∈ (0, τ).

Since b ∈ L∞, ‖DψR‖∞ ≤ 1, and DψR(x) ≡ 0 in BR−1, we obtain∣∣∣∣∫ τ

t

∫
Ω
ρ(x, s) 〈DψR(x), b(x, s)〉 dxds

∣∣∣∣ ≤ ‖b‖∞ ∫ τ

t

∫
ΩrBR−1

ρ(x, s) dxds −→ 0

as R→∞, where the limiting behavior is a consequence of the first inequality in (21) and of
a direct application of the dominated convergence theorem. On the other hand, we have∣∣∣∣∫ τ

t

∫
Ω
〈DψR(x), Dρ(x, s)〉 dxds

∣∣∣∣2 ≤ ∫ τ

t

∫
Ω
|DψR(x)|2 dxds

∫ τ

t

∫
ΩrBR−1

|Dρ(x, s)|2 dxds

≤ τ |B1|Rn
∫ τ

t

∫
ΩrBR−1

|Dρ(x, s)|2 dxds.

We claim that

(22) Rn
∫ τ

t

∫
ΩrBR

|Dρ(x, s)|2 dxds −→ 0 as R→∞.

It is clear from the above discussion that the validity of the claim (22) will finish the proof of
the desired statement. For an arbitrary σ ∈ (0, τ), let us introduce the function

HR(σ) :=

∫
ΩrBR

ρ2(x, σ) dx+

∫ τ

σ

∫
ΩrBR

|Dρ(x, s)|2 dxds.

We notice that HR(σ) is decreasing as a function of R and thus

HR(σ) ≤ H0(σ) :=

∫
Ω
ρ2(x, σ) dx+

∫ τ

σ

∫
Ω
|Dρ(x, s)|2 dxds.

Since we are allowed to test the solution ρ against itself in the weak formulation (see, e.g.,
the proof of [31, Lemma 3.3]) we get the identity

1

2

∫
Ω
ρ2
τ (x) dx− 1

2

∫
Ω
ρ2(x, σ) dx =

∫ τ

σ

∫
Ω
〈Dρ(x, s), Dρ(x, s)− ρ(x, s)b(x, s)〉 dxds,
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from which we deduce that

1

2
H0(σ) =

1

2

∫
Ω
ρ2
τ (x) dx− 1

2

∫ τ

σ

∫
Ω
|Dρ(x, s)|2 dxds+

∫ τ

σ

∫
Ω
ρ(x, s) 〈Dρ(x, s), b(x, s)〉 dxds

≤ 1

2

∫
Ω
ρ2
τ (x) dx− 1

2

∫ τ

σ

∫
Ω
|Dρ(x, s)|2 dxds+ ‖b‖∞

∫ τ

σ

∫
Ω
ρ(x, s)|Dρ(x, s)| dxds

≤ 1

2

∫
Ω
ρ2
τ (x) dx+

1

2
‖b‖2∞

∫ τ

σ

∫
Ω
ρ2(x, s) dxds,

where in the last step we used Young’s inequality. Hence, the second inequality in (21) yields

(23) H0(σ) ≤ (1 + ‖b‖2∞c2(τ)τ)‖ρτ‖2L2(Ω) =: C‖ρτ‖2L2(Ω) for every σ ∈ (0, τ).

If we now take R ≥ R0 + 1 and we test the equation for ρ with θRρ we obtain

0 =
1

2

∫
Ω
θR(x)ρ2

τ (x) dx =
1

2

∫
Ω
θR(x)ρ2(x, σ) dx+

∫ τ

σ

∫
Ω
〈D (θR(x)ρ(x, s)) , Dρ(x, s)〉 dxds+

−
∫ τ

σ

∫
Ω
ρ(x, s) 〈D (θR(x)ρ(x, s)) , b(x, s)〉 dxds,

which implies that

1

2

∫
ΩrBR

ρ2(x, σ) dx+

∫ τ

σ

∫
ΩrBR

|Dρ(x, s)|2 dxds

≤ 1

2

∫
Ω
θR(x)ρ2(x, σ) dx+

∫ τ

σ

∫
Ω
θR(x)|Dρ(x, s)|2 dxds

=

∫ τ

σ

∫
ΩrBR−1

ρ(x, s) 〈θR(x)b(x, s)−DθR(x), Dρ(x, s)〉 dxds

+

∫ τ

σ

∫
ΩrBR−1

ρ2(x, s) 〈DθR(x), b(x, s)〉 dxds

≤ (1 + ‖b‖∞)

∫ τ

σ

∫
ΩrBR−1

ρ(x, s)|Dρ(x, s)| dxds+ ‖b‖∞
∫ τ

σ

∫
ΩrBR−1

ρ2(x, s) dxds.

Recalling the definition of HR and using Young’s inequality, we deduce that for any δ > 0

HR(σ) ≤ δ(1 + ‖b‖∞)

∫ τ

σ

∫
ΩrBR−1

|Dρ(x, s)|2 dxds+

+

(
1 + ‖b‖∞

δ
+ 2‖b‖∞

)∫ τ

σ

∫
ΩrBR−1

ρ2(x, s) dxds

≤ δ(1 + ‖b‖∞)HR−1(σ) +

(
1 + ‖b‖∞

δ
+ 2‖b‖∞

)∫ τ

σ
HR−1(s) ds.(24)

The estimate (24), together with (23), implies the following: there exists a positive constant
c(τ) such that the following bound holds true

HR(σ) ≤ ck(τ)(τ − σ)
k
2√

(k + 1)!
‖ρτ‖2L2(Ω)(25)

for every σ ∈ (0, τ) for every R ∈ [R0 + k,R0 + k + 1) for every k ∈ N.



GLOBAL GEOMETRIC ESTIMATES FOR THE HEAT EQUATION VIA DUALITY METHODS 13

As a matter of fact, one can argue by induction over k ∈ N by showing (25) with the choice
c(τ) = 2

√
2 (1 + (1 +

√
τ)‖b‖∞) max{1, C} where C is the constant in (23). The case k = 1

comes from plugging (23) into the estimate (24) with δ =
√
τ − σ which yields, for R ≥ R0+1,

HR(σ) ≤ HR0+1(σ) ≤ 2C
√
τ − σ‖ρτ‖2L2(Ω)

[
1 + ‖b‖∞ + ‖b‖∞

√
τ − σ

]
≤ 2C

(
1 + (1 +

√
τ)‖b‖∞

)√
τ − σ‖ρτ‖2L2(Ω).

On the other hand, if we assume that (25) holds for some k ∈ N, in order to show (25) for
k + 1 we can plug, for R ≥ R0 + k + 1, the inductive hypothesis into the estimate (24) with

δ =
√

2
√
τ−σ√
k+2

. This shows (25). From (25) we easily deduce

HR(t) ≤ ck(τ)(max{1,
√
τ})k√

(k + 1)!
‖ρτ‖2L2(Ω) for every k ∈ N such that R−R0 − 1 < k ≤ R−R0,

which implies
RnHR(t) −→ 0 as R→∞.

The previous limiting behavior concludes the proof of the claim (22), and therefore the proof
of the theorem. �

One can notice that the focus of the previous proof is on the conservation of mass property.
We stress that such property is straightforward in the case of bounded Ω (in this scenario
it is enough to use the test function identically equal to 1). On the other hand, in the case
Ω = Rn one can follow different paths such as the uniqueness of the constant solution 1 for the
adjoint equation (see the treatments in [34, 79] and also [59] for a Gaussian-bound approach).
For the general case of unbounded Ω with Neumann conditions, the strategy we follow in
the above proof is heavily inspired by [49, Corollary 1], but it exploits in a crucial way the
uniform estimates in [31].

Remark 2.5. In the sequel, what we really need is that∫
Ω
ρτ (x) dx ≤ 1 =⇒

∫
Ω
ρ(x, t) dx ≤ 1 for all t ∈ [0, τ).

This is in general a consequence of L1 contraction estimates, cf. e.g. [81, estimate (3.12)] or
Proposition 3.7 in [80] (note that they hold under much weaker integrability conditions on
the velocity field). The Lp contractivity is in general false for equations with divergence-type
terms (the estimate in general depends on appropriate norms of the drift), while it is true for
the heat equation. More precisely, for any p ≥ 1, one has

if ρ is the weak energy solution to (18) with b ≡ 0 and ρτ ≥ 0, then∫
Ω
ρp(x, t) dx ≤

∫
Ω
ρpτ (x) dx for all t ∈ [0, τ).(26)

The property (26) will be exploited in Theorem 3.1 below, and we notice that the assumption
(13) is not needed for the validity of this property. A proof of the fact that the linear map
ρτ 7→ ρ(t) is a contraction in Lp(Ω) for the Cauchy-Neumann solutions to the heat equation
can be in fact found in [49, Corollary 1] for p = 1 (or by reviewing the above proof), it can
be showed by maximum principle (or by duality) for p =∞, and by making use of the Riesz-
Thorin interpolation theorem for generic p (alternatively one can invoke [31, Proposition 7.4
with δ0 = 0] under the right assumptions on Ω).
The above proof of the conservation of mass holds for more general equations of the form
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−∂tρ− div(A(x, t)Dρ) + div(b(x, t)ρ) = 0 with A uniform elliptic with bounded and measur-
able entries. We also expect the validity of the conservation of mass property under weaker
assumptions on the drift, at least in the whole space Rn. For instance, one might assume the

drift b to be locally in the so-called Aronson-Serrin-Ladyzhenskaya regime LQt (LPx ) with P,Q
satisfying

n

2P
+

1

Q
<

1

2
,

cf, [79, p.169], combined with suitable conditions at infinity, cf. [34]. We are not aware of
similar studies for problems on unbounded domains equipped with the Neumann condition.

3. Regularizing effects

3.1. First-order smoothing bounds. As a starting point, we consider the following clas-
sical estimate

‖Du(t)‖L∞(Rn) ≤
Cn√
t
‖u(0)‖L∞(Rn), Cn =

Γ
(
n+1

2

)
Γ
(
n
2

) ,

which is a consequence of the explicit computation of the gradient of the fundamental solution
of the heat equation in Rn. In our first result we look for similar L∞(Ω)−W 1,∞(Ω) bounds.
The main difference will be a kind of oscillation dependence on the right-hand side, cf. (29),
and the obtainment of a constant independent of the dimension n. We shall derive here a
general regularizing effect Lp(Ω)−W 1,p(Ω), 2 ≤ p ≤ ∞, by a duality version of the Bernstein
technique: this will be based on Lp contractivity properties of backward heat equations, as
the reader should keep in mind (26) in Remark 2.5. To this aim, we fix the following notation

(27) F+
∞(Ω) :=

{
ϕ ∈ C∞0 (Ω) : ϕ ≥ 0, ‖ϕ‖L1(Ω) = 1

}
and, for any p ≥ 2,

(28) F+
p (Ω) :=

{
ϕ ∈ C∞0 (Ω) : ϕ ≥ 0, ‖ϕ‖L(p/2)′ (Ω) = 1

}
,

where we intend 1′ = +∞.

Theorem 3.1. Suppose that Ω satisfies (14). Let u be a solution to (12) in QT such that
u ∈ L2 ∩ L∞ and it satisfies (15)-(16). Then we have the estimate

(29) |Du(x, τ)|2 ≤ 1

2τ

(
sup
y∈Ω

u2(y, 0)− u2(x, τ)

)
, for any x ∈ Ω and for any τ ∈ (0, T ).

Moreover, for any p ∈ [2,∞] and τ ∈ (0, T ), we have

(30) τ‖Du(τ)‖2Lp(Ω) ≤
1

2
‖u(0)‖2Lp(Ω)

and

(31) sup
µτ∈F+

p (Ω)

∫∫
Qτ

2t|D2u(x, t)|2µ(x, t) dxdt ≤ 1

2
‖u(0)‖2Lp(Ω),

where µ is the solution of the backward heat equation with homogeneous Neumann condition
starting from the datum µ(τ) = µτ .
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Proof. The idea is based on a global integral version of the Bernstein method. By putting
together the identity

∂t(u
2) = ∆(u2)− 2|Du|2

with Bochner’s identity, we find that the function GK(x, t) = t|Du(x, t)|2 +Ku2(x, t), K > 0
to be fixed, solves

(32) ∂tG−∆G+ 2t|D2u|2 = (1− 2K)|Du|2.
We now choose K = 1

2 and obtain that G = G 1
2

solves

∂tG−∆G+ 2t|D2u|2 = 0.

We stress that the function G belongs to W since both the terms t|Du(x, t)|2 and u2(x, t)
are in L2(0, T ;W 1,2(Ω)) and their t-derivatives are in L2(QT ) (this is a consequence of the
assumptions on the function u which imply u ∈ L∞(QT ) ∩ L2(0, T ;W 3,2(Ω)) and Du ∈
L∞(QT )). Let us now fix τ ∈ (0, T ) and p ∈ [2,∞]. On Qτ we can test the previous equation
by the nonnegative solution µ of the backward heat equation (i.e. (18) with b = 0) with
µ(τ) = µτ ∈ F+

p (Ω) and we find the integral inequality

(33)

∫
Ω
G(x, τ)µτ (x) dx+ 2

∫∫
Qτ

t|D2u|2µdxdt ≤
∫

Ω
G(x, 0)µ(x, 0) dx.

We have exploited here that, when Ω is a convex domain, we have ∂νG ≤ 0 on Σ by Lemma
2.1 and by the homogeneous Neumann condition. Note now that∫

Ω
G(x, 0)µ(x, 0) dx =

1

2

∫
Ω
u2(x, 0)µ(x, 0) dx

≤ 1

2
‖u2(0)‖

L
p
2 (Ω)
‖µ(0)‖

L(
p
2 )′ (Ω)

≤ 1

2
‖u2(0)‖

L
p
2 (Ω)
‖µ(τ)‖

L(
p
2 )′ (Ω)

since by (26) ‖µ(0)‖q ≤ ‖µτ‖q for any q ≥ 1 (and the equality occurs when q = 1). By
plugging the previous inequality into (33) and using ‖µτ‖L(

p
2 )′ (Ω)

= 1, we obtain∫
Ω

(
τ |Du(x, τ)|2 +

1

2
u2(x, τ)

)
µτ (x) dx+ 2

∫∫
Qτ

t|D2u|2µdxdt ≤ 1

2
‖u(0)‖2Lp(Ω).

Hence we infer the validity of the inequalities

τ

∫
Ω
|Du(x, τ)|2µτ (x) dx ≤ 1

2
‖u(0)‖2Lp(Ω)

and ∫∫
Qτ

2t|D2u(x, t)|2µ(x, t) dxdt ≤ 1

2
‖u(0)‖2Lp(Ω)

from which the estimates (30) and (respectively) (31) follow by passing to the supremum over
µτ ∈ F+

p (Ω). In the limiting case p =∞ we get the refinement stated in (29): as a matter of
fact, from (33) and by using the conservation of mass ‖µ(0)‖L1 = ‖µτ‖L1 = 1, one has∫

Ω

(
τ |Du(x, τ)|2 +

1

2
u2(x, τ)

)
µτ (x) dx =

∫
Ω
G(x, τ)µτ (x) dx

≤ ‖µτ‖L1(Ω)‖G(x, 0)‖L∞(Ω) =
1

2
sup
y∈Ω

u2(y, 0)

for every µτ ∈ F+
∞(Ω). This implies the desired (29). �
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Remark 3.2. A result similar to (29) can be found in Theorem 3 of [74] for closed manifolds
by the maximum principle, while related gradient estimates depending on the oscillation of
the initial datum u(0) were studied in [6] by doubling of variables techniques in a periodic
setting, cf. [5] and the references therein for other results.

Remark 3.3. Let us note that (29) (or (30) with p =∞) implies

‖Du(τ)‖L∞(Rn) ≤
1√
2τ
‖u(0)‖L∞(Rn).

In particular, differently from the estimate with constant Cn recalled at the beginning of the
Section, the constant is independent of the dimension n. This estimate shares some similarities
with those found in the theory of first- and second-order Hamilton-Jacobi equations. This
can be heuristically justified by the presence of the term (1 − 2K)|Du|2 in the equation of
GK , which is concave for K > 1/2.

The following is a refinement of an estimate found by R. Hamilton in Theorem 1.1 of [50]
and in Theorem 1.1 of P. Souplet-Q.S. Zhang in [87]. The same estimate of [50, 87] was studied
in a more general framework in Theorem 6.46 of [88] using a probabilistic interpretation of
the Böchner’s identity.

Theorem 3.4. Suppose that Ω satisfies (13) and (14). Let u be a solution to (12) such that
u ∈ L∞ with 0 < u ≤ A, and assume (15)-(16). Then

(34) |D log u(x, τ)|2 ≤ 1

τ
log

(
A

u(x, τ)

)
, for any x ∈ Ω and for any τ ∈ (0, T ).

Moreover, for any δ > 0, we have the integral bound

sup
ρτ∈F+

∞(Ω)

∫∫
Qτ

2t|D2 log(u(x, t) + δ)|2ρ(x, t) dxdt(35)

≤ sup
y∈Ω

(
log

(
A+ δ

u(y, τ) + δ

)
− τ |Du(y, τ)|2

(u(y, τ) + δ)2

)
for any τ ∈ (0, T ), where ρ is the solution to (18) with b(x, t) = 2D log(u + δ) starting from
the datum ρ(τ) = ρτ .
If in addition u ≥ δ0 > 0, (35) holds true with δ = 0.

Proof. For any arbitrary δ > 0, we consider v = log(u+ δ). Recall that

∂tv −∆v − |Dv|2 = 0 in QT .

The estimate is now a consequence of the adjoint-Bernstein method. By Lemma 2.2-(i) we
have the following equation solved by g = tω, ω = |Dv|2

∂tg −∆g + 2t|D2v|2 − 2 〈Dv,Dg〉 = ω in QT .

If we fix τ ∈ (0, T ), in Qτ we can use as a test function the solution ρ of the Cauchy-Neumann
problem (18) with drift b(x, t) = 2Dv(x, t) starting from ρ(τ) = ρτ with ρτ ∈ F+

∞(Ω). We

stress that the drift b(x, t) = 2Dv(x, t) = 2 Du(x,t)
u(x,t)+δ belongs to L∞. We thus find the following

inequality

(36)

∫
Ω
g(τ)ρτ (x) dx+

∫∫
Qτ

2t|D2v|2ρ dxdt ≤
∫∫

Qτ

|Dv|2ρ dxdt.
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As before, we note that the inequality is a consequence of the convexity of Ω and of Lemma
2.1. When Ω = Rn we test against the solution of the Cauchy problem on the whole space,
therefore we do not have the boundary term and the above inequality is in fact an identity.
We now bound the term

∫∫
Qτ
|D log u|2ρ dxdt. We test in the weak sense the equation of v

by ρ and use the Neumann condition to find∫ τ

0
〈∂tv, ρ〉W 1,2(Ω)−W ′Ω dt+

∫∫
Qτ

(〈Dv,Dρ〉 − |Dv|2ρ) dxdt = 0,

while we test the equation of ρ by v using the Neumann condition to discover∫ τ

0
−〈∂tρ, v〉W 1,2(Ω)−W ′Ω dt+

∫∫
Qτ

(〈Dρ,Dv〉+ div(2Dvρ))v dxdt = 0.

We subtract the second identity from the first and obtain, after integrating by parts,∫
Ω
v(τ)ρτ (x) dx−

∫
Ω
v(0)ρ(0) dx+

∫∫
Qτ

|Dv|2ρ dxdt = 0.

Since the conservation of mass showed in Theorem 2.4 yields
∫

Ω ρ(0) =
∫

Ω ρ(τ) dx = 1, from
the previous identity we obtain the following inequality∫∫

Qτ

|Dv|2ρ dxdt =

∫
Ω

log(u(0) + δ)ρ(0) dx−
∫

Ω
log(u(τ) + δ)ρτ (x) dx

≤
∫

Ω
log(A+δ)ρ(0) dx−

∫
Ω

log(u(τ)+δ)ρτ (x) dx =

∫
Ω

(log(A+δ)− log(u(τ)+δ))ρτ (x) dx.

This gives us the bound

(37)

∫∫
Qτ

|Dv|2ρ dxdt ≤
∫

Ω
log

(
A+ δ

u(τ) + δ

)
ρτ (x) dx.

Inserting (37) in (36) we deduce

(38)

∫
Ω
τ |Dv|2(x, τ)ρτ (x) dx+

∫∫
Qτ

2t|D2v|2ρ dxdt ≤
∫

Ω
log

(
A+ δ

u(τ) + δ

)
ρτ (x) dx.

On one hand, (38) is saying that∫
Ω
τ
|Du(x, τ)|2

(u(x, τ) + δ)2
ρτ (x) dx ≤

∫
Ω

log

(
A+ δ

u(x, τ) + δ

)
ρτ (x) dx for every ρτ ∈ F+

∞(Ω)

which, by passing to the supremum over ρτ , implies

(39)
|Du(x, τ)|2

(u(x, τ) + δ)2
≤ 1

τ
log

(
A+ δ

u(x, τ) + δ

)
for every x ∈ Ω.

By letting δ → 0+ in (39) we infer the validity of (34). On the other hand, if we keep in mind
(39), we can rewrite (38) as follows

(40)

∫∫
Qτ

2t|D2v|2ρ dxdt ≤
∫

Ω

(
log

(
A+ δ

u(x, τ) + δ

)
− τ |Du(x, τ)|2

(u(x, τ) + δ)2

)
ρτ (x) dx.

Again by passing to the supremum over ρτ , we obtain (35). Moreover, if u ≥ δ0 > 0, the
same argument carries over with δ = 0 and v = log u. �

Remark 3.5. Estimate (34) was studied in complete Riemannian manifolds with curvature
lower bounds in Theorem 6 of [56] and Theorem 3.2 of [95].
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Remark 3.6. The paper [9] (cf. the discussion below formula (1.8) therein), see also [88],
shows that when 0 < u ≤ 1 one has the log-Lipschitz type regularization effect

|Dψ(t)|2 ≤ 1

2t
, ψ =

√
log

(
1

u

)
.

Note that by expanding the term of the left-hand side one ends up with

|D log u(t)|2 ≤ 2

t
log

(
1

u(t)

)
.

Remark 3.7. The way of estimating the (crossed) term
∫∫
|Dv|2ρ in (37) is inspired from

the theory of Mean Field Games [61]. The significance of this estimate is widely treated in
[30, 80], while its importance from the stochastic viewpoint is described in [15, 80].

3.2. Second-order smoothing bounds. The following result is due to P. Li and S.-T. Yau,
cf. Theorem 1.1 in [67], where the authors investigated second-order estimates for solutions
of the heat equation on compact manifolds with convex boundary (see also Section 4.2 in [40]
or [39]). Here we present a different new proof by duality following the lines of the previous
sections.

Theorem 3.8. Suppose that Ω satisfies (13) and (14). Let u be a positive solution to (12)
such that u satisfies (15)-(16). Then we have

∆(log u(x, τ)) =
∂tu(x, τ)

u(x, τ)
− |Du(x, τ)|2

u2(x, τ)
≥ − n

2τ
, for any x ∈ Ω and for any τ ∈ (0, T ).

Proof. Fix an arbitrary δ > 0, and consider v = log(u + δ). Lemma 2.2-(ii) provides the
following equation satisfied in QT by z = t2∆v

∂tz −∆z − 2|D2v|2t2 − 2 〈Dv,Dz〉 = 2t∆v.

For any τ ∈ (0, T ), in Qτ we consider as before the solution ρ of the Cauchy-Neumann problem

(18) with L∞-drift b(x, t) = 2Dv(x, t) = 2 Du(x,t)
u(x,t)+δ starting from ρ(τ) = ρτ with ρτ ∈ F+

∞(Ω).

By exploiting the viscous Hamilton-Jacobi equation satisfied by v and the convexity of Ω via
Lemma 2.1, we notice that

∂νz = t2∂ν(∆v) = t2∂ν(∂tv − |Dv|2) = t2∂t(∂νv)− t2∂ν(|Dv|2) ≥ 0 on Στ .

By using the latter information together with Cauchy-Schwarz inequality, we obtain by duality
that∫

Ω
z(τ)ρτ (x) dx− 2

∫∫
Qτ

|D2v|2t2ρ dxdt ≥ −2

∫∫
Qτ

t|∆v|ρ ≥ −2
√
n

∫∫
Qτ

t|D2v|ρ dxdt.

We can now use Young’s inequality and the conservation of mass constraint
∫

Ω ρ(t) dx = 1
ensured by Theorem 2.4 in order to infer that

−2
√
n

∫∫
Qτ

t|D2v|ρ dxdt ≥ −2

∫∫
Qτ

t2|D2v|2ρ dxdt− n

2

∫∫
Qτ

ρ dxdt

= −2

∫∫
Qτ

t2|D2v|2ρ dxdt− n

2
τ.

The combination of the previous two inequalities yields

τ2

∫
Ω

∆v(x, τ)ρτ (x) dx =

∫
Ω
z(τ)ρτ (x) dx ≥ −n

2
τ.
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Passing to the supremum over ρτ ∈ F+
∞(Ω), we conclude the pointwise bound

∆(log u(τ) + δ) ≥ − n

2τ
.

Letting δ → 0+ we reach the Li-Yau inequality. �

Remark 3.9. A generalization of the Li-Yau estimate on unbounded domains can be found in
Theorem 12 of [11]: it treats heat flows on complete manifolds with convex boundary under a
lower bound on ∂tu. Theorem 1.3 of [92] considered the Li-Yau inequality with bounds from
below on the Ricci curvature on convex and nonconvex unbounded domains via a generalized
form of the maximum principle.

We conclude with an upper second derivative bound on the Laplacian of the logarithm
(i.e. a semi-log-superharmonic estimate following the terminology of [70], cf. Definition 4.1)
using the new integral estimate (35) in Theorem 3.4. This appeared by different methods
based on the maximum principle in Theorem E.36 of [28] and in Theorem 1.1 of [51]. A
related estimate was addressed also in Theorem 5.1 of [62], where the authors proved a semi-
log-superharmonic estimate when the initial datum is compactly supported via heat kernel
estimates. Recall that Theorem 3.8 provided the semi-log-subharmonic estimate

∆ log u(τ) ≥ − n

2τ
,

whose constant is independent of the sup-norm of the solution and the initial datum.

Theorem 3.10. Suppose that Ω satisfies (13) and (14). Let u be a solution to (12) such that
u ∈ L∞ with 0 < u ≤ A, and assume (15)-(16). Then, for any τ ∈ (0, T ), we have

(41) ∆ log u(τ) + 2|D log u(τ)|2 =
∆u(τ)

u(τ)
+
|Du(τ)|2

u2(τ)
≤ 1

τ

(
n+

7

2
log

(
A

u(τ)

))
.

Proof. Fix arbitrary δ > 0 and ρτ ∈ F+
∞(Ω), and let v = log(u+ δ). In the proof of Theorem

3.4 we established the integral bound (40), from which we deduce

(42)

∫∫
Qτ

t|D2v|2ρ dxdt ≤ 1

2

∫
Ω

log

(
A+ δ

u(τ) + δ

)
ρτ (x) dx.

On the other hand, we can use Lemma 2.2-(ii) to find the following equation for w = t2∆v

∂tw −∆w − 2 〈Dv,Dw〉 = 2t2|D2v|2 + 2t∆v.

Exploiting the convexity of the domain (as in the proof of Theorem 3.8), this implies by
duality ∫

Ω
w(τ)ρτ (x) dx ≤ 2

∫∫
Qτ

t2|D2v|2ρ dxdt+

∫∫
Qτ

2t∆vρ dxdt.

We then have by the Cauchy-Schwarz and Young inequalities∫∫
Qτ

2t∆v dxdt ≤ 2
√
n

∫∫
Qτ

t|D2v|ρ dxdt ≤
∫∫

Qτ

t2|D2v|2ρ dxdt+ n

∫∫
Qτ

ρ dxdt.



20 ALESSANDRO GOFFI AND GIULIO TRALLI

Therefore, since t ≤ τ in Qτ and using the conservation of mass property from Theorem 2.4,
we obtain ∫

Ω
w(τ)ρτ (x) dx ≤ 3

∫∫
Qτ

t2|D2v|2ρ dxdt+ n

∫ τ

0

∫
Ω
ρτ (x) dxdt

≤ 3τ

∫∫
Qτ

t|D2v|2ρ dxdt+ nτ

∫
Ω
ρτ (x) dx.

Inserting in the latter inequality the bound in (42), we infer

τ2

∫
Ω

∆v(x, t)ρτ (x) dx =

∫
Ω
w(τ)ρτ (x) dx ≤ τ

∫
Ω

(
3

2
log

(
A+ δ

u(τ) + δ

)
+ n

)
ρτ (x) dx.

The arbitrariness of ρτ ∈ F+
∞(Ω) thus yields

∆ log(u(τ) + δ) ≤ 3

2τ
log

(
A+ δ

u(τ) + δ

)
+
n

τ
.

By letting δ → 0+ we finally have

∆ log(u(τ)) ≤ 3

2τ
log

(
A

u(τ)

)
+
n

τ
,

which shows the validity of (41) once we combine it with (34). �

4. Geometric preserving properties for the heat flow in Rn

In this final section we restrict ourselves to the case Ω = Rn. We shall use the notation

ST = Rn × (0, T ).

As in the subSection 1.2 and differently to the case of the previous section, we deal with
bounds for the full Hessian matrix of the solution. It is known that matrix estimates of
Hamilton type are delicate in the case of domains with boundaries and they hold true only in
special situations, see e.g. [82]. We address the conservation of geometric properties of the so-
lution u to the classical Cauchy problem on Rn starting from an initial datum u(0). We recall
that convexity/concavity are geometric properties preserved by the heat equation: indeed,
any pure second derivative uee is still a solution of the heat equation, therefore the conclusion
follows by the maximum principle. Nonetheless, an inspection of the explicit fundamental so-
lution of the heat equation suggests that even the log-concavity/convexity might be preserved.

We will assume

(43) u(0) ≥ δ > 0 and Du(0), D2u(0) ∈ L∞(Rn)

and

(44) u(0) ∈W 3,2(Rn).

As discussed in subSection 2.1, the latter assumption (44) ensures higher-order integrability
of u that makes rigorous our next variational computations. Assumption (43) guarantees,
among others, the boundedness condition of the velocity field of the adjoint equation.

We start with the following
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Definition 4.1. We say that a twice-differentiable function u is semi-log-concave (resp. semi-
log-convex) if log u is semiconcave (semiconvex), namely D2 log u ≤ CIn (resp. D2 log u ≥
−CIn) for a positive constant C. We say that u ∈ C2 is semi-log-superharmonic (resp. semi-
log-subharmonic) if log u is semi-superharmonic (semi-subharmonic), namely ∆ log u ≤ C
(resp. ∆ log u ≥ −C).

The main contributions of this section with respect to the current literature, other than a
new method of proof, are the treatment of semiconcave/semiconvex terms as well as PDEs
with integral data. We finally devote particular attention to provide explicit estimates on the
magnitude on the norms involved.

Theorem 4.2. Let u be a positive solution to the heat equation in ST satisfying (43)-(44).
Suppose that u(0) is semi-log-convex at the initial time. Then u is semi-log-convex for positive
times with the same constant.

Proof. Lemma 2.2-(ii) with χ = 1 gives the following equation satisfied by h = 〈D2vξ, ξ〉
where v = log u,

∂th−∆h− 2|D2vξ|2 − 2 〈Dv,Dh〉 = 0.

By duality, testing the above equation against the solution ρ of (18) with b(x, t) = 2Dv, we
get ∫

Rn
h(τ)ρτ (x) dx−

∫
Rn
h(0)ρ(0) dx− 2

∫∫
Sτ

|D2vξ|2ρ dxdt = 0.

Since ρ(0) ≥ 0, this implies that∫
Rn

〈
D2v(x, τ)ξ, ξ

〉
ρτ (x) dx ≥

∫
Rn
h(0)ρ(0) dx =

∫
Rn

〈
D2v(x, 0)ξ, ξ

〉
ρ(0) dx ≥ −c0.

Thus D2(log u)(τ) ≥ −c0In, i.e. (log u)(τ) is semiconvex, τ > 0, and hence the assertion. �

As a partial converse, we have the following property: it shows the preservation of semi-
log-concavity for positive solutions of the heat equation. The proof needs an intermediate
two-side second derivative estimate for log solutions of the heat equation.

Theorem 4.3. Let u be a positive solution to the heat equation in ST satisfying (43)-(44).
Suppose that D2 log u(0) ≤ c0In in Rn. Assume that

(45) ‖D log u(0)‖L∞(Rn) ≤ K0.

Then u is semi-log-concave for positive times (with a different constant).

Proof. We first prove that for v = log u the following two-side estimate holds∫∫
Sτ

|D2v|2ρ dxdt ≤ K2
0 .

Set ω = |Dv|2 and obtain the identity

∂tω −∆ω + 2|D2v|2 − 2 〈Dv,Dω〉 = 0.

By duality and using
∫
Rn ρ(t) dx = 1 for all t ∈ [0, T ] we have

2

∫∫
Sτ

|D2v|2ρ dxdt ≤ −
∫
Rn
ω(τ)ρτ (x) dx+

∫
Rn
ω(0)ρ(0) dx ≤ K2

0 .

We now use that w = ∂eev, e being a unitary direction of Rn, solves

∂tw −∆w − 2|Dve|2 − 2 〈Dv,Dw〉 = 0.
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By duality this yields∫
Rn
w(τ)ρτ (x) dx = 2

∫∫
Sτ

|Dve|2ρ dxdt+

∫
Rn
w(0)ρ(0) dx ≤ K2

0 + c0.

�

Corollary 4.4. We have the following two-side estimate for positive solutions of the heat
equation satisfying (43)-(44) and (45), where u(0) is additionally both semi-log-concave and
semi-log-convex (with constant c0)

−c0In ≤ D2 log u(τ) ≤
(
K2

0 + c0

)
In.

Remark 4.5. A discussion about the dependence of the log-concavity/convexity estimates in
Corollary 4.4, along with a comparison with [18], are in order. While the semi-log-convexity is
preserved by the heat flow with the same constant, cf. Theorem 4.2, this does not occur in the
log-concavity bound. In fact, this depends on the Lipschitz regularity of the solution through
the constant K0 and the semi-log-concavity of the initial datum. This quantitative bound
is close in spirit to [52, Theorem VII.3] or [46, Theorem 3.1], where solutions or initial data
are assumed Lipschitz continuous. The classical proof via the Prekopa-Leindler inequality of
[18] (cf. [14, Lemma 3.2]) shows that if log u(0) is concave, then log u(t) is concave for t > 0
without any Lipschitz regularity requirement, but requires a log-concave (not semiconcave)
initial datum. An alternative approach to [18] can be also found in the theory of stochastic
control, see [45, Lemma IV.10.6].

We conclude with semi-log-concavity/convexity properties for solutions of heat equations
with space-time potentials.

Theorem 4.6. Let u be a solution to the heat equation with potential

∂tu−∆u+ F (x, t)u = 0 in ST

and satisfying (43)-(44).

(a) Assume that D2 log u(0) ≥ −c1In along with D2F ≤ cf,1(t)In, cf,1 ∈ L1(0, T ). Then

D2 log u ≥ −c1In − In
∫ τ

0
cf,1(t) dt.

(b) If instead ∆ log u(0) ≥ −c2 along with ∆F ≤ cf,2(t) ∈ L1(0, T ), then

∆ log u ≥ −c2 −
∫ τ

0
cf,2(t) dt.

(c) If D2 log u(0) ≤ c3In and DF ∈ L1(0, τ ;L∞(Rn)) with D2F ≥ −cf,3(t)In, cf,3 ∈
L1(0, T ). Assume that for some positive constants K0,K > 0

‖D log u(0)‖L∞(Rn) ≤ K0 and ‖D log u‖L∞(ST ) ≤ K.
Then

D2 log u ≤ (K2
0 +K‖DF‖L1(0,τ ;L∞(Rn)))In + c3In + In

∫ τ

0
cf,3(t) dt.

Remark 4.7. Part (c) agrees, providing a quantitative statement, with Theorem 6.1 in [18]
valid for the heat equation with convex potential (i.e. when cf,3 = 0), see also [16] and Theo-
rem 1.13 of [17]. Note that the results in [17, 18] apply for F = F (x) convex with an addition
of a quadratic potential, show the preservation of log-concavity instead of semiconcavity, and
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do not provide an explicit estimate on the size of the norm. We also refer to Theorem 2.1
and 2.2 of [94] for related quantitative results.

Proof. We again proceed with the transformation v = log u to find

∂tv −∆v − |Dv|2 = −F (x, t).

We show only the second estimate, the more general on the quadratic form h being similar.
We set w = ∆v and discover that by Lemma 2.2-(ii) with χ = 1 the function w solves

∂tw −∆w − 2|D2v|2 − 2 〈Dv,Dw〉 = −∆F.

By duality, using the conservation of mass for the adjoint problem and the fact that ρ ≥ 0,
we get∫

Rn
w(τ)ρ(τ) dx

= 2

∫∫
Qτ

|D2v|2ρ dxdt+

∫
Rn
w(0)ρ(0)−

∫∫
Qτ

(∆F )ρ dxdt ≥ −c2 −
∫ τ

0
cf,2(t) dt.

This implies that

∆ log u(τ) ≥ −c2 −
∫ τ

0
cf,2(t) dt.

The estimate on the Hessian is similar (see subSection 1.2).
We now discuss the semi-log-concavity estimate in the presence of a potential. This requires
an estimate on the second-order term as in Theorem 4.3, as we are proving an estimate in
the opposite direction. As in the first part of Theorem 4.3 we claim that

(46) 2

∫∫
Sτ

|D2v|2ρ dxdt ≤ K2
0 +K‖DF‖L1(0,τ ;L∞(Rn)).

Indeed, ω = |Dv|2 solves

∂tω −∆ω + 2|D2v|2 − 2 〈Dv,Dω〉 = −〈DF,Dv〉 .

By duality, this implies

2

∫∫
Sτ

|D2v|2ρ dxdt =

∫
Rn
ω(0)ρ(0) dx−

∫
Rn
ω(τ)ρ(τ) dx−

∫∫
Sτ

〈DF,Dv〉 ρ dxdt.

Then (46) follows. Therefore, the equation solved by w = vee reads

∂tw −∆w + 2|Dve|2 − 2 〈Dv,Dw〉 = −∂eeF.

By duality and using (46) this yields∫
Rn
w(τ)ρτ (x) dx = −2

∫∫
Sτ

|Dve|2ρ dxdt−
∫∫

Sτ

Feeρ dxdt+

∫
Rn
w(0)ρ(0) dx

≤ K2
0 +K‖DF‖L1(0,τ ;L∞(Rn)) + c3 +

∫ τ

0
cf,3(t) dt.

�
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