RECTIFIABILITY OF THE SINGULAR SET AND UNIQUENESS OF
TANGENT CONES FOR SEMICALIBRATED CURRENTS

PAUL MINTER, DAVIDE PARISE, ANNA SKOROBOGATOVA, AND LUCA SPOLAOR

ABSTRACT. We prove that the singular set of an m-dimensional integral current 7" in R™™™,
semicalibrated by a C**° m-form w is countably (m — 2)-rectifiable. Furthermore, we show
that there is a unique tangent cone at H™ ?-a.e. point in the interior singular set of T'. Our
proof adapts techniques that were recently developed in [DLS23a, DLS23b, DLMS23] for
area-minimizing currents to this setting.
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1. INTRODUCTION

In this article, we study the structure of interior singularities of semicalibrated integral
currents in R™", Let us recall the basic definitions.

Definition 1.1. Let m,n > 2 be positive integers. A semicalibration in R™*" is a C'l-regular
m-form such that ||w||. < 1, where || - || denotes the comass norm on A™(R™"). An m-
dimensional integral current 7' in R™*" (denoted T € I,,,(R™")) is semicalibrated by w if
w(T) =1 at ||T|-a.e. point, where T = % denotes the polar of the canonical vector measure

associated to T (also denoted by T, abusing notation) and ||7'|| denotes the canonical mass
measure associated to 7.

Note that we may assume that the ambient space is Euclidean, equipped with the Euclidean
metric, in place of a sufficiently regular Riemannian manifold (as is often assumed when studying
the regularity properties of area-minimizing currents). Indeed, this is because the presence of
an ambient submanifold of R™*" in which T is supported may be instead incorporated into
the semicalibration; see [DLSS17b, Lemma 1.1].

We say that p € spt(T) \ spt(97) is an interior regular point if there exists a neighborhood
of p in which T is, up to multiplicity, a smooth embedded submanifold of R™*". We denote
the interior regular set by Reg(7T'), and we refer to its complement in spt(7’) \ spt(97") (which
is a relatively closed set) as the interior singular set, denoted by Sing (7).

The regularity of area-minimizing currents and more specifically calibrated currents (where
the semicalibrating m-form w is closed) has been studied extensively [Alm00, DLS11, DLS16a,
DLS16b]. Semicalibrated currents form a natural class of almost area-minimizing currents for
which the underlying differential constraint has more flexibility with respect to deformations
than that for calibrated currents. Typical examples of these objects are given by almost
complex cycles in almost complex manifolds. Semicalibrated currents exhibit much stronger
regularity properties than general almost-minimizing currents (see [GS23]), and have thus far
been shown to share the same interior regularity as area-minimizing integral currents. Indeed,
in the series of works [DLSS18, DLSS17a, DLSS20] by De Lellis, Spadaro and the fourth author,
it was shown that interior singularities of two dimensional semicalibrated currents are isolated,
much like those of two dimensional area-minimizing integral currents. It was further shown by
the fourth author in [Spol9] that the interior singular set of an m-dimensional semicalibrated
current has Hausdorff dimension at most m — 2, which is consistent with Almgren’s celebrated
dimension estimate on the interior singular set of area-minimizing integral currents. In the case
of special Legendrian cycles, i.e. when the ambient space is S° C C? and the semicalibration w
has a specific form inherited from the complex structure, it was already shown by Bellettini
and Riviere that the singular set consisted only of isolated singularities [BR12].

The aim of this article is to further improve on these and establish a structural result for
the interior singular set of semicalibrated currents, analogous to that obtained in the works
[DLS23a, DLS23b, DLMS23, KW23b, KW23a, KW]. More precisely, our main result is the
following.

Theorem 1.2. Let T be an m-dimensional integral current in R™™, semicalibrated by a C**o
m-form w for some ko € (0,1). Then Sing(T) is countably (m — 2)-rectifiable and there is a
unique tangent cone to T at H™ %-a.e. point in Sing(T).

This result is interesting both from a geometric and an analytic point of view. On the
geometric side, calibrated submanifolds have been central objects of study in several areas
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of differential geometry and mathematical physics since the seminal work of Harvey and
Lawson [HL82]. Two primary examples are holomorphic subvarieties and special Lagrangians
in Calabi-Yau manifolds, which play an important role in string theory (especially regarding
mirror symmetry, cf. [Joy07, SYZ96]), but they also emerge naturally in gauge theory (see
[Tia00]). Semicalibrations are a natural generalization of calibrations, removing the condition
dw = 0 on the calibrating form which is rather rigid and in particular very unstable under
deformations. In fact semicalibrations were considered already in [Tia00] (cf. Section 6 therein)
and around the same time they became rather popular in string theory when several authors
directed their attention to non-Calabi-Yau manifolds (the subject is nowadays known as “flux
compactification”, cf. [Gra06]): in that context the natural notion to consider is indeed a
special class of semicalibrating forms (see for instance the works [GPT99, Gut01], where these
are called quasi calibrations). The fine structure of the singular set in the 2-dimensional
case has found applications to the Castelnuovo’s bound and the Gopakumar—Vafa finiteness
conjecture in the recent works [DW21, DIW21].

From an analytic point of view, it exhibits a striking difference with the setting of area-
minimizing currents regarding notions of frequency function. In the work [KW23b], Krummel
and Wickramasekera introduced an intrinsic version of Almgren’s frequency function for
an area-minimizing current, known as planar frequency. Under suitable decay hypotheses,
they were able to show that the planar frequency in the area-minimizing setting is almost
monotone, which then played a pivotal role in their analysis of interior singularities. However,
in the semicalibrated setting one does not expect almost monotonicity of the planar frequency
function under the same hypotheses as in [KW23b], and indeed in Part 4 we provide a simple
counterexample demonstrating this. Intuitively, the reason for this is that the semicalibration
condition is more flexible. In particular, the graph of any C'h* single-valued function is a
semicalibrated current (although with a semicalibrating form less regular than the one in
Definition 1.1) and, at such a level of generality, these currents are not expected to exhibit
unique continuation properties, and consequently an almost monotone planar frequency function.
We have been unable to adapt the approach of Krummel and Wickramasekera to the present
setting, which is ultimately why we follow the ideas in [DL.S23a, DLS23b, DLMS23]. Whether
or not one can prove Theorem 1.2 utilizing the ideas in [KW23b], and in particular finding a
suitable semicalibrated ‘planar frequency’, is an interesting question.

Finally we remark that Theorem 1.2 is optimal in light of recent work of Liu [Liu21].

1.1. Structure of the article and comparison to [DL523a, DLS23b, DLMS23]. In Part
1, we recall the singularity degree as introduced in [D1.523a], and verify that its properties
remain valid in the semicalibrated setting. Part 2 is then dedicated to treating flat singular
points of singularity degree strictly larger than 1, for which we may exploit the rectifiable
Reifenberg methods of Naber & Valtorta, similarly to [DLS23b]. In Part 3, we then treat
points of singularity degree 1 and the lower strata (the latter just for the uniqueness of tangent
cones), following [DLMS23]. Finally, in Part 4 we present the example that demonstrates the
failure of almost-monotonicity for the intrinsic planar frequency as introduced in [KW23b],
and draw some comparisons with the area-minimizing setting of [K'W23b, KW23a].

Although throughout this article we mostly follow the methods of the works [DL523a,
DLS23b, DLMS23] of the first and third authors with Camillo De Lellis, there are a number of
important differences:
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e Due to the presence of the semicalibration, the corresponding error term in the first
variation of T" must be taken into account for all variational estimates. In particular,
this creates an additional term in Almgren’s frequency function in this setting (see
Section 2.1), which must be taken care of when establishing the BV estimate Theorem
3.8. The existence of such variational errors was already taken into consideration in the
works [DLSS18, DLSS17a, DLSS20, Spo19].

e When taking coarse blow-ups (see Section 4), we observe that we may assume that the
term ||dw||207* 2% is infinitesimal relative to the tilt excess E(T',B,) for 5 € (0, 6);
note that this subquadratic scaling is stronger than having the same assumption with
the natural quadratic scaling of deQCO. The latter would be the analogue of the
corresponding assumption in [D1.S23a], but we require this stronger assumption for
Part 3 (see Case 2 in the proof of Lemma 13.10), and we verify that it indeed holds.

e We modify the original construction in [DL.S23b] of the intervals of flattening adapted
to a given geometric sequence of radii in Part 2, instead providing one that avoids
requiring the separate treatment of the case of a single center manifold and infinitely
many. This modified procedure will further be useful in the forthcoming work [CS].

e When T is merely semicalibrated, extra care needs to be taken when applying the
harmonic approximation. Indeed, note that in order to apply [DLSS18, Theorem 3.1], we
require the stronger hypothesis ||dw||Zo < e23E(T, C1) in place of A* < E(T, C,)l/242
in the area-minimizing case (this difference was already present in [Spol9]). In
particular, this affects the two regimes in the case analysis within the proof of Lemma
13.10. In order to maintain the validity of Case 1 therein, we must require that
ldw||Zo < e23E(T, C1), in place of A* < E(T, C1). This in turn affects the treatment
of Case 2 therein; see the second bullet point above.

e In order to obtain quadratic errors in ||dw|/co in all estimates exploiting the first
variation of T in Part 3, we must employ an analogous absorption trick to that pointed
out in [Spol9, Remark 1.10] for area-minimizing currents. This makes arguments in
Section 16 more delicate.

Acknowledgments. The authors would like to thank Camillo De Lellis for useful discussions.
This research was conducted during the period P.M. was a Clay Research Fellow. D.P.
acknowledges the support of the AMS-Simons Travel Grant, furthermore part of this research
was performed while D.P. was visiting the Mathematical Sciences Research Institute (MSRI),
now becoming the Simons Laufer Mathematical Sciences Institute (SLMath), which is supported
by the National Science Foundation (Grant No. DMS-1928930). L.S. acknowledges the support
of the NSF Career Grant DMS 2044954.

2. PRELIMINARIES AND NOTATION

Let us first introduce some basic notation. C, Cy, C1, ... will denote constants which depend
only on m,n, @, unless otherwise specified. For x € spt(T'), the currents T, will denote the
rescalings (tg,)sT, where iz,(y) := = and § denotes the pushforward. We will typically
denote (oriented) m-dimensional subspaces of R™*" (often simply referred to as planes) by
m,w. For x € spt(T), B,(z) denotes the open (m + n)-dimensional Euclidean ball of radius r
centered at p in R™*" while for an m-dimensional plane 7 C R™*" passing through z, B, (x, )
denotes the open m-dimensional disk B, (z) N 7. C,(x,n) denotes the (m + n)-dimensional
cylinder B, (z,7) x 7+ of radius r centered at 2. We let p; : R™*" — 7 denote the orthogonal
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projection onto 7, while p# denotes the orthogonal projection onto 7. The plane 7 is omitted
if clear from the context; if the center x is omitted, then it is assumed to be the origin. wy,
denotes the m-dimensional Hausdorff measure of the m-dimensional unit disk Bj(w). The
Hausdorff distance between two subsets A and B of R™*" will be denoted by dist(4, B).
O(T, z) denotes the m-dimensional Hausdorff density of T at « € spt(T"). For @ € N, Ag(R")
denotes the metric space of Q-tuples of vectors in R”, equipped with the L?-Wasserstein
distance G (see e.g. [DLS11]). Given a map f = Z?Zl [fi] taking values in Ag(R™), we use
the notation 1 o f to denote the R™-valued function é 2?21 fi-

As for area-minimizing currents, we primarily focus our attention on the flat singular points
of T', namely, those at which there exists a flat tangent cone Q[mrg] for some m-dimensional
(oriented) plane my. By localizing around a singular point and rescaling, we may without loss
of generality work under the following underlying assumption throughout.

Assumption 2.1. m > 3, n > 2 are integers. T is an m-dimensional integral current in
B m with 0T'L By ;7 = 0. There exists a C%r0 semicalibration w on R™™ such that 7T is
semicalibrated by w in By /., with

(2.1) ldwllcrmom, ) <&
where £ < 1 is a small positive constant which will be specified later.

Recall that if T satisfies Assumption 2.1, then in particular 7" is Q-minimial as in [DLSS18,
Definition 1.1] for some 2 > 0, namely

(2.2) M(T) < M(T + 9S) + QM(S),

for every S € I,,4+1(R™*™) with compact support, and in particular one can take = ||dw||co.
In addition, if T" satisfies Assumption 2.1 then we have the first variation identity

(2.3) ST(X) = T(dwL X),

where X € C°(R™*" \ spt(9T); R™*™), and where §T denotes the first variation of T":
(2.4 ST(X) = [ divg, X@) dITI(0).

where T'(q) is the oriented (approximate) tangent plane to T at g.
Recall that the tilt excess E(T,C,(z,7),w) relative to an m-dimensional plane w in a
cylinder C,(x, ) is defined by

1 N
E(T, C, (. 7), ) i /C VT =T,

2™

The (optimal) tilt excess in C,(x, ) is in turn defined by

E(T,C,(z,m)):= inf E(T,C.(z,7),w).

m-planes w

The quantities E(T,B,(z),w) and E(T,B,(z)) are defined analogously.
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2.1. Intervals of flattening and compactness procedure. As in [DLS16b, Spol9], we
introduce a countable collection of disjoint intervals of radii (s;,¢;] C (0, 1], for j € NU{0} and
to = 1, referred to as intervals of flattening, such that for 5 > 0 fixed as in [Spol19] we have

E(T,Bs ) <3, E(Toy,,B,) < Cmor> 22 vre (53} :

where

(2.5) mo,; = max{E(T, Bg /), 5 2},

and s is fixed as in [Spol9]. Observe that this definition of mg ; comes from the observation
that if T'is ||dw||co-minimal in By s, then Toy; is tj||dw||co-minimal in By /7, together with
(2.1), the estimates in [DLSS18, Theorem 1.4] and the observation that

(2.6)  Neog; (dw)llcoBg ) = lldw 0 o, ooy rm) = ldwllcomg ) < Clldwllcomy, mt5-

We will therefore henceforth work under the following assumption, allowing us to indeed
iteratively produce the above sequence of intervals.

Assumption 2.2. T and w are as in Assumption 2.1. The origin is a flat singular point of T’
and ©(T,0) = @ € N>g. The parameter € is chosen small enough to ensure that mgo < 5%.

Following the procedure in [Spol9, Section 6.2] (see also [DLS16b, Section 2]) with this
amended choice of mg_;, we use the center manifold construction in [Spol9, Part I, Section 2] to
produce a sequence M of center manifolds for the rescalings Ty, with corresponding normal
approximations N; : M; — Ag(T M]L), whose multigraphs agree with To; in B3 \ By, /;, over
an appropriately large proportion of M; N (B3 \ By, ;). By a rotation of coordinates, we may
assume that the m-dimensional planes 7; over which we parameterize M are identically equal
to the same fixed plane mp = R™ x {0} C R™*". We refer the reader to [Spol9, Proposition
6.5] or [DLS16b, Proposition 2.2] for the basic properties of the intervals of flattening. Given a
center manifold M and a point x € M, we will let B, (x) denote the geodesic ball B, (x) N M
of radius r in M. It will always be clear from context which particular center manifold we are
using for such a ball.

Given a flat singular point of 7" with density @) € N (denoted by z € F¢(T')), we will use the
terminology blow-up sequence of radii around x to refer to a sequence of scales rp | 0 such
that Ty, L Bg /m X Q[r] for some m-dimensional plane 7. If 2 = 0, we will simply call this
a blow-up sequence of radii, with no reference to the center. Observe that for any blow-up
sequence of radii rg, for each k sufficiently large there exists a unique choice of index j(k) such
that rp € (Sj(k)atj(k)]-

Under the validity of Assumption 2.2, given a blow-up sequence of radii r, we will henceforth
adopt the notation

e T} for the rescaled currents T()th(m L Bﬁm;

e M, and Ny, rescpectively for the center manifolds M ;) and the normal approximations
Nie;

e ;. for the map parameterizing the center manifold My over Bs(mg) (see [Spol9,
Theorem 2.13));

e p for the orthogonal projection map to M (see [DLS16a, Assumption 2.1]).

In addition, let s = & ¢ ( Sri 31y, } be the scale at which the reverse Sobolev inequality
L (k) Lik)? Lick)

[Spol9, Corollary 7.9] (see also [DLS16b, Corollary 5.3]) holds for r = t:’;). Then let
J
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—~ 25 < Tk 2rg
r. =
k= 3t ik ticr)

Tk - (Tk)o,'f‘k = ([’O,fktj<k))ﬂTl—Bﬁ\/ﬁf;17 Mk = LO,fk (Mk)a

together with the maps ®(z) := (¥, pr(7rr)) parameterizing the graphs of the rescaled center
manifolds and the rescaled normal approximations Ny : My, — R™"" defined by
— _ Nk(ﬂcw)

(2.7) Ni(x) : T

} , and in turn define the corresponding additionally rescaled objects

Consequently we let uy : B3 = Bs(m) — Ag(R™*™) be defined by

Nk o e
up = ——
[Nkl 225, ,2)

where e; denotes the exponential map from B3y C mg & TF_lq)k(O)/\;lk to M. In light of the
k

reverse Sobolev inequality [Spol9, Corollary 7.9] implies that the sequence wuy is uniformly
bounded in W'2(Bs/5). Then, by [Spol9, Theorem 8.2] (see also [DLS16b, Theorem 6.2]), up
to extracting a subsequence, there exists a Dir-minimizer u € W'2(Bj 5(mo); Ag(mg)) such
that

e nou=_0;

o llullz2s,,) =1

e uj, — u strongly in L? N VVI})’CQ(Bg/Z).

Recall that for Dir-minimizers u : Q@ C R™ — Ag(R™) on an open domain §2, we may

consider a regularized variant of Almgren’s frequency function, defined by

I(x,r) = m, r € (0, dist(z, 08))
where
u(y)|? —x -z
o) = [0 (MY . puger) = [DutPe (U) an

and ¢ : [0,00) — [0, 1] is a monotone Lipschitz function that vanishes for all ¢ sufficiently large
and is identically equal to 1 for all ¢ sufficiently small. Similarly to the classical frequency,
which formally corresponds to taking ¢ = 1y 1), 7 = I, (2, 7) is monotone non-decreasing for
each x € (), and takes a constant value « if and only if w is radially a-homogeneous about x
(see e.g. [DLS11, Section 3.5]). In particular, the limit

I,(z,0) := 17,1?01 I,(z,7)

exists and in fact is independent of the choice of ¢. We will henceforth fix the following
convenient choice of ¢:

1 for 0 <t <3,
(2.8) Pp(t)=4q 2—2t fori<t<l1,
0 otherwise .

When x = 0, we omit the dependency on x for I, H and D.
Now let us define the natural regularized frequency associated to the graphical approximations
for a semicalibrated current T satisfying Assumption 2.2. Given a center manifold M = M;
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and a corresponding normal approximation N : M — Ag(R™*™), we define the regularized
frequency Iy of N at a given center x € M and scale r > 0 by

In(z,7) = gﬁg;’:;,
where I'y(z,7) = Dy(z,7) + Ly (x, r) with
2 T
o) = - [ e 0pe (M40 ) ann),
Dy(er) = [ IDNG)Po (M2 anno)

- - d(y,x m
La(er) = 330" [ 1DgNit) A&l A N, oo o, () (“4 ) ann).
i=1 1=1
Here, él =& NN N1 N Ny, for an orthonormal frame {&; ity of TM and d is the
geodesic distance on the center manifold. We will often write Vd(x,y) to denote the derivative
Vyd(z,y). If x =0, we will omit the dependency on the center. Recall that the presence of the

additional term Ly in the frequency (in contrast to that for area-minimizing integral currents)
is due to the term T'(dw L X) in the first variation 67'(X) for T'; see [Spol9] for more details.

Remark 2.3. Note in L above the presence of the scaling tot;- This is due to the error in the
first variation being for Tp,, and not for T'. This is consistent with the quadratic scaling we
expect for the ||dw|p term in our definition of my.

Part 1. Singularity degree of flat singular points
3. MAIN RESULTS

Following [DLS23a], we define a fine blow-up u to be any Dir-minimizer obtained through
the compactness procedure in Section 2.1 along a blow-up sequence of radii rg, and we let

F(T,0) :={I,(0) : u is a fine blow-up along some sequence 7y | 0}

denote the set of frequency values of T at 0. We further recall the notion of singularity degree
introduced in [DLS23a]:

Definition 3.1. The singularity degree of T at 0 is defined as
I(T,0) := inf F(T,0).

Of course, one may analogously define the set of frequency values and the singularity degree
at any other point = € F(T') by instead considering fine blow-ups taken around the center point
x in place of 0, and thus all of the results in this part clearly hold for any « € Fo(T') in place
of 0.

Let us now state the main result of this part, which concerns the main properties of the
singularity degree.

Theorem 3.2. Suppose that T satisfies Assumption 2.2. Then
(i) I(T,0) > 1 and F(T,0) = {I(T,0)};
(ii) All fine blow-ups are radially homogeneous with degree 1(T,0);
(iii) if sj, = 0 for some jo € N then lim, o In, (r) = I(T,0);
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(iv) if, conversely, there are infinitely many intervals of flattening (sg,t], the functions
Iy, converge uniformly to the constant function 1(T,0) when I(T,0) > 1, while when
[(T,0) =1, limg_ 00 Ij(k)(t;(—’;)) =1I(T,0) =1 for every blow-up sequence of radii ry;

(v) if I(T,0) > 1 then the rescalings Ty, converge polynomially fast to a unique flat tangent
cone Q[r] asr | 0;

(vi) if additionally I(T',0) > 2 — 63 then sj, =0 for some jo € N;

(vii) if I(T,0) < 2 — o then there are infinitely many intervals of flattening and inf; j—j > 0.

In Part 2, we will then follow the arguments in [D1.523b] (based on the seminal work [NV17])
to prove the following.

Theorem 3.3. Let T and w be as in Theorem 1.2. Then the set {x € F(T) : (T, x) > 1} is
countably (m — 2)-rectifiable.

Recall that by the work [NV20] of Naber & Valtorta, for each k = 0,...,m, the k-th stratum
SH)(T), defined to be the set of all points z € spt(T') \ spt(dT) such that for any tangent cone
S at x we have

dim({y : (1,),S = 8}) < k,
is countably k-rectifiable. Here, 7,(p) := p + y denotes the map that translates by y.
In Part 3 we then complete the proof of Theorem 1.2 by showing the following (cf. [DLMS23]).

Theorem 3.4. Let T and w be as in Theorem 1.2. Then the set {x € F(T) : (T,x) =1} is
H™2-null. Moreover, the tangent cone is unique at H™ 2-a.e. point in S™=2) (7).

Combining these results then gives Theorem 1.2.

The starting point for studying the properties of Almgren’s frequency function with respect
to varying normal approximations is the following result, which provides uniform upper and
lower frequency bounds over all the intervals of flattening around a given flat singular point.

Theorem 3.5. Suppose that T satisfies Assumption 2.2. Then there exist constants cy =
co(m,n,Q, T) >0, C=C(m,n,Q,T)>0 and o = a(m,n,Q) > 0, such that

(3.1) In,(r)>co Vre <?73} ;
J
(3.2) Iy, (a) < erO‘INj (b) Vr € <?,3] .
J
Moreover,

0 <inf inf Iy;(r)<sup sup Iy, (r)<+oc.
J re(é,?»] J TG(%,Zﬂ
J

The uniform upper bound of Theorem 3.5 was established in [Spol9, Theorem 7.8] (see
also [DLS16b, Theorem 5.1]). For the uniform lower bound, we refer the reader to [Sko21,
Theorem 7.8]. Although this is only proven therein in the case where T is area-minimizing, one
may easily observe that the proof in fact works in exactly the same way when T is merely
semicalibrated, since all of the preliminary results required (e.g. [Spol9, Theorem 1.5] and the
estimates [Spol9, Proposition 7.5]) hold here also. In particular, observe that including the
term Ly in the frequency ensures that the variational error terms for the frequency are of
exactly the same form as those in the area-minimizing case.
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Remark 3.6. Given Theorem 3.5, observe that the arguments in [Sko21], rewritten for semi-
calibrated currents (namely, replacing all results from [DLS14, DLS16a, DLS16b] with their
counterparts from [Spol9]), yields a local upper Minkowski dimension estimate of m — 2 as
obtained in [Sko21] for area-minimizing integral currents.

In order to derive the conclusions of Theorem 3.2, we wish to sharpen the uniform bounds of
Theorem 3.5 to a quantitative control on the radial variations of the frequency function, across
uninterrupted strings of intervals of flattening. With this in mind, we recall the following
definition of the universal frequency from [DL.S23a].

Definition 3.7. Suppose that 7" is as in Assumption 2.2 and let {(s, tk],‘g:jo} be a sequence
of intervals of flattening with coinciding endpoints (i.e. sx = tx41 for k = jo,...,J — 1), with
corresponding center manifolds M, and normal approximations Nj. For r € (s7,t;], let

I( ) = INk(t )1(5k tk]( )
T
(E) (Sk» tk]
DNk (tL) skntk]
L("r’) = Ly, (E)l(skﬂfk} (T)

We refer to I as the universal frequency function, whenever it is well-defined.
We have the following frequency BV estimate on the universal frequency function, which is
not only a crucial tool for the proof of Theorem 3.2, but will also be useful in its own right in

establishing the rectifiability of the points with singularity degree strictly larger than 1 in Part
2.

Theorem 3.8. There exists y4 = y4(m,n,Q) > 0 and C = C(m,n,Q) > 0 such that the
following holds. Let {(s,tx]i_ JO} be a sequence of intervals of flattening with coinciding
endpoints. Then log(I+ 1) € BV((sy,tj,]) with the quantitative estimate

‘ [‘“0%(”1)] _‘ ((ss,t5]) < C ZJI m,

k=jo

(3.3)

dr

In addition, if (a,b] C (sg,tr] for some interval of flattening (sg,tx], we have
dlog(IT+1 b\™
D] (<o (1) mi

4. COARSE BLOW-UPS

(3.4)

It will be convenient to consider an alternative type of blow-up to a fine blow-up, avoiding
reparameterization to center manifolds; we follow the setup of [D1.S23a, Section 3.1]. Consider
a blow-up sequence of radii r;, and the associated sequence Tp ,, of rescaled currents. We may

assume without loss of generality that Tp ., A Q[mo] in By.
Remark 4.1. Compared to the set up of [DL.S23a], we are taking M = 1/2, which is sufficient
for our purposes here.

Notice that for 7 : , in light of the stopping condition [Spol9, (6.10)] for the intervals

of flattening, we have BL C Cyp, for any Whitney cube L € #U*) with L N By, (m) # 0
(see [Spol9, Section 2.2]). Let wy, denote a sequence of planes such that E(Tp,, , Bz, , @) =
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E(To,r,,Bur, ). Observe that for k sufficiently large, the height bound [Spol9, Theorem 1.5]
guarantees that
E(T()Jak, Cg,wk) < E(Toﬂnk, B4) = Ek — 0.

In particular, wy — 7 (locally in Hausdorff distance). By replacing Tp ,, by its pushforward
under a rotation mapping w; to a plane parallel to mg, which is converging to the identity, we
may therefore assume that wy = .

We may then ensure that for all k& sufficiently large we have E} < 1, where €1 > 0 is the
threshold of [DLSS18, Theorem 1.4], which in turn yields a sequence of Lipschitz approximations

(4.1) fr : Bija(mo) — Aq(mg)

for Ty, . Define the normalizations

= Jr
Fo= b
/2
By
We will work under the additional assumption that
(4.2) dwl|n.o 2% = 0(ER)

for a fixed choice of parameter d3 € (0, d2).

Remark 4.2. Notice that this is a slightly stronger hypothesis that the corresponding assumption
[DLS23a, (9)]. The reason for asking for merely almost-quadratic scaling on the left-hand side
of (4.2) will become apparently in Part 3; see Remark 13.11.

Note that (4.2) need not necessarily hold in general, but we will only need to consider cases
where it is indeed true.
In light of [DLSS18, Theorem 1.4, Theorem 3.1], we may thus conclude that up to extracting
a subsequence, there exists a Dir-minimizer f : By (m) — Ag(my) with £(0) = Q[0] such that
fr—=F  in W20 L3(Bi(m)).

loc

Recalling [D1.S23a], we refer to such a map f as a coarse blow-up of T at 0, and we say that f
is non-trivial if it is not identically equal to Q[0]. We in turn define the average free part

Q
() =Y [filx) —mo f(x)]
i=1

for f. As usual, one may analogously define a coarse blow-up and its average-free part at
another point x € §F(T') under the assumption (4.2).

Observe that unlike for a fine blow-up, it could be that f = Q[n o f]. Indeed, one may
construct examples of such behavior from holomorphic curves in C? that are of the form
{(w, z) : w? = 2P} for non-integer ratios p/Q larger than 2 (see e.g. [DLS23a, Remark 4.2],
and [DL16]).

We have the following frequency lower bound for coarse blow-ups, which follows from a
Hardt-Simon type estimate (see [DLS23a, Theorem 3.2]).

Theorem 4.3. Let T be as in Assumption 2.2. If f is a non-trivial coarse blow-up and v is its
average-free part, then 17(0) > 1 and if v is not identically zero, then 1,(0) > 1.

We refer the reader to [D1.S23a] for the proof of this, with the observation that the only
differences in the argument therein are
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e as in [D1.S23a], the fact that f is non-trivial is equivalent to the existence of a radius
p > 0 and a constant ¢ > 0 such that

lim inf E(To, Cp, k)
k—o0 Ek

> C.

e in the proof of the preliminary lemma [D1.S23a, Lemma 3.3], the estimate (9) therein
is replaced with (4.2) here, and the Lipschitz approximation and surrounding estimates
are instead taken from [DLSS18];

e the estimate (15) therein for a semicalibrated current follows from [DLSS17h, Proposi-
tion 2.1] in place of the classical monotonicity formula for mass ratios for stationary
integral varifolds (namely, there is the presence of a higher order error term, which
vanishes as the inner radius is taken to zero).

In light of Theorem 4.3, the validity of the lower bound on the singularity degree in Theorem
3.2 is therefore reduced to the following.

Proposition 4.4. Suppose that T is as in Assumption 2.2. Let 14 € (Sj(),tjk)] be a blow-up
sequence of radii with
8 .
(4.3) lim inf &) > 0.
k—oo Tk
Then (4.2) holds, and the coarse blow-up f along (a subsequence of ) v, is well-defined. Moreover,
for the average-free part v of f and a corresponding fine blow-up u along (a further subsequence
of ) r,,, we have
v = Au for some \ > 0.
In particular, I,,(0) > 1.

Remark 4.5. In the case where (4.3) fails, we might have that v is trivial while v is not,
precisely because of the possibility that f = Q[n o f] in this case; see the above discussion.

Before discussing the proof of Proposition 4.4, let us point out the following result, which
one obtains as a simple consequence a posteriori, after obtaining the conclusions of Theorem
3.2, in light of the classification of homogeneous harmonic functions. This corollary will be
exploited in Part 3.

Corollary 4.6. Let T' be as in Assumption 2.2 and suppose that I(T,0) < 2 — 2. Then,
assuming the conclusions of Theorem 3.2, any coarse blow-up f at 0 is non-trivial, average-free
and I(T, 0)-homogeneous. Moreover, for each v > 2(I(T,0) — 1) we have the lower decay bound

E(T, B,
lim inf M

>0,
rl0 rY

and there ezists ro = r9o(Q, m,n,T) > 0 such that

E(T,B,) > (g)VE(T, B,) Vr<s<rno.

Observe that given the conclusions (ii) and (vii) of Theorem 3.2, the proof of Corollary
4.6 is exactly the same as that of [DL.523a, Corollary 4.3], when combined again with the
aforementioned observation that Ty, is rj||dw||co-minimal in B; 4=, which allows one to
verify that the property (4.2) is preserved under rescalings of blow-up sequences (see [DLS23a,
Lemma 3.3]). We thus omit the details here.
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4.1. Proof of Proposition 4.4. The proof of Proposition 4.4 follows analogous reasoning as
that of [DLS23a, Proposition 4.1].

First of all, recall the following Lemma from [DL.523a]. Note that it does not rely on any
properties of the center manifold other than its regularity, so clearly remains unchanged in this
setting.

Lemma 4.7. There are constants k = k(m,n,Q) > 0 and C = C(m,n,Q) > 0 with the
following property. Consider:

A Lipschitz map g : R™ D By — Ag(R™) with ||g||co + Lip (9) < k;

A C? function ¢ : By — R™ with ¢(0) = 0 and | Dot < K;

The function f(x) =), [e(x)+ gi(z)] and the manifold M := {(x, p(x))};

The maps N, F : M N Cgy — Ag(R™™) given by [DLS15, Theorem 5.1], satisfying
F(p) =>[p+ Ni(p)], Ni(p) L TpM, and TpL Cs5/y = GyL Cyy.

If we denote by § the multi-valued map x — g(z) =Y ;[(0, gi(x))] € Ag(R™"), then
G(N(p(2)),9(x)) < Cl[Dellco(llglico + |1Dglico)  Va € Bi.

In addition, we also have the same comparison estimates as in [DLS23a, Lemma 4.5]:

Lemma 4.8. Suppose that the assumptions of Proposition 4.4 are satisfied along a sequence of
radii r,. Then (4.2) holds, and

(i) for hy = ||Nk||L2(B3/2) with Ny as in (2.7), we have

h? h?
(4.4) 0 < liminf £ < limsup —& < 4-o00;
koo B 7 kooo Lk

(ii) for fix defined as in (4.1) and the map @i on B2(0, ) such that

graph(¢k) N C3/2(07 ﬂ'k) = [’O,T‘k/tj(k) (Mk:)7

we have
(4.5) / |pr —m o frl® = o(Ey).
3/2

Observe that the arguments in proof of Lemma 4.8 remains completely unchanged from that
of [DLS23a, Lemma 4.5], after replacing the application of the relevant preliminary results from
[DLS14, DLS16a] with their analogues in [Spol9]. In particular, we emphasize the following:

(1) Given the estimate [DLS23a, (30)], which remains valid herein since the properties of
the Whitney decomposition remain unchanged, we conclude that (4.2) holds for any
03 € (0, 52)

(2) The estimates [DLS16a, Proposition 5.2 (5.2), Proposition 4.4 (i)] are replaced by
[Spol9, Proposition 4.7 (4.25), Proposition 4.8 (ii)] respectively; namely, despite the
constructions of the respective center manifolds for area-minimizing integral currents
and semicalibrated currents being different, the relevant comparison and derivative
estimates are still satisfied.

With Lemma 4.7 and Lemma 4.8 at hand, the proof of Proposition is exactly the same as
that in [DLS23a].
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5. IMPROVED FREQUENCY LOWER BOUND

This section is dedicated to the proof of the lower bound I(7’,0) > 1 in Theorem 3.2(i). This
maybe be equivalently restated as follows.

Theorem 5.1. Suppose that T satsfies Assumption 2.2. Then I,(0) > 1 for any fine blow-up
u.

The proof of Theorem 5.1 follows very similar reasoning to [DLS23a, Theorem 5.1], now
that we have Theorem 3.5, which generalizes [DLS23a, Theorem 5.2] to the semicalibrated
setting. Nevertheless, we repeat the details here.

5.1. Proof of Theorem 5.1. Let r; € (sj(k),tj(k)] be a blow-up sequence of radii which
generates a fine blow-up u. Up to extracting a subsequence, we have three cases:

(a) there exists J € N such that s; =0 and {r} C (0,,];
(b) #{j(k) : k € N} = 0o and limj_, J(:) =0;

r

(c) #{j(k) : k € N} = 0o and limy_,oc 222 > 0.

Tk

Case (a): Let M, N denote respectively the center manifold and normal approximation
associated to the interval of flattening (0,¢;], and let us omit dependency on N; for I and
related quantities.

In light of the almost-monotonicity (3.2) of Theorem 3.5, the limit Iy := lim, o I(r) exists
and lies in [cp, 00). Furthermore, the strong W o % N L2-convergence of uy, to u as in Section 2.1
implies that I,,(0) = I,(r) = Iy for each r € (O 3/2). It therefore remains to check that Ip > 1.

First of all, observe that the stopping criteria for the intervals of flattening (see e.g. [Spol9,
Remark 7.4]) guarantees that

(5.1) D(r) < Cpmt2-20 vr e (0,1].
Together with [Spol9, (7.9)], we additionally obtain
(5.2) L(r) < Crm™3722  vpr e (0,1].

On the other hand, observe that since I(r) > % for every r > 0 sufficiently small, the estimates
[Spol9, (7.5), (7.8)] can be rewritten as

5 log (H(r)) ~21(r)

rm—1 r

< CrI(r)

Y 0
" r € (0,70,

for some rg = r¢(Ip) > 0 sufficiently small. Here, 3 is as in [Spol19]. In particular, given £ > 0,

we have
21y — H 21
Hg&log( (rz) < ote Vr € (0,r],
r rm- r

for some 1 = 71(€) € (0,7r0]. This in turn yields

H H
lim inf (r) > (r1)
710 7am—l—i—QIo—s—s r;n71+210+5

> 0,

which then further gives the consequence

lim inf L)

rlo pm—2+2lote > 0.
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Recalling that I' = D(r) + L(r) and combining with the decay (5.1), (5.2), we must therefore
have

Iy > 2 — 69,

which in particular implies the desired lower bound of 1, in this case.
Case (b): Let u denote the fine blow-up generated by (a subsequence of) r;. Notice that

. PTk
5.3 IL(p) = lim Iy (% Vp € (0,1],
(5.3) (p) = lim I, (tj(k)) p € (0,1]

in light of the strong W2 N L2-convergence described in Section 2.1. In particular, since the
stopping conditions for the intervals of flattening guarantee that

225,
_ 2 ( Si(k)
E(T,Bs, ) = E(Tog; Bs, 0 /t,0)) < C€3 <t](k)) —0 as k — oo,
we deduce that {sj(k)} is a blow-up sequence of radii. Applying Proposition 4.4, we conclude
that the fine blow-up % generated by (a subsequence of) s;) satisfies 15(0) > 1. Combining
this with (5.3) (which additionally holds with u replaced by % and 7y replaced by s ), we

conclude that
.. Sj(k)
lminfIy (28] > 1.
lkrggé Nk <tg(k)> -

Combining this with the almost-monotonicity (3.2) of the frequency, we easily conclude that
for § > 0 arbitrary, there exists p > 0 such that

PTk j(k)
- > —_ v
hgnlanN( k) <t](k)> 1 1) JRS (t ) ,p>

from which the desired conclusion follows immediately. See [DL.523a, Section 5.3] for details.
Case (c): In this case, the hypotheses of Proposition 4.4 hold, so applying this proposition,
we immediately obtain the desired conclusion.

6. FREQUENCY BV ESTIMATE

This section is dedicated to the proof of Theorem 3.8. To begin with, we state a sharper
formulation of the variational identities [Spol9, Proposition 7.5]. Let T satisfy Assumption 2.2,
and let M be a center manifold for 1" with associated normal approximation N. Given z € M,

set
Bx(e.r) == [ o ( )ZN (y)Vd(z,y) dy,

, (d(z,y)
Gyl =5 [ o (1 )\wxwz'” ) V(. o) dy.

zy(en) = [ o M) v Pay

Proposition 6.1. There exist 74 = y4(m,n,Q) > 0 and C = C(m,n,Q) > 0 such that the
following holds. Suppose that T satisfies Assumption 2.2. Let (s,t] be an interval of flattening
for T around 0 with associated center manifold M and normal approzimation N and let mq be
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as in (2.5) for this interval. Then Dy(0,-), Hx(0,-) are absolutely continuous on (§,3] and
for almost every r € (3,3] we have

(6.1) 9,Dx(0,r) - — /M o (d“‘”) W) DN ()2 dy

T r
m—1

(6.2) O.-Hy(0,r)— Hy(0,7) = O(mo)Hpy(0,7) + 2EN(0,7),

r

5
(6.3) ITn(0,7) — En(0,r)] <> [Errf| < Cmd' Dy (0,7) + CmoXy(0,7),
j=1
< CmP*Dy(0,7)' 7 + Cmer?Dy(0,7),

5
(6.4) |0Dy(0,r) = (m —2)r "Dy (0,7) — 2GN(0,7)]| <2 [Errf| + CmoDn(0,7)

j=1
< Cr_lmg“DN(O, r)1+74 + C’mg“DN(O, r)0,Dn(0,7) + CmyDy(0,7),
(6.5) |Lx(0,7)] < Cmé/4rDN(0,r), |0, Ly (0,7)] < Cn’%“(r‘l&D]\;(O,r)HN(O,r))"Y4

where Err}, Errz- are the variational errors as in [DLS16b, Section 3.3].

The estimates in Proposition 6.1 follow by the same reasoning as their weaker counterparts
in [Spol9, Proposition 7.5], together with the following observations:

e the error estimates in [DLS16b, Section 4] (more precisely, see [DLS16b, Lemma 4.5])
can be optimized so as to gain a factor of mg* on the right-hand side, in light of the
following estimates on the geodesic distance d on each center manifold M:

(i) d(,y) = o =yl + O (mg*z = yP2),
(i) [Vd(e,9)| = 1+ 0 (mi*d(@.y)).

(iii) V2(d?) = g + O(mod), where g is the metric induced on M by the Euclidean
ambient metric.
e the estimates [Spol9, (7.25), (7.26)] in fact immediately yield the estimates in (6.5), in
light of (2.6).

These estimates are a simple consequence of the C®*-estimates for each center manifold; see
e.g. [DLDPHM?23]. We therefore omit the details here.

The estimates of Proposition 6.1 in turn gives rise to the following almost-monotonicity
estimate for the frequency relative to a given center manifold.

Corollary 6.2. There exists C = C(m,n,Q) > 0 such that the following holds. Suppose that
T satisfies Assumption 2.2. Let (s,t], x, M, N and 4 be as in Proposition 6.1. Then In(0,-)
is absolutely continuous on (§,3] and for almost-every r € (§,3] we have

1o
Dn (0. 7))
Orlog(1 +1In(0,7)) > —Cm/* <1 + M

+Dy(0.17*0,Dy (0,1

Now observe that [DLS23a, Lemma 6.6] can in fact be stated for a general manifold that is
the graph of a sufficiently regular function as follows, with the proof remaining completely
unchanged.
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Lemma 6.3 (Curvilinear excess expansion). There ezists a dimensional constant C =
C(m,n,Q) > 0 such that the following holds. Let M = graph(ep,.) be a C® m-dimensional C*

submanifold of R™™", where o, € C3(B,(0,7);7+). Let f : B.(0,7) — Ag(mt) be a Lipschitz
map. Then we have

|18 - Koo (’p“') die/l=)- [ o(Dr.QIDe) dy
C,(0,7) r B, (0,7

)

<c[ (D +1De e <‘y') dy
B (0,7) r

e /
C,(0,m)

Thus, we immediately deduce the analogue of [DLS23a, Corollary 6.7] when T is semicali-
brated.

M(p(2)) = M(r(pr(2)) | G (2):

Corollary 6.4. There exists a dimensional constant C = C(m,n,Q) > 0 such that the
following holds. Let T satisfy Assumption 2.2. Let (s,t] be an interval of flattening for T
around 0 with corresponding center manifold M and normal approrimation N, let mqg be as
in (2.5) for (s,t]. Let ¢ be the parameterizing map for M over Bz(w) and let f : Bi(mw) —
Ag(mt) be a m-approzimation for Ty, in Cy4(0,7) according to [DLS14]. For 7 = £, let
fr : Bsr, (pr.7L) — AQ(?Ti‘) be a mr-approzimation for Tyt corresponding to a Whitney cube
L as in [DLS16D, Section 2.1 (Stop)|. Let m be such that E(Tot, Bg, mr) = E(To.t, Bemr 77)
and let BY := Bs,, (pr,7L). Let fr: Br(0,77) — Ag(m;) be the map reparameterizing gr (f1)
as a graph over mr and let @5, @1, be the maps reparameterizing graph(y) as graph over mr, 7y,
respectively. Then we have

(6.6) / G(Df, QD)) (ly)) dy — / IDN 6 (d(y)) dy\
B1(0,7r) BiNM
<c (IDF' + Do Ydy + Cmb 2 +C | (AMPINP + [DNJY)
B1(0,m) BiNM
+C M(p(2) = M(p(px(2)) | |G| (2),
C1(0,m)
and
6.7 Dfr, Q[Dep:])? <|y|>d— DN|? <d(y)>d’
67 |[ . 90mQwede (%) ar- [ DN (T ) dy
<c (IDf+|* + | Depel ) dy + C / (IDfLl* + | Depr|h) dy
Br(0,77) BL

L OmltrEmee 4 o / (IAMPINP + |DNTY
BL

e M(p(2) = M(p(ps, (2)) | dI G ](2).
Cr(0,m7)

where A g denotes the second fundamental form of M and 73 is as in [Spol9)].
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In light of the estimates of Corollary 6.4, we further wish to control the difference between
an orthogonal projection to a center manifold and the image on M of an orthogonal projection
to a plane over which the center manifold is parameterized.

Lemma 6.5. There exists a constant C = C(m,n,Q) > 0 such that the following holds.
Suppose that T, M, myg, 7, f, fr, T, T, @7, y2 are as in Corollary 6.4. Then we have

(63) L o, PABGD) = Xi(or e (D) AIG12) < C7mi

(6.9) /
C1(0,m)

The proof of Lemma 6.5 follows exactly as that of [DL.523a, Lemma 6.9], exploiting the
estimates of [DLSS18, Theorem 1.4] and [Spol9, Corollary 3.5] in place of their respective
analogues in [DLS14, DLS16a].

We further have the following comparison estimate between neighboring center manifolds.

—

M(p(2)) = M((pr(2) | Gy (2) < Cmg ™.

Lemma 6.6. There exists a constant C = C(m,n,Q) > 0 such that the following holds.
Suppose that T satisfies Assumption 2.2. Let My_1, My be successive center manifolds for
T associated to neighboring intervals of flattening (tx,tx—1] and (tiy1,tx] around 0. Let
WYr—1,Pr denote their respective parameterizing maps and let Ni_1, N denote their normal
approzimations. Assume that E(To,, Bg, /m» k) = E(To 1), Bg,/m) for some plane 7y and let

Pr—1 be the map reparametrizing graph(pg_1) as a graph over my. Letting @ := @r_1 ( b ),

e
we have
(6.10) / Dgi = Dt < Omil,
and
(6.11) | lor =il < Cmas.
2

Proof of Lemma 6.6. The proof follows the same reasoning as that of [D1.523a, Lemma 6.8].
Nevertheless, let us provide an outline here and highlight the differences. First of all, observe
that by a rotation of coordinates, we may without loss of generality assume that 7,_1 = 7 = g
and @1 = Pp_1.

Let n € C°(Bay(mp); [0,1]) be a cutoff function satisfying n = 1 on B;. Via an integration by
parts, we have

/\Dsok—Dsakl?é/ |Der, — Dr|*n
Bl BQ

—~ [ tor-@omalen- ) - [ Di-(en - e0Dlen - 1)
B> B2\B1

1/2 k. 1/2 -
<C (mo{k th 1m0u/’f—1> /B |Pr — Prl-
- 2

Now recall that the construction procedure for the intervals of flattening guarantees that

b 226
(6.12) <k) mo 1 < Cmygy,.
lk—1
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Thus, (6.10) follows from (6.11), and so it suffices to demonstrate the latter. Given a Lipschitz
approximation fj, : Bs(mo) — Ag(mi) for Ty, L C4(0,mo) as in [DLSS18, Theorem 1.4], which
can indeed be considered for €3 sufficiently small since E(Tp ,, C4(0,m)) < Cmyg, observe
that it suffices to show

(6.13) / o —mo fi]| < Cmgy,
Bs

(6.14) / [P —mo fi]l <Cmygy.
Bs

In fact, notice that (6.14) will follow from exactly the same argument as (6.13), when combined
with (6.12). Indeed, this is due to the fact that for fi, ;== fr_;(+2=) and f,_; as above but for

lk—1

To,t,_, = C4(0,m), we have Gy, = Gy, = Toy, on K X 7r0L for a closed set K C By with

(6.15) |Bo\ K| < Cmyi®,

where fy > 0 is as in [DLSS18, Theorem 1.4].

Now let us demonstrate the validity of (6.13). By the construction of My, Bs is covered by
a disjoint union of the contact set I' C my and Whitney cubes #' := {L € # : LN By # (}.
Therefore we have

(6.16) / !<Pk—770fk!S/ o —m o fi| + Z/ lok —m o fil-
Bs T'NBs LNB3

Lew’!

(4) (B)

Firstly, we have
1
(A)] < Omlt,

due to (6.15), together with the fact that I' C K (see [Spol9, Definition 3.3]) and the estimates
[Spol9, Theorem 1.4(1.6), Corollary 3.5].

Meanwhile, for (B), we argue as follows. For each L € #”, let w1 denote the optimal plane
associated to L as in [Spol9, Lemma 2.9], with corresponding 7z-approximation fr,, associated
tilted L-interpolating function hy, as in [Spol9, Definition 2.10] and (straight) L-interpolating
function gr. Note that hy (and hence g7 ) are constructed via a different smoothing procedure
here, in comparison to that in [DL.S16a] where T' is area-minimizing. More precisely, here hy, is
constructed by solving a suitable PDE with boundary data n o fr, while in [DLS16a] it is
constructed via convolution of o fr. Nevertheless, by [Spol9, Proposition 4.7, Proposition
4.8(vi)], we still have the key estimates

/ lr — 91| < Cmg (L) F3+52/3,
L

for B2 > 0 as in [Spol9], and

/ b =m0 fi] < Cmg (L) 340,

Ba (L) (pr, r)

where py, is the center of L and ¢(L) is the side-length of L. Combining these with a
reparameterization from my to 7z, and the tilting estimate [Spol9, Proposition 4.1(iii)], then
summing over L € #, the conclusion follows; see [D1.S523a] for the details. O
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6.1. Proof of Theorem 3.8. With all of the preliminary estimates of this section at hand,
we are now in a position to conclude the BV estimate of Theorem 3.8. Let Dy, := Dy,
H; := Hpy,, Lj := Ly, , I';, and let f)k = ’I“_(m_Q)Dk, I:Ik = ’I“_(m_l)Hk, Ek = T‘_(m_Q)Lk ,
I, := D}, + L;, denote their respective scale-invariant quantities. Let us first consider the
jumps of I at the radii £;. We have

Dy 1(75) ~ Da()| | Taca () — L))
|I<tz:>—1<t,;>r—‘ e R R
1 1
+|Fk 1(tk 1)‘Hk—1(t§kl) - k(l) )

where I(t)) := I;_ 1( i) and I(t;) := Ix(1). Now in light of (6.5) and (6.12), we have

Lioa () — Ta() < Cm! Di-1(7%7) — Di(1)
H,.(1) Hy.(1) ’
and
1 1 1/4 t 1 1
T (52))] - = < Omy; Dia(75) | 5 T h '
b1 Hk*l(t}ffl) Hk(l) 0.k te-1 Hk 1<tkk1) Hk(l)

Thus, by the exact same reasoning as that for the estimates [DL.S23a, Proof of Proposition 6.2,
(60), (61)], we obtain

1(t) = L(t;)| < Cmh (1 +1(ty)).
When combined with the elementary identity logw < w — 1 for w > 0, we obtain

[L(t) —1(t)]

[log(1 +I(t})) —log(1+I(t;))| < T

< Cmyg),
On the other hand, recall from Corollary 6.2 that I‘ (st is absolutely continuous and

Oplog(1+1I(r)) > — ngj‘k (1 +(&)” 'Dy(~ =)+ D)7 19, D(f)) Vr € (sg, t)-

=: vg(r)

Thus, we may introduce a suitable function € as in [DL.S23a, Proof of Proposition 6.2], whose
distributional derivative is the measure

J
C Y meh (S, + k(Mg 00 L") )

k=jo

so that in addition log(I + 1) + € is monotone non-decreasing. Since

10,9Q((s.,t))) < C Z mgl,

k=jo

and [0, log(T+ 1)]—|((s., tjo]) < |0,92|((57,5,)), the proof is complete. O
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7. PROOF OF THEOREM 3.2

Now that we have demonstrated that Theorem 3.8 holds, we are in a position to complete
the proof of the remaining conclusions (ii)-(vii) of Theorem 3.2. The starting point is the
following tilt excess decay result.

Proposition 7.1. For any Iy> 1, there exist constants C = C(ly,m,n,Q) > 0, a =
a(lyp,m,n,Q) > 0 such that the following holds. Let T satisfy Assumption 2.2 and sup-
pose that I(T,0) > Iy. Then there exists ro = ro(lo,m,n,Q,T) > 0 (depending also on the
center point 0) such that

”

(7.1) E(T,B,) < C < )a max{E(T,B,,),er2 "2} ¥r e (0,79).

To
Furthermore, if C is permitted to additionally depend on «, one may choose « to be any positive
number smaller than min{2(I(T,0) — 1),2 — 202}.

The proof of this, and all its necessary preliminaries, is the same as that of [DL523a,
Proposition 7.2].

Observe that a combination of the excess decay in Proposition 7.1 and the universal frequency
BV estimate of Theorem 3.8 immediately implies the conclusions (iii), (v), (vi) of Theorem
3.2, together with (ii), (iv) in the case when I(T',0) > 1. Indeed, observe that Proposition 7.1
guarantees that if [(7,0) > 1, there exists an index jo = jo(ro) large enough such that 5,1 = si
for each k > jg. Combining this with Theorem 3.8 and the observation that % <275, we
obtain a uniform BV-estimate of the form

dlog(I+1) - oSk
[ dr } ‘ ((0.t5]) £ C D my <€ ) 27700y < Omyy,.

k=jo k=jo
for « = a(I(T,0),m,n,Q) > 0 as in Proposition 7.1, where C = C(I(T,0),m,n,Q). In
particular Iy := lim, o I(r) exists, and

Lip)=1I Vpe(0,1],

for every fine blow-up u. Note that in particular, if s;, = 0 for some jo € N, Corollary 6.2
alone provides the desired conclusion that Iy = lim,. o1 Niy (r).

It remains to verify the conclusions (vi), (vii) of Theorem 3.2, as well as the conclusions
(ii) and (iv) when I(T,0) = 1. These all follow by the same reasoning as [DLS23a, Section 8,
Section 9], with the use of the Lipschitz approximation [DLSS18, Theorem 4.1] in place of
[DLS14, Theorem 2.4] where needed, so we do not include the details here.

Part 2. Rectifiability of points with singularity degree > 1
8. SUBDIVISION

In this part, we prove Theorem 1.2. We will work under Assumption 2.2 throughout. We
will be exploiting the results of the preceding part, centered around points z € §o(T") (namely,
applying the results therein to T} 1).

It will be useful to produce a countable subdivision of the set §g(T) as follows. First of all,
we may write

Fo(T)NBy = | J 6k,
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for

Sk = {y€F(T) : (T,y) >1+2 "} NBy.
In light of Proposition 7.1, we will further decompose each piece G based on the initial scale
ro. Let us rewrite the statement of this proposition applied to points in G . Note that we may
ensure that C' = 1, up to further decreasing r¢ if necessary (dependent on the exponent «).

Proposition 8.1. Let T be as in Assumption 2.2, let K € N and let ¢ € S. For p =251,
there exists ro = ro(x, m,n,Q, K) > 0 such that

(81)  E(T,B,(z)) < (2)2“ max{E(T, By()), 2222} W0 <r<s<ro.

We may thus decompose G as follows.

Definition 8.2. Let T be as in Assumption 2.2 and let €4 be a small positive constant which
will be specified later. For every K € N\ {0} define = pu(K) := 275~ Given K,J € N, let
Sk,s (which implicitly also depends on e4) denote the collection of those points z € S for
which

(8.2) E(T, B, (z)) < (g)z“ B(T,By(z)) VY0<r<s< 6\§m
(8.3) E(T,Bg /ms-1) < &3.

Remark 8.3. Observe that for each K,J € N, the set &k ; is closed, in light of upper
semicontinuity of the singularity degree.

Notice that by rescaling, it suffices to prove the (m — 2) rectifiability of Gk ; with K € N
fixed and J = 1. More precisely, the remainder of this part will be dedicated to the proof of
the following.

Theorem 8.4. There exists e4(m,n,Q) > 0 such that the following holds. Let T be as in
Assumption 2.2. Then & := &1 (which, recall, depends on €4) is (m — 2)-rectifiable and has
the (m — 2)-dimensional local Minkowski content bound

(8.4) B.(&) < Cr"t? v e (0,1],
for some C = C(m,n,Q, T, K,v4,e4) > 0.

Remark 8.5. The constant C' in Theorem 8.4 is implicitly also dependent on a uniform bound
on Almgren’s frequency function I, ;. over all £ € N, defined relative to center manifolds that
will be adapted to a given geometric sequence of scales; see Corollary 9.4 below.

9. ADAPTED INTERVALS OF FLATTENING, UNIVERSAL FREQUENCY, RADIAL VARIATIONS

In order to prove Theorem 8.4, we follow a strategy which is much analogous to that in
[DLS23b], relying on the celebrated rectifiable Reifenberg techniques of Naber & Valtorta
[NV17]. We begin by decomposing the interval of scales (0,1] around each point z € &
into countably many sub-intervals whose endpoints are given by a fixed geometric sequence
and construct a center manifold for each of them, hence use it to compute a corresponding
frequency function. In [DLS23b], since we treat separately the points for which there are
finitely many intervals of flattening, these sub-intervals are be comparable in length to the
intervals of flattening. Here, however, we treat the points with finitely many intervals of
flattening together with those points that have infinitely many intervals of flattening. We
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may do this by “artificially” stopping and restarting the center manifold procedure around
each point = € §o(T') with I(T, z) > 2 — d2, and simply setting the new center manifold to
be the rescaling of the existing one, if there is no need to change the center manifold at a
given endpoint of the chosen geometric sequence of scales. We will then define a corresponding
universal frequency function as in Definition 3.7, but relative to this fixed geometric sequence
of scales, in place of the original intervals of flattening. The frequency variation estimates and
quantitative BV estimate in the preceding part, together with the excess decay of Proposition
8.1, will be key to providing us with the necessary quantitative bounds on the points in &.

9.1. Center manifolds. Let us begin by adapting the intervals of flattening from Section 2.1
around each point in &, to a given fixed geometric sequence of scales.
Fix a constant v € (0, %}, whose choice will specified later, depending only on m, n, and Q.
Consider a point = € & with corresponding intervals of flattening {(t+1, %%} x>0 that have
associated center manifolds M, j, and normal approximations N, j, together with a geometric
blow-up sequence of scales {77} ;>o.
For j =0, let M;9 = M, and Ny o = Ny 0. For j = 1, if y lies in the same interval of
flattening to tg = 1, let
~ ~ Ny o(yx
MIJ = LQ’A/(M%()), Nx71($) = x’,y()
Otherwise, let ./\;lx,l be the center manifold associated to T 4 L Bg A with corresponding
normal approximation N, 1.
For each j > 2, define M, ; inductively as follows. If 47 lies in the same flattening to /1,
let
v N Nej-1(y7)
M:D)j = LO)W(M$7]_1)7 Nr7](x) = I]fy('
Otherwise, let /\;lm be the center manifold associated to T}, ,; L Bg, s, with corresponding
normal approximation IV;.
It follows from Definition 8.2 that around any x € &, we may replace the procedure in

Section 2.1 with the intervals (v*1,~*] in place of (s, k], and with myg therein instead
defined by
(9.1) My ) = E(Tzﬂ/k, BG\/E) =E(T, BG\/H,YI@ (z)) .

Observe that in particular, if x € & originally has finitely many intervals of flattening with
(0,tj,] being the final interval, it will nevertheless have infinitely many adapted intervals of
flattening, but for all k sufficiently large, /\;lx’;C and vak are arising as rescalings of M j, and
Ny j, respectively.

Abusing notation, let us henceforth simply write M, ;, for the center manifold /\;lx,k, with
its corresponding normal approximation NV j.

We will henceforth denote by d the geodesic distance on the center manifold M, j, which is
in fact dependent on x and k. However, since this dependence is not important and it will
always be clear from context which center manifold we are taking the geodesic distance on, we
will omit it. Let 7, denote the plane used to construct the graphical parametrization ¢ j of
the center manifold M, ; and let # %k denote the collection of Whitney cubes associated
to My, as in [Spol9, Section 2.2]. Note that the center manifold M, ;, does not necessarily
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contain the origin 0 = ¢, ,—«(z). However we use the point p, x := (0, . £(0)) € Tk ¥ T, as

a proxy for it.
Fix n € (0, %], to be determined later. We observe the following simple consequence of our
adapted intervals of flattening and associated center manifolds.

64\1/5'
in [Spol9, Section 2.2] sufficiently large and adjusting accordingly the constants C., Cy and
g2 in [Spol9] accordingly, we can ensure that for every w € My and every r € [y, 3], any
L € #** with L N By (P, i (W), Tz k) # O satisfies £(L) < csr. Moreover, we have the following
dichotomy. Fither

(a) there is a positive constant ¢s = ¢s(K,m,n,Q,n) € (0, cs] such that B,(0, 7, 1) intersects
a cube L € W5k with €(L) > ¢y, which violates the excess condition (EX) of [Spo19];
(b) Mx,kJrl = LO,W(Mm,k)-

Proof. The proof follows immediately from the contruction. O

Proposition 9.1. Let v,n > 0 be two fized constants and let c¢g = Upon choosing Ny

We have the following BV estimate on the universal frequency function adapted to {y*}
(cf. Theorem 3.8).

Proposition 9.2. There exists £(m,n, Q) €]0,¢] such that for any 4 € (0,&], there exists
C =C(m,n,Q,v4, K,v) such that the following holds for every x € &:

‘ [dlog(l;I(x, ~))} _‘ ([0,1]) < Czk:mngk <oml

(9.2)

Observe that in light of Proposition 9.1, the estimate in Proposition 9.2 follows by the same
argument as that in Theorem 3.8. Indeed, for any k such that v* lies in the same original
interval of flattening as v*~!, one may estimate the jump

|log(1 + I(z,7%)) — log(1 + I(z,~*)7|
due to Proposition 9.1(a) (see [DLS523a, Remark 6.3]). Meanwhile, if instead M 41 =

t0,y(Mz) holds, the adapted universal frequency function is absolutely continuous on
(’yk“, fyk_l], and we instead simply use the variation estimate of Corollary 6.2.

9.2. Universal frequency function. For each center manifold M, 1, we define the frequency
function for the associated normal approximation, as in Part 1. We define analogous quantities
to those therein, namely

D, i (w,7) := /M:c,k’ |DN, ,(2)[*¢ <d(w’z)> dz;

r

)= [ V0D oy (422) o

M d(w, z) r

Q m
Loaw) i= 330 [ (D (Neai() A &) A (Nai(2), ()0 (‘“w’ Z)) " (2):

i=1 =1 Mz i "
Ly r(w,r) =Dy p(w,r) + Ly p(w,r);
Ty (w, )

I k(w,r) = H, o (w.r)
x, s
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We further define the quantities

E;k(w,r) = - /M ¢ <d(w’z)> D (Nun)i(2) - D(Ngg)i(2)Ve(w, 2) dz;

i

L 1 / d(w,z) 2
Guatwnr) =75 [ 0 (T3 [y 2 Ve () - Vi, )

r2
Soater) = [ o (M) P i

We are now in a position to introduce the universal frequency function adapted to the
geometric sequence {v*}, analogously to that defined in the preceding part.

k+1

Definition 9.3 (Universal frequency function adapted to {y7};). For r € (v%1,+*] and

x € 6, define
I(:E,T‘) = Iaz,k (px,k> 7%) ’

D(x,r) = Dm,k (px,ka JT) )

L(l‘,?") = Lx,k (px,lca ,YLI@) ;
H(x,?“) = Hw,k (px,k7 ,YLk> .

9.3. Radial frequency variations. As an immediate consequence of the total variation
estimate and the fact that & is closed, we infer the existence of an uniform upper bound for the
frequency I(z,r) over all z € &. We also infer the existence of the limit I(z,0) = lim, o I(z,r).
We can then argue as in Part 1 to show that I(z,0) = I(z,0) > 1+ 27%. In turn, upon
choosing ¢ sufficiently small we infer the following.

Corollary 9.4. For & as in Proposition 9.2 and any e4 €)0, €|, there exists C = C(m,n, Q,v4, K, 7, &)
such that the following holds:

14275 <1(z,r) <C  Vae&,Vreo,1].

By a simple contradiction and compactness argument, we obtain the same consequence as
that in Corollary 9.4 for points sufficiently close to & at the appropriate scales.

Corollary 9.5. There exists €* € (0,] such that for any 4 € (0,e*] and any x € &, there
ezists Co = Co(y,m,m,n, Q,e*, K) > 0, such that the following holds for every w € My and
every v € (ny,4]:

Co_l < ILk(’U},T‘) S C().

Let us now record the following simplified variational estimates, which may be easily deduced
from those in Corollary 6.2, Proposition 6.1, but for the intervals of flattening adapted to

{v* -

Lemma 9.6. Let & be as in Proposition 9.2. Suppose that T', e4, x, My, and N, are as in
Corollary 9.5. Then there exist constants C' dependent on K, v, n and & but not on x, k, such
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that the following estimates hold for every w € My N By and any p,r € (nv,4].

(9.3) O ' <Ig(w,r)<C

(9.4) CilTDx,k(w,r) < C’flrl"mﬁk(w,r) <H,i(w,r) <Crl'yp(w,r) < CrDy i (w,r)
(9.5) Yo k(w,r) < CT2D$’]€(U),T‘)

(9.6) E, ;(w,r) < CDy i(w,r)

pm—l ,r.m—l

on) A B o (<0 [ L) © - Olman) (- )
o

(98) Hx,k(wa T) < CH%k(wa 4)

(9.9) H, ;(w,r) < Crmt3=20

(9.10)  Gui(w,r) < Cr'Dyg(w,r)

(9.11) 10, Dy i (w, )| < Cr Dy k(w,7)

(9.12) |0, Hy g (w, )| < CDyg (w, )

In particular:

(9.13) T k(w, 1) = Eg p(w, )| < Cm 7Dy g (w, )
-2

(9.14) 0y Dy j(w,r) — mTD%k(w,r) —2G, i (w,r)| < le"‘kr“_le,k(w, T)
-1

(9.15) 0, . (w, ) — mTHx,k(w,r) — 2B, (w,r)| < Cmy  Hy g (w,7)

9.16 L,i(w,r)| < Cm!* rDyi(w,r

’ :E,k‘ ’

(9.17) 10r Ly g (w, )] < Cm (r7 10, Dy go(w, 1) Hy g (w, 7)) /2

9.18 O Xy p(w,r) > —Cm)* rat

( ) T x,k( ) > 2.k

Here, 4 ts as in Part 1.

Observe that (9.3) is the consequence of Corollary 9.5, while the remaining estimates are an
easy consequence of Corollary 6.2, Proposition 6.1, combined with the construction of the
sequence of adapted center manifolds and associated normal approximations. We refer the
reader to [DLS23b, Proof of Lemma 10.8] for a more in-depth explanation.

10. SPATIAL FREQUENCY VARIATIONS

A key aspect of the proof of Theorem 8.4 is a quantitative control on how much a given
normal approximation N = N, ;. deviates from being homogeneous on average between two
scales, in terms of the frequency pinching. The latter is defined in the following way.

Definition 10.1. Let 7" and & be as in Theorem 8.4, let x € & and let M, ;, and N, be as
in Section 9.1. Consider w € M, ; N B and a corresponding point y = x + vFw. Let p,r >0
be two radii satisfying

(10.1) < p << 4k
We define the frequency pinching W, (x,k,y) around y between the scales p and r by

W;(:c, k,y) = Ik (w,’y*kr> — Lk (w,*f’ﬂo) ’ .
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We have the following comparison to homogeneity for the normal approximations Ny .

Proposition 10.2. Assume T and & are as in Theorem 8.4. Let x € & and k € N. Then
there ezists C = C(m,n,Q, K,v,n) such that, for any w € My, N By and any radii r,p > 0
satisfying

(10.2) Ayt < p<r <29k,
the following holds. Let y = x +~v*w and let AY (w) := (B2r/v (w )\Bik( )) NMg k. Then
4
d(w, 2)Vd(w, z) 2 dz
i -1, , d(w, N, 1)i(2)|Vd(w,
) T ) L. dl, ) (Va2 V(w2 | 7

AY (w)
1

r\ 7 167
< CH, (w. %) <Wp/8(:c,k,y)+m;§k <7k> >log< ; >

Proof. The argument is analogous to that of [DL.S23a], but taking into account the additional
term L, ; in the frequency. We include the details here for the purpose of clarity.

At the risk of abusing notation, we will omit dependency on z, w and k for all quantities,
for simplicity. For instance, we simply write I(s) for the quantity I, ;(w, 77 *5), and W;}"g for
the pinching W;/"S(a:, k,y).

Invoking the estimates of Lemma 9.6, we obtain

4r 4r (s S s) —1I(s s s
Wi (y >>/ .1(s) ds:/ T(s) + s0,L(s) — L(s)P(s)0.H(s)
p P

P /4 /4 H(s)
T sG(s) —1(s) B . irsmuD(s)  s't1UD(s)? .
>2 /p/4 7H(s) ds — Cm” /[)/4 H(s) + H(s)2 d
i sG(s) — I(s) . . .
> / TGy e om(@n = (o4,

Now notice that we may write

rsG(s) — I(s) .
I P

:/PZSI_Il(S)/M_gb,(d(U;Z> d(w, 2) Z‘DN Tvzzdi?y )

—2I(s) Y " Nj - (DNj d(w, 2)Vd(w, 2)) + I(s)?|N (2) *|Vd(w, 2)]* | dzds

- /p; i | (57 Sy de e

d(w, z)Vd(w, z)
|Vd(w, z)]

where
2
—I(s)N;(2)|Vd(w, 2)|

£(w,z,8) = Z 'DNJ-
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Thus,

o &(w, 2, 8)
W (y 2/ / = L dzds — Cm™(r" — p™*).
P22 A L dw,) ( )

Let

o ‘ d(w, 2)Vd(w, 2) . 2
C(w, z) == Z ’DN](Z) Vw2 I(d(w, 2))N;j(2)|Vd(w, 2)|| .

We then have

C(w, 2) < 26(w, z,5) + 2L(s) — L(d(w, 2)) *IN (2)]* < 26(w, 2, 8) + CW, ) W) IN ().
Let us now control Wj( w, )( y) by W /8( y). In light of the quantitative almost-monotonicity
(9.18) for I, for any radii ny**! < s <t < ¥ we have

(10.3) I(s) <I(t) + Cm (17" — s™).
For s € [4,4r] this therefore yields
(10.4) Wity (8) < W () + O () — (p/8)).

Now observe that the estimate (9.8) gives

2d(w,z) 1 2d(w,z) 1
w, z dsdzz/ C(w, 2z / — dsdz
/AQT / SQH ( ) H(2r) Jazr, w) (12,2) d(wz) S

1 ((w, 2)
> 2H(2r) /.Ai%(w) d(w, z)

Combining this with the preceding estimates, we arrive at

W)+ 1og (00 ) W)

4r
> C/ ! / C(w, 2) dzds — Cm™r" log < 6T> — Cmir
pra SH(s) J 4z () d(w, 2) p

2d(w,z) 16¢
= C/ / (w, z)dsdz — Cm*r" log <) — OmApa
AZT (w H P

d(w,z)
> / C(w, Z) — Cm™r™ log @ — COm "y
H(2r) A2 ( w) d(w, z) p
> ¢ / C(w’ Z) — Om 4y log <16T> — COmars,
H(2r) A2 (w) d(w,z) p
Rearranging and again making use of (10.3), this yields the claimed estimate. O

We will further require the following spatial variation estimate for the frequency, with control
in terms of frequency pinching.

Lemma 10.3. Let T be as in Theorem 8.4, let v € & and k € N. Let x1,220 € B1 N My,
yi = = +vFz; and let d(xy, x2) < %kr, where r is such that

8yt < < AP
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Then there exists C = C(m,n,Q,~,n) > 0 such that for any z1,z9 € [x1,z2], we have

L x (Zl, 7%) — Lk (2’2, 7%)‘

< 0 [ (winte k) (Wi kom)) i ()] 2,

r

To prove Lemma 10.3, we need the following spatial variational identities for D, 1, L, j and
H, .

Lemma 10.4. Suppose that T is as in Theorem 8.4, let x € & and let k € N. Let v be
a continuous vector field on My . For any w € My N By and any ny < r < 2, letting
v (2) = Vd(w, z), we have

(10.5)
D p(unr) = =2 [0 (A ) S0 (Ve 2). 0N (2 a2
(10.6) io( T 1D;k(w,r),
(10.7)
ot =23 [ s g (222 0, (N o), (Neai2 a7 ),
(10.8)

190 (w,7)] < Cmy/ 2ol oo (Hy g (w, )0, Dy o (w, 1) /2
Proof. The proof of (10.5) and (10.7) can be found in [DLS23a, Lemma 11.4]. To see the
validity of (10.8) omitting dependency on x, k for simplicity, we simply write

DD EIa 1 [ DN NG ANG dateaf (M8 ) T ) gy,

r
=1 =1

Combining with an application of Cauchy-Schwarz, this in turn yields the estimate
0 L(w, )| < Clldw]lco._, @y vllco (H H{(w, )9, D(w,r))"/?.
Recalling (2.6), the conclusion follows immediately. O

Proof of Lemma 10.3. The majority of the proof follows in the same way as that of [DLS23b,
Lemma 5.4] (cf. [DLS23b, Lemma 11.3]), but due to the additional error terms present when
T is semicalibrated, we repeat the full argument here.

We will as usual omit dependency on z, k for all objects. Let x1,x2 be as in the statement
of the lemma and let w lie in the geodesic segment [z1,x2] C M. Given a continuous vector
field v on M and p € (81, 1], we have

p(0.D(w, p) + O, L(w,p)) 1w, p)d,H(w, p)
H(w, p) H(w, p)
Let i, be the measure on M with density

|\Vd(w, 2)| ,, (d(w,2)
d(w, z) d)( T

dl(w, p) =

dh(z) = — ) ()
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Now let

Vd(w, z d(w, z
Vd(w,2)]  |Vd(w, 2)]|

and choose v to be the vector field

vy (2),

Vd(z1, 2)
Vd(x1, )|

Applying Lemma 10.4 with this choice of v and exploiting the estimates of Lemma 9.6, for
each p=ry =% ¢ (87]’y, 1] we have

I(w, p)
dI(w, p) = Fw ) / Z Aoy Niy Oy Ny djiey H(w,p)/ |Vd(w |Z@N1,N>duw

+ le/QpQH(w, p)"V2(9,D(w, p))/? + Cmipr.

v(z) = d(z1, z2)

Now observe that v parameterizes the geodesic line segment [r1,x2] C M. Thus,
Vd(zy,2) Vd(za, 2)

|Vd(x1, z)]| |Vd(z2, 2)|
= Op,, Ni(2) — Oy, Ni(2)

= (8,7le1~(2) —I(xy,d(z1, z))Ni(z)) — (87712 N;(z) — I(z2, d(x, z))Ni(z))

OyNi(z) = d(z1, 2) DN;(z) — d(x2,2) DN;(2)

¢=:‘3r1,i =2,
+ I(wy,d(21, 2)) — L(x2, d(x2, 2)) Ni(2).
:=&3

Combining this with the above calculation and once again the estimates in Lemma 9.6, we
therefore obtain

O I(w, p) Ny, E1i — E2i) dppy —

w, )Y (i = Exiy Ni)dpay

2
+/ &S (8, Ny, N;) —
) o & 2

+Cm! 2 p"H(w, p)/*(9,D(w, p))l/2 +Cm

2
= m /M Z@WN@', 51,1’ - 52,2’>de
2E3
* Hw (/ Z Oy, Niy NiYdpw — pD(w, p))

+Cm* 74I(w, p).

NN Y INiPdp

|Z Nlagl’t g2z>d/lw

where in the last inequality, we have used that 9,D(p) < 1D(p) and (9.3). Recalling that we
aim to control the spatial frequency variation in terms of frequency pinching at the endpoints
1 and xo, let us rewrite & in the following form:

&3 < | (w1, d(z1,2)) — Wz, p)) | + | Lz, p) — (w2, p)) | + [ (K22, p) — L(w2, d(22,2))) |
= W;ykd(xl,z) (y1) + W§kd(m2,z) (y2) + |I(x1, p) — I(:L‘Q, p)|
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Combining this with the Cauchy-Schwartz inequality and the estimates in Lemma 9.6, we have

12 1/2
1 I(w, p)
2 2 2 :
0l(w.p) < C| [ 321048 + 16l dﬂ‘“’] Fi(w, ) [/ 2o NPy 4 g,
I(xl,p) - I(x27p)|
+ Cm 1+”/4’ D(w, p) + |L(w,
p H(w.p) (D(w, p) + [L(w, p)|)
k
WD gy 4w, (y2)
+ Ompi A2 T2 (D(w, p) + |L(w,
p H(w ) (D(w, p) + [L(w, p)|)
+Cm74p74
1/2 1/2
1 I(w, p)
2 2 2 :
<C /Z(Wlﬂ *1824l%) duw] H(w, p) [/Zw oMb | S, o7

+Cmp (‘I(xl, p) = Wwa, p)| + W 42 (yy) 4 Wy (y2)>
+ Cm4 p’Y4
Applying Proposition 10.2, for £ = 1,2 we further have

e g = [ St e (22 ey

< CH(zy, 2p)(W4f8(yg) +mp™).

r

Together with the doubling estimate (9.7) (which applies since d(zy, w) < p) and the uniform
upper frequency bound (9.3), we thus obtain the estimate

T T

9uI(w,p) < C [(W4fs(y1) +m Y)Y (W (y2) + m”“p”“)l/ﬂ +CmYph,
<C [Wg’"(yl)l/g + W (y2)' 2|+ Cm 20,

Integrating this inequality over the geodesic segment [z1, zo] C M, the proof is complete.
O

11. QUANTITATIVE SPINE SPLITTING

Following the notation of [DL.S23b], for a finite set of points X = {zg,...,x} we let V(X)
denote the affine subspace given by
V(X) :=x0 + span ({z1 — xo, ..., Tk — To}) -
We recall the following quantitative notions of linear independence and spanning, first introduced
in [DLMSV18].

Definition 11.1. We say that a set X = {zo,z1,...,2;} C B;(w) is pr-linearly independent
if

d(zi, V({zo,...,xiz1})) > pr foralli=1,...,k
We say that a set F' C B,.(w) pr-spans a k-dimensional affine subspace V' if there is a pr-linearly
independent set of points X = {z;}¥_, C F such that V = V(X).

We have the following two quantitative splitting results (cf. [DLS23b, Section 6]).
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Lemma 11.2. Suppose that T is as in Theorem 8.4 and let p,p € (0,1], p € (n,1] be given
radii. There exists €* = €*(m,n,Q,v, K, p,p,p) > 0 such that for e4 < €*, the following
holds. Suppose that for some x € & and r € [’ka,fyk], there exists a collection of points
X = {x;}1"% € B,(z) NG satisfying the properties

o X is pr-linearly independent;

e the nearest points z; to x; such that v *(z — x) € M 1. satisfy

W2l (x,j(k), 2) < &*.
Then &N (B, \ B (V(X))) = 0.

Lemma 11.3. Suppose that T is as in Theorem 8.4, and let p,p € (0,1], p € (n,1] be given
radii. For any 6 > 0, there exists ' = et (m,n, Q,~, K, p, p, p,6) € (0,€*] such that for 4 < T,
the following holds. Suppose that for some x € & and r € [y*+1 +*], there exists a collection of
points X = {x; ?;02 C B, () N & satisfying the properties

o X is pr-linearly independent;

e the nearest points z; to z; such that v~ *(z; — x) € My, satisfy

2r .
Wi (@, j(k), zi) < el

Then for each (1,2 € By(z) N B+, (V(X)) and each pair of radii r1,72 € [p,1], letting w;
denote the nearest point to fy_k(Cj — x) that belongs to My 1, the following estimate holds:

|Ia:,k(wla Tl) - Ix,k(wQa 7"2)| < d.

Given the compactness argument in Section 2.1, the proof of both Lemma 11.2 and Lemma
11.3 follows in exactly the same way as that of [D1.S23b, Lemma 6.2, Lemma 6.3] respectively.
We therefore omit the arguments here.

12. JONES’ B3 CONTROL AND RECTIFIABILITY

In this section, we combine all of the previous estimates of the preceding sections in this
part, in order to gain control on Jones’ 3y coefficients associated to the measure H™ 2L &,
providing a quantitative L?-flatness control on the flat density Q singularities of 7" with degree
strictly larger than 1.

We begin by recalling the following definition.

Definition 12.1. Given a Radon measure 1 on R™*" we define the (m — 2)-dimensional
Jones’ By coeflicient of u as

. 2
m—2 ) = inf —(m—2) (dlSt(y7L)> d
oy ~(@,7) in [T /B P p(y)

1/2

affine (m — 2)-planes L T

We have the following key estimate on ng 2 for a measure u supported on &.

Proposition 12.2. There exist ag = ag(m,n, Q) > 0, 1 = 7(m) € (0, %), E=¢é(m,n,Q,K) €
(0,'], C(m,n,Q, K) > 0 with the following property. Suppose that £4 € (0,€], n € (0,79] and
let T and & be as in Theorem 8.4. Suppose that u is a finite non-negative Radon measure with
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spt(p) C & and let g € &. Then for all v € (Sny*+1, +*] we have

185" 2 (wo,7/8)]> < Cr—(m=2) /B ( )Wf}g (20, ks P, (7)) dp(x)
r/8 zo

+Cm20 (M2 (B, g(0)).

With the estimates of Proposition 10.2, Lemma 9.6 and Lemma 10.3 at hand, the proof of
Proposition 12.2 follows by exactly the same reasoning as that of [DL.S23b, Proposition 7.2] (cf.
[DLS23b, Proposition 13.3]). We thus simply refer the reader to the argument therein.

12.1. Proof of Theorem 8.4. The proof of rectifiability and the content bound (8.4) follows
via the same procedure as that in [D1.S23b], crucially making use of Proposition 12.2, the
quantitative splitting results of Section 11 and the BV estimate of Proposition 9.2. Note that
in order to establish the rectifiability alone, one may make use of [DLF23] in place of the
rectifiable Reifenberg arguments of Naber-Valtorta, but this does not allow one to obtain the
Minkowski content bound (8.4). We do not include the details here.

Part 3. Points with singularity degree 1

In this part we conclude the proof of the main result of this work, Theorem 1.2, by showing
rectifiability of the remaining part of Fg(T), as well as the H™~2-uniqueness of tangent cones.
Namely, we prove Theorem 3.4. We follow the same outline as in [DLMS23]; a key preliminary
result is a decay theorem for the excess to (m — 2)-invariant cones formed from superpositions of
planes, whenever T is much closer to such a cone than any single plane, under the assumption
of no density gaps for T" near the spines of such cones. Before coming to the statement of this
theorem, let us first recall some notation introduced in [DLMS23]. We begin by defining the
cones of interest. As done in the other parts, we will merely point out the differences with loc.
cit, and explain the changes needed.

Definition 12.3. Let Q > 2 be a fixed integer. We denote by ¢ (Q) those subsets of R™*"
which are unions of 1 < N < @ m-dimensional planes (affine subspaces) 71, ..., 7y for which
7; N 7; is the same (m — 2)-dimensional plane V for every pair of indices (i, j) with ¢ < j.

We will use the notation & for the subset of those elements of %' (Q)) which consist of a single
plane; namely, with N = 1. For S € ¥(Q) \ &, the (m — 2)-dimensional plane V' described in
(i) above is referred to as the spine of S and will often be denoted by V (S).

Let us now recall the conical L? height excess between T and elements in %'(Q).
Definition 12.4. Given a ball B,(q) C R™™™ and a cone S € €(Q), the one-sided conical L?
height excess of T relative to S in B,(q), denoted E(T, S, B, (q)), is defined by

. 1 .
E<TﬂS7BT(Q)) = e dlstg(p,S) dHTH(p)
T JB.()

At the risk of abusing notation, we further define the corresponding reverse one-sided excess as

1
rm+2

E(S,T,B,(q) := dist?(z,spt (1)) dH™(z),

/Br(q)ﬂS\Bar(V(S))

where a = a(Q, m) is a geometric constant, to be determined later (see the discussion preceding
Remark 14.3). The two-sided conical L? height excess is then defined by

E(T,S,B,(q)) := E(T,S,B,(q)) + E(S, T, B,(q)) .
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We finally recall the notion of planar L? height excess, is given by
E’(T.B,(q)) = min E(T,7,B,(q)).
T€Z(q)

We may now state our key excess decay theorem. This is based on the excess decay theorem
[Sim93, Lemma 1], but in the latter, there is a built-in multiplicity one assumption, ruling out
branch point singularities a priori. Such a decay theorem was more recently proven in [Wicl4]
(see Section 13 therein and also [KW17, Lemma 5.6 and Lemma 12.1] and [MW24, Theorem
3.1]) in a higher multiplicity setting for stable minimal hypersurfaces, but in codimension 1,
where one has a sheeting theorem. On the other hand, our version of this theorem is both
in a higher multiplicity and higher codimension setting, thus requiring new techniques as in
[DLMS23] that overcome the lack of sheeting.

Throughout this part, we will often work with error terms involving the quantity ||dw/||co,
where w is as in Assumption 2.2. Thus, for the purpose of convenience, we will henceforth use
the notation

Q= [ldwlcom, m)-
Theorem 12.5 (Fine Excess Decay Theorem). Let 3 = %2, for the positive parameter
09 fized as in [Spol9] (c¢f. Parts 1 and 2). For every Q,m,n, and ¢ > 0, there are positive
constants g = €9(Q,m,n,s) < %, ro = 10(Q,m,n,s) < % and C = C(Q, m,n) > 0 with the
following property. Assume that

(i) T and w are as in Assumption 2.1;
(it) [7(B1) < (Q + 5)wm;
(iii) There is S € €(Q) \ & such that
(12.1) E(T,S,B) < e2E(T,B1)
and
(12.2) B, (§)N{p:0(T,p) 2@} #0 Ve V(S)NBys;
(iv) Q%7293 < 2R(T,S/,By) for any S’ € €(Q).
Then there is a S' € €(Q) \ & such that
(a) E(T,S",B,,) <<E(T,S,B;)

/
(b) E(T,S,B,,) < 2gIE(T,S,Bl)
Er(T,B,,) Er(T,B)

(c) dist>(S'NBy,SNB;) < CE(T,S,B))

| E(T,S,B1)
d) dist*(V(S)NBy, V(S)NBy) < C— = .
(@) dist(V(8) 1 B, VS) 0By < Cenel
With Theorem 12.5 at hand, the conclusion of Theorem 3.4 follows by combining it with a
covering procedure analogous to the one in [Sim93]; see [DLMS23, Section 14] for the details.

12.2. Outline of proof of Theorem 12.5. The proof of Theorem 12.5 follows the same
outline as that of [DL.MS23, Theorem 2.5]. We first establish an L? — L® height bound and tilt
excess estimate, analogous to [DLMS23, Theorem 3.2]. However, all instances of A in the error
terms are replaced by € and Q7% in the height bound and tilt excess estimate respectively.
This will be done in Section 13. In Section 14 we then use the height bound to verify that the
graphical parameterization results of [DLMS23, Section 8] relative to balanced cones in €(Q)



SINGULARITIES AND TANGENT CONES FOR SEMICALIBRATED CURRENTS 35

(see Definition 14.1) still hold true when 7T is semicalibrated, again with A replaced by Q%
in the errors. In Section 15 we provide the analogues of the cone balancing results of [DLMS23,
Section 9], which are required in order to guarantee the hypotheses on the cones S € € (Q)
in order to build the graphical parameterizations of the preceding section. In Section 16 we
then verify that the Simon estimates at the spine [DLMS23, Section 11] remain valid; the key
difference is again the fact that all appearances of A in the errors become Q'~%. In Section 17,
we conclude with a final blow-up procedure, analogous to that in [DLMS23, Section 13].

13. L2 — [*° HEIGHT BOUND

In this section we establish Allard-type tilt-excess and L estimates relative to disjoint
collections of parallel planes, analogous to those in [DLMS23, Part 1], but for the class of
semicalibrated currents. For the remainder of this section, we make the following additional
assumption.

Assumption 13.1. @, m > 3, n > 2 are fixed positive integers. 1" and w are as in Assumption
2.2. For some oriented m-dimensional plane mp = R™ x {0} C R™*™ passing through the origin
and some positive integer ), we have

(pwo)ﬁTLC2 = Q[[B2]] )
and | T(Ca) < (Q + 3)wm2™.

The main result of this section is the following (note that a scaling argument gives the
corresponding estimates for arbitrary centers and scales).

Theorem 13.2 (LoiO and Tilt-Excess Estimates). For every 1 <r <2, Q, and N, there is
a positive constant C = C(Q, m,n, N,r) > 0 with the following property. Suppose that T, w and

my are as in Assumption 13.1, let p1,...,pN € 7r0L be distinct points, and set 7w =, pi + mo.
Let
(13.1) E ::/ dist?(p, ) d||T||(p) .
Co
Then
(13.2) E(T,C,,m) < C(E + Q?)
and, if £ <1,
(13.3) spt(T) N C, C {p: dist(p,w) < C(EY? + Q' %)} .

A consequence of Theorem 13.2 is the following, which replaces [DLMS23, Corollary 3.3].

Corollary 13.3. Let N be a positive integer. There is a positive constant 6 = §(Q, m,n, N)
with the following properties. Assume that:
(i) T and w are as in Assumption 2.2, and for some positive r < i and q € spt(T) N By
we have
e T Cy(q) =0;
® (Pro)tTLCur(q) = Q[Bur(q)];
o [IT1(C2:(q)) < win(@ + 3)(2r)™;
(iii) p1,...,pn € R™™ are distinct points with pr,(pi) = q and 3 := min{|p; — p;| : i < j};
(iv) 71,..., 7N are oriented planes passing through the origin with

(13.4) 7 1= max |m; — mo| < dmin{l,r s} ;
(2
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(v) Upon setting = = J,(pi + m;), we have

(13.5) (rQ)* + (27“)_7”_2/ dist?(p, w)d||T|| < 6* min{1,r 25?}.
Car(q)
Then T'L C,(q) = Zf\il T; where
(a) Fach T; is an integral current with 0T; L C,(q) = 0;
(b) dist(g, ) = dist(q, p; + m;) for each q € spt(T;);
(€) (Pro)tTi = Qi[Br(q)] for some non-negative integer Q;.
The proof of Corollary 13.3 follows verbatim the one of [DLMS23, Corollary 3.3], replacing
[DLS16a, Lemma 1.6] with [Spol9, Lemma 2.2].
We now recall the notion of non-oriented tilt-excess, previously introduced in [DLHMS20,
DLMS23]. More precisely, given an m-dimensional plane 7 and a cylinder C = C,.(g, 7), recall
that the non-oriented tilt excess is given by

1

2wy, ™

(13.6) E(2.C)i= 5 [ e~ pel a2

C
where T'(x) denotes the (approximate) tangent plane to 7" at x. Note that here, neither plane
is oriented for the projections. In particular, we have E"°(T,C) < CE(T, C). In contrast, the
reverse inequality is more subtle due to possible cancellation phenomena. Nonetheless, we have
the following for semicalibrated currents.

Proposition 13.4. For every 1 < r < 2 there is a constant C = C(Q, m,n,r) such that, if T,
and w are as in Assumption 13.1, then

(13.7) E(T,C,) < C(E™(T,Cs) + Q?).

The proof of this follows that of [DLMS23, Proposition 4.1] (see also [DLHMS20, Theorem
16.1]), replacing the height bound [DLS16a, Theorem A.1] with [Spol9, Theorem 1.4] in the
case in which the supports of the currents are not equibounded. Furthermore, instead of
Almgren’s strong Lipschitz approximation for area-minimizing integral currents, we invoke
its variant [DLSS18, Theorem 1.4] for Q2-minimal currents (see Definition 1.1 therein). One
can then refine the approximation in the same way to deduce the desired contradiction, and
conclude the proof.

In the case N = 1, the conclusions of Theorem 13.2 are given by Allard’s tilt excess estimate
for varifolds with bounded generalized mean curvature (see [DL.18, Proposition 4.1]), together
with [Spol9, Lemma 1.7]. It suffices to verify that the generalized mean curvature of T' can be
controlled uniformly by €, which indeed is the case by the following reasoning. Recall that T
satisfies the first variation identity (2.3) for any test vector field x € C2°(Bg /m; R™™). Thus,
after applying the Riesz Representation Theorem, we infer

—/x-ﬁTdHTll =T(dwl x) = /<dex,f>d||T|| < HdWIlco/lxldllTll-

Taking the supremum in the above, and recalling the definition of L° norm in terms of its dual
L' norm (both with respect to the local Radon measure ||T'||), we deduce that the generalized
mean curvature vector Hp of T satisfies the estimate

(13.8) [H7 || oo (B4 i Iy < ldwllcomy m) = 2

Note that the error term in the latter is indeed quadratic in €2, unlike Theorem 1.5 therein. In
addition, note that [Spol9, Lemma 1.7] does not require any smallness on the tilt excess.
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Proposition 13.5 (N =1 case of Theorem 13.2). Theorem 13.2 holds when N =1, for
any Q and N.

The remainder of this section is dedicated to the proof of Theorem 13.2. First of all, observe
that the results of [DLMS23, Section 4.4], handling the proof of Theorem 13.2 in the case
where the planes in 7 are well-separated, remain valid when T is semicalibrated. Indeed,
they are all either reliant on the following variant of [DL.MS23, Lemma 4.7], or are proven by
analogous reasoning to it.

Lemma 13.6. For every 1 <7 < 2 there is a constant o9 = 02(Q, m,n,2 —7) > 0 with the
following property. Let T and w be as in Assumption 13.1, suppose that p1,...,pN € 773- are
distinct points, and let 7 = |, p; + mo. Assume that E is as in (13.1), let H := min{|p; — p;| :
i # j} and suppose that

(13.9) E <oy and H>1.
Then
(13.10) spt (T) N Cr C {q : dist(q,7) < £},

and, in particular, all the conclusions of Theorem 13.2 hold in Cs.

We defer the reader to [DLMS23] for the proof of this, which remains completely unchanged
in the setting herein, in light of the almost-monotonicity of mass ratios that holds for all
almost-minimizing currents (see, for instance, [DLSS17b, Proposition 2.1]).

As in [DLMS23], we then prove the estimates (13.2) and (13.3) separately. For the former,
we need two approximate estimates on the oriented tilt-excess; [DLMS23, Lemma 5.1] and
[DL.MS23, Proposition 5.2], but rewritten for a semicalibrated current in R™*" in which case
the all instances of A are replaced with 2. More precisely, the former estimate reads as follows.

Lemma 13.7. For every pair of radii 1 <r < R < 2 there are constants C = C(Q, m,n, R —
r) >0 and v = v(Q, m,n) > 0 such that the following holds. Let T and w be as in Assumption
13.1 and let w, E, H be as in Lemma 15.6. Then

_ _( E\" _
(13.11) E(T,C,) < C(E+ 02 +C <H2> E(T,Cgr) + CE(T,Cr)'.

Observe that the majority of the proof of [DLMS23, Lemma 5.1] is in fact written for
currents with bounded generalized mean curvature with || Hrp|[z~ < CA, where A is the second
fundamental form of the ambient Riemannian manifold. Thus, armed instead with the estimate
(13.8) (which allows us to replace A% by Q2) and replacing the use of Almgren’s strong excess
estimate with [DLSS18, Theorem 4.1] we are able to follow the proof verbatim, obtaining the
desired estimate (13.11). Note that, analogously to [DLMS23], we may indeed apply [DLSSI8,
Theorem 4.1] since we may assume that the tilt excess E(T, C,,) falls below the threshold e€9;
therein, for r9 = 21%% as in the proof of [DLMS23, Lemma 5.1]. Indeed, the reasoning for this
remains unchanged, given Lemma 13.6 (in place of [DLMS23, Lemma 4.7]). The estimate of
Lemma 13.7 in turn yields the following bootstrapped estimate, under the assumption that F
is sufficiently small relative to the minimal separation of the planes in 7r, which is the analogue
of [DLMS23, Proposition 5.2].

Proposition 13.8. For every pair of scales 1 < r < ro < 2, there are constants C =
C(Q,m,n,N,rg —r,2 —rg) >0 and o4 = 04(Q, m,n, N, 19 — 1,2 — 1) > 0 with the following
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properties. Let T and w be as in Assumption 18.1 and let w, E, H be as in Lemma 13.6. If in
addition we have

(13.12) E < oymin{H? 1},
then
_ ([ E
(13.13) E(T,C,) <C(E+Q*) +C <H2> E(T,C,,).

Observe that the proof of Proposition 13.8 remains unchanged, given Lemma 13.7, Proposition
13.5 and the semicalibrated analogues of the results from [DLMS23, Section 4.4] (recall the
discussion above regarding the latter).

13.1. Tilt excess estimate. Given Proposition 13.8 and the combinatorial lemmas of
[DLMS23, Section 4.3], the tilt excess estimate (13.2) of Theorem 13.2 follows exactly as in
[DLMS23, Section 5.3].

13.2. L? — L™ height bound. Following [DL.MS23], the proof of the L>-bound (13.3) is
proven by induction on N, relying on the validity of the tilt excess estimate (13.2) that we
have just established.

Proposition 13.9. Let N > 2 and suppose that (13.3) holds for any N' < N — 1 and any
Q' < Q. Then it holds for N and Q.

The key to the proof of Proposition 13.9 is the following adaptation of [DLMS23, Lemma
6.2] to the semicalibrated setting.

Lemma 13.10. There are constants pg = po(m,n,Q) > 0 and C = C(Q, m,n) > 0 such
that, for every fixed 0 < p < po, there are o5 = 05(Q, m,n,N,p) € (0,1] and 0 < By =
Bo(Q,m) < 1 such that the following holds. Assume T, E, and 7 are as in Theorem 13.2 with
P ={py,...,pN} and that

(13.14) E+ Q2723 < gy,
Then there is another set of points P’ := {q1,...,qn'} with N' < Q such that:

(A) dist(qs, P) < C(E 4 Q*293)1/2 for each i;
(B) If we set 7' := J(q; + m0), then

(13.15) / dist(z, ') d|| T||(z) < p™ 20 (B + 02-265),
Cap

Given Lemma 13.10, Proposition 13.5, the combinatorial lemma [DLMS23, Lemma 4.5]
and [DLMS23, Lemma 4.9], the proof of Proposition 13.9 follows exactly by exactly the same
reasoning as that in [DLMS23], so we omit this concluding argument here. Observe that
the semicalibrated analogue of [DLMS23, Lemma 4.9] follows by making the same minor
modifications to the proof as those in Lemma 13.6; see the discussion there for more details.

The main difference in the proof of Lemma 13.10 relative to its counterpart in the area-
minimizing setting is the application of [DLSS18, Theorem 3.1], which yields a nearby harmonic
approximation for a given strong Lipschitz approximation to 7" as given by [DLSS18, Theorem
1.4]. To apply the former, instead of checking the hypothesis A < El/4+0 (as is done in the
area-minimizing case), we need to make sure that < 823E1/ 2 for the geometric constant €93
therein (with 7; fixed appropriately). We thus need to amend the case analysis within the
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proof of Lemma 13.10 accordingly, and so we provide an outline of the proof here, for the
benefit of the reader.

Proof of Lemma 13.10. As in [DLMS23, Lemma 6.2], we divide the proof in two cases, only
here it will be based on the relative sizes of E := E(T, C1) and Q2. Note that now we have
the validity of the tilt-excess estimate (13.2), i.e. E < C(E + 92). Thus, for o5 small enough
(depending on @, m,n), we may assume that E < 91, where e9; is as in [DLSS18, Theorem
1.4], allowing us to obtain a map f : By4(0,m) — Ag(mg) satisfying

(i) Lip (f) < CEP < C(E + Q%)

(i) There is a closed set K C By, with H™(K) < 3H™(By4) such that GyL(K x R") =

TL(K x R") and

ITI((Bija \ K) x R") < C(E + Q)P < C(B + Q)7

C
where C' = C(Q,m,n), B = B(Q,m,n) € (0,5) and we have used (13.2) to obtain the
estimates in terms of . This in turn yields

(13.16) / IDfP < c/ IDfP + C(E + Q2)1+5
Bl/4 K

(13.17) <CE+C(E+M)HP <C(E+Q?).

Fix pp € (0, %) to be determined at the end of Case 1 below, and fix p € (0, po] arbitrarily.
Fix 11, also to be determined at the end of Case 1 (dependent on @, m,n, p). Let 235 denote
the parameter of [DLSS18, Theorem 3.1], applied in C; with this n; and the map f above
taken to be the EA-approximation therein. Note that, in particular, ea3 depends on 7; and thus
on p. We may take o5 even smaller such that that E < e93 (now additionally depending on p).

Case 1: Q2 < e93(p)E.

Applying [DLSS18, Theorem 3.1] as mentioned above, we obtain a Dir-minimizer g :
B1/4(0,m0) — Ag(mg) satisfying

G(f,9)? < mwnE;
By

/ Dgl? < C(E + Q).
By

We then proceed as in [DLMS23, Proof of Lemma 6.2, Case 1], letting ¢; := ¢;(0), where g;
are the distinct functions in a selection for g (possibly with multiplicities) and propagating the
decay coming from the a-Holder regularity of this Dir-minimizer g to 7. This choice of g;
satisfy the desired estimate (A), and we further arrive at the final estimate

/ dist?(z, 7') d||T||(z) < Col(E 4 Q%) + Cmi(E + Q%) + Cp™ 2 (E 4+ Q?),
Cop
where C' = C(Q, m,n). Note that a = a(Q, m) and let 5y = §. Now choose py < (3C)é and

1
m+2p3 . . . m+280 \ 3 . .
m <L 3+C % Given this choice of 71, we may now further take o5 < (p ;C 0) ” . This yields

the estimate (B), therefore completing the proof in this case. Note that we are now fixing this
choice of 11(p), and therefore also fixing £93(p), throughout this proof.
Case 2: Q% > e93(p)E
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In this case, we use the estimate (13.16) combined with the assumption, to obtain

/ |Df|2 <CE+CE+ 92)1+5 < C(E+ QQ+25) < 062—32052)63Q2—263 ‘
By

Combining this with the Poincaré inequality for Q-valued functions, and Holder’s inequality,
we infer

(13.18) G(f,Y) < Ceqto0?2%

By
for some point Y = Y. Q;[¢;] € Ag, where the g; are distinct. Setting 7" := J,(¢; + m0) and
combining (13.18) with (ii) and [DLMS23, Lemma 4.8] (which, as previously remarked, remains
valid here, since merely almost-monotonicity of mass ratios in place of monotonicity suffices)
we thus have

| dist o m) dIT (@) < Cofod 022004 T)((Buya \ K) x BY) < Oyt o,
2p

where K C By is the closed set over which T over which T is graphical, as in [DLSS18,

1
2 m—+208 55
Theorem 1.4]. In particular, for fy fixed as in Case 1, we may choose o5 < (%) 23

/ dist2(z, ) d|T|(z) < pm+2Po2=26
Csp
This proves conclusion (B) of the lemma, in this case. Given (13.18), the proof of (A) in this
regime follows in the same way as in [DLMS23, Lemma 6.2]. O

Remark 13.11. Note that Lemma 13.10 is the reason behind the fact that we have Q%~2% in
our error estimates in Theorem 13.2, and thus throughout the majority of Part 3, rather than
2. Indeed, notice that Case 2 in the proof above requires the tilt excess of T' to be sufficiently
small relative to the relevant power of €2; this cannot be ensured if such a power is quadratic.
However, at the cost of decreasing this power slightly, we obtain the desired conclusion.

14. GRAPHICAL APPROXIMATIONS

Given Theorem 13.2, the graphical approximation results of [DLMS23, Section 8] relative
to a balanced cone follow immediately, after merely replacing any application of Almgren’s
strong Lipschitz approximation [DL.S14, Theorem 1.4] with its semicalibrated variant [DLSS18,
Theorem 1.4]. We provide the main conclusions here, for clarity.

Let us begin by recalling the notions of Morgan angles and M -balanced cones, which are key
for the results in this section.

Definition 14.1. Given two m-dimensional linear subspaces «, 3 of R™™" whose intersection
has dimension m — 2, we consider the two positive eigenvalues A\; < A9 of the quadratic form
Q1 : a — R given by Q;(v) := dist?(v, ). The Morgan angles of the pair o and S are the
numbers 0;(c, §) := arcsiny/\; for i = 1, 2.

Let M > 1, N € N. Wesay that S= a1 U---Uay € €(Q) is M -balanced if for every i # j,
the inequality

(14.1) 02(%,0@) S Mﬁl(ai,aj)

holds for the two Morgan angles of the pair «;, a;.
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Furthermore, for S = a1 U---Uay € €(Q), recall the following notation for the minimal
separation between the planes in S:
(14.2) o(S) = | Jmin o dist(o; N B1, 05 N By).
We additionally recall the layering subdivision of [DLMS23, Lemma 8.3]. More precisely,
we apply [DLMS23, Lemma 8.3] with a parameter 6, to be fixed in Assumption 14.2 below,
in place of § therein. This yields a family of sub-cones S = Sy 2 S; 2 --- 2 S, where Sy
consists of the union of the planes a; with ¢ € I(k) for the set of indices I(k) therein. We then
distinguish two cases:
(a) if max;jey(q) dist(a; N By, a; N By) < &, we define an additional cone S.41 consisting
of a single plane, given by the smallest index in I(k) and we set & := k + 1 and
I(R) := {minI(k)};
(b) otherwise, we select no smaller cone and set & := k.
In this section, we work with the following underlying assumption.

Assumption 14.2. Suppose T and w are as in Assumption 2.1 and ||T[|(B4) < 4™(Q + 3 )wpn,.
Suppose S=ay U---Uay € €(Q) \ & is M-balanced, where M > 1 is a given fixed constant.

Firstly, we denote by 0* the minimum of the parameters ¢ needed to ensure that the
semicalibrated versions (in ambient space R™1") of [DLMS23, Lemma 8.5, Proposition 8.6,
Lemma 8.7, Proposition 8.8] are applicable to all the cones Si, k € {0,1,...,k}; note that
all the Sy are M-balanced by construction and that therefore 6* = 6*(m,n,Q, M) > 0.
Subsequently, we fix a parameter 7 = 7(m,n,Q, M) > 0 smaller than ¢§* for the small constant
¢ =c(m,n,Q) > 0 determined by [DLMS23, Lemma 8.13] (with 7 = n and ¥ = R™*"); note
that this constant remains completely unchanged in the setting herein.

We then fix the parameter J smaller than c7 for this same constant ¢; so 6 = 6(m,n, Q, M) > 0.
In particular, § < 6*. Finally, ¢ = e(m,n,Q,d*,5,7) > 0 is determined in Proposition 14.4
below, and will be smaller than both ¢§ for the same parameter ¢ above, and the parameter € of
[DLMS23, Lemma 8.7]. Note that ¢ is implicitly additionally dependent on the two parameters
o, of Proposition 14.4, which are fixed arbitrarily. We assume that {O(T,-) > Q} N B.(0) #
and suppose that

(14.3) E(T,S,By) + Q¥ 2% < 24(8)?,
where E(7,S,By) is defined as in Definition 12.4.

14.1. Whitney decomposition. We recall here the main aspects of the Whitney decomposition
of [DLMS23, Section 8.5.1] and the associated notation. We refer the reader therein for more
details, including figures illustrating the decomposition and associated regions in the ambient
space.
Let S=a1U---Uayn € €(S). Let Ly be the closed cube in V = V(S) with side-length
2__ centered at 0 and let R be the rotationally invariant (around V) region given by

vVm—2
(14.4) R:={p:pv(p) € Lo and 0 < [py.(p)| < 1}.

We recall here that we are assuming m > 3 (cf. Assumption 2.1); note that this is the only
reason why such a restriction is necessary.
For every ¢ € N denote by G, the collection of (m — 2)-dimensional cubes in the spine V'

obtained by subdividing Lo into 2¢™2) cubes of side-length \/Zi and we let G = J, Go.

m—2’

We write L for a cube in G, so L € G, for some £ € N. When we want to emphasize the
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dependence of the integer ¢ on L we will write £(L). We use the standard terminology parent,
child, ancestor, descendant to describe relations of cubes; see [DLMS23] for details. For every
L € Gy we let

R(L):={p:pv(p) € L and 21 < Ipyi(p)] < 2_Z}.

For each L € G, we let y, € V be its center and denote by B(L) the ball By, vz (yr) (in
R™*") and by B*(L) the set B(L) \ B, 9-uw)(V), where p, is as in [DLMS23, Lemma 8.7].
We identify three mutually dijoint subfamilies of cubes in G; outer cubes, central cubes and
inner cubes, defined precisely in [DLMS23, Definition 8.12]. These families of cubes will be
denoted by G°, G¢, and G, respectively. By construction, any cube L € G is either an outer
cube, or a central cube, or an inner cube, or a descendant of inner cube. We in turn define
three subregions of R:

e The outer region, denoted R°, is the union of R(L) for L varying over elements of G°.

e The central region, denoted R, is the union of R(L) for L varying over elements of G°.

e Finally, the inner region, denoted R™, is the union of R(L) for L ranging over the
elements of G which are neither outer nor central cubes.

For every i € {1,..., N} we further define

R = |J Liza;n |J R(L)

Lege Lege

and let Q; := Qr,-

We refer the reader to [DLMS23, Lemma 8.10, Lemma 8.13] for key properties about the
Whitney cubes and the conical excess of T' associated to each of them; the conclusions remain
unchanged herein.

Observe that the results of [DLMS23, Section 8.5.4] remain valid here also, with all instances
of A replaced by Q7% in the estimates, given the conclusions of Theorem 13.2. In particular,
note that the choice of a(@,m) is determined by [DLMS23, Lemma 8.7], with the proof and the
constant p,(Q,m) remaining unchanged herein; namely, a(Q,m) = &. Indeed, the compactness
procedure therein still yields a limiting area-minimizing current in this setting, since
converges to zero along the sequence, and thus we may proceed to exploit the monotonicity of
mass ratios in the same way. Since such a compactness will be exploited numerous times in the
following sections, we elaborate on it in the following remark, which we will refer back to.

Remark 14.3. We make a note on a procedure that will be often used in the rest of the
article. When proving some statements, for instance the crude splitting lemma building up to
Proposition 14.4 above and Proposition 15.2 below, we argue by contradiction. In particular,
we consider a sequence of currents T}, semicalibrated by forms wg, and extract a converging
subsequence limiting to a certain T, (a valid procedure under our standing hypothesis, e.g.
mass bounds on the T}’s). As written, we have no hope to obtain further information on the
limit T,. However, in all the statement we will prove, we will also have the corresponding €
converging to zero, whence allowing us to deduce that T, is area-minimizing, and proceed as
in the relevant proofs of [DLMS23].

The final conclusion of the results in [DLMS23, Section 8], rewritten for a semicalibrated
current 7' is the following, which is the analogue of [DLMS23, Proposition 8.18 & Proposition
8.19].
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Proposition 14.4 (Coherent outer approximation and final blowup). Let T, w and
S=aU---Uapn be as in Assumption 14.2. Then, for every o,¢ > 0 there are constants
C = C(m,n,Q,6*,7,6) > 0 and ¢ = e(m,n,Q,0%,7,5,0,5) > 0 such that the following
properties hold.
(i) R\ B,(V) is contained in the outer region R°.
(ii) There are Lipschitz multi-valued maps u; : R — Ag,(a;") and closed subsets K;(L) C
L; satisfying

Toil pal (KAL) = Gu,Lpsl (Ri(L) VL €@,
as well as the estimates [DL.MS23, Proposition 8.18, (8.49)-(8.51)], and

(14.5) / |Du;|? < Co2E(T, S, By) + CQ* 2% |
R;

for Ri := (R\ B;(V)) Nay.
(iii) If additionally Q*~2% < 2E(T,S,By) and we set v; := B(T,S,By)~"/?u;, then there
is a map w; : R; — Ag,(ai") which is Dir-minimizing and such that

(14.6) dy12(vi, wi) <,

where dy1.2 is the W2 distance between Q-valued maps; see for instance [DLS11] for
a definition.

Note that in order to obtain the conclusion (iii) of Proposition 14.4, we apply [DLSS18,
Theorem 3.1] in place of [DLS14, Theorem 2.6], which is used to establish this conclusion when
T is area-minimizing.

15. CONE BALANCING

In this section, we observe that all of the results of [DLMS23, Section 9] remain valid in the
case when T is semicalibrated, with all instances of A replaced with Q7% This is again due
to an application of the height bound from Lemma 13.10 when proving Proposition 15.1 below
assuming Proposition 15.2. For the convenience of the reader, and since it will be useful for
the succeeding sections, we provide the statements here. First of all, we recall the minimal
separation o (S) (see (14.2)) between the planes within a given cone S = a3 U--- U ay as
introduced in the preceding section, as well as the maximal separation

u(S) = 1<€2%)§N dist(o; N By, N By).

Proposition 15.1 (Cone balancing). Assume that T and w are as in Assumption 2.1,
S=aU---Uay € €(Q). Then, there are constants M = M(Q,m,n) > 0 and gy =
£0(Q, m,n) > 0 with the following property. Assume that

(15.1) 0% 2% < 2R(T,S,B) < eiEP(T,B1).
Then there is a subset {i1,...,ix} C {1,...,N} with k > 2 such that, upon setting S’ =
i, U---Uay,, the following holds:
) S’ is M -balanced;
) E(Tv Slv Bl) < ME(T7 Sv Bl);
(c) dist’ (SN By, S’ NB;) < ME(T,S,By);
) M~'E?(T,B1) < u(S)? = p(S')* < ME?(T, By).
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The proof of Proposition 15.1 reduces to the validity of the following proposition, by exactly
the same reasoning as that in [DLMS23, Section 9], given that the crude approximation
[DLMS23, Proposition 8.6] remains valid in this setting with A replaced by 02202,

Proposition 15.2. Assume that T, w, and S are as in Proposition 15.1. Then there are
constants C' = C(m,n, N) and € = e(m,n, N) with the following property. If we additionally
have that

(15.2) N>2 and Q> 4 E(T,S,B)) <20(S)?,
then S is C-balanced.

To prove Proposition 15.2, one argues as in [DLMS23, Proof of Proposition 9.2], namely one
first proves a version of the proposition when p(S) and o (S) are comparable (see [DLMS23,
Proposition 9.3]) and arguing later by induction. The argument follows by contradiction,
assuming that the balancing assumption is failing along a sequence of semicalibrated currents
Ty, with associated semicalibration forms w; and cones Sj. Note that we have Qi_%i" < Eia(Sk)
with € | 0. Thus, we still obtain a limiting current T, that is area-minimizing (see Remark
14.3 for a similar argument) and supported in some S, € €(Q) \ < in the non-collapsed
case, i.e. when up to subsequence we have limy_,~, o(Sg) > 0. In light of the main result in
[Mor82] (see also [DLMS23, Lemma 7.5]), this contradicts the failure of balancing. Similarly,
in the collapsed case limg_,o, (S) = 0, the compactness argument in [DLMS23] still yields a
limiting Dir-minimizer (the domain of which depends on the case analysis therein), and thus
[DLMS23, Proposition 7.6] may be applied to contradict the failure of balancing.

16. ESTIMATES AT THE SPINE

This section is dedicated to the nonconcentration estimates for 7' near the spine of S, much
analogous to those in [DLMS23, Section 11], but appearing first in a multiplicity one setting in
the seminal work [Sim93] of Simon. Our underlying assumption throughout this section will be
the following.

Assumption 16.1. Suppose T and w are as in Assumption 2.1 and ||T[|(B4) < 4™(Q + L)wp,.
Suppose S = a1 U---Uay is a cone in (Q) \ & which is M-balanced, where M > 1 is
a given fixed constant, and let V denote the spine of S. For a sufficiently small constant
e =e(Q,m,n, M) smaller than the e-threshold in Assumption 14.2, whose choice will be fixed
by the statements of Theorem 16.2, Corollary 16.4, and Proposition 16.6 below, suppose that

(16.1) E(T,S,By) + Q%725 < 25(S)2.

Theorem 16.2 (Simon’s error and gradient estimates). Assume T, w, and S are as in
Assumption 16.1, suppose that ©(T,0) > Q, and set r = 3\/% Then there is a constant
C=C(Q,m,n,M) >0 and a choice of ¢ = e(Q,m,n, M) > 0 in Assumption 16.1 sufficiently
small such that

12 R
(16.2) /B |c|zq|m'+2 d|T]|(q) < C(9>2 1 B(T, S, By))

(16.3) / v o pAP T < (0> + B(T, S, By)).
B,
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This is the analogue of [DLMS23, Theorem 11.2]. However, note that in order to get the
quadratic €2 error improvement in the estimates (16.2) and (16.3), we crucially exploit the
nature of the error in the first variation of 7', and we recall the generalized mean curvature
estimate (13.8). This is very much analogous to the observation made in [Spo19, Remark 1.10]
in the case when T is area-minimizing, but since the main term on the right-hand side of (16.2)
and (16.3) is in terms of the conical excess of T rather than the tilt excess, we provide a sketch
proof, for the purpose of clarity.

Proof. For any 0 < s < p < 4, we may test the first variation identity (2.3) for T with the
radial vector field n(lp | )p, where T € [s, p] and 7 is a smooth cut-off function that we take to
converge to the characteristic function on [0, 1], which yields the classical monotonicity formula
estimate (see e.g. [DL16, Theorem 3.8]). Now for any 0 < r < R < 4, let x € C*°([0,00); R)
be monotone non-increasing with x =1 on [0, 7] and xy = 0 on [R, c0). Taking s | 0, exploiting
the hypothesis ©(7,0) > @, multiplying by p™ and differentiating in p, then multiplying by
x(p)? and integrating over p € [0, R], we obtain the estimate

112
L|ﬁLﬂMW®§C/"GﬂMﬂ }j@/ dewﬁ

Br | ’m

where C'= C(m,r) > 0 and T is a suitable locally bounded function with [|I'||ze < C(R™—7")
for C = C(m). See [DLMS23] for a more detailed computation. Combining this with the

elementary identity ab < % + g—z for § > 0 (to be determined) and the estimate (13.8), the
last term on the right-hand side can then be estimated as follows:

g g™
[, IrGabet Al it < 5 [ diri)

_, 1
CEm gl | s AT
(16.5) <5/“'¢Pdmww+cwmm2
= 2 /B, lgI™t? ’

Inserting this into (16.4), we obtain

/ P iri) < ¢
B, |q|™"

/ 2(1ql) d|IT) (g 2}&/ dewﬁ

()

J_ 2
(16.6) + 05/ |m|+2 dIT||(q) + C(6,m)22.

Note that this is of the form [DLMS23, Proof of Theorem 11.2, (11.15)] but with A? replaced
with 2, and the extra term on the right-hand side, which we will eventually absorb into the
left-hand side, but due to the domain being larger, this is slightly delicate and needs to be
done at the end. The remainder of the proof therein deals with estimating the term (I) above.
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Observe that the estimate [DLMS23, (11.24)] may in fact be more precisely written as
[abario-e [ oo
< C'/dngﬁX(Q)dHTH(Q) +C/B o 2| T +/X(|Q|)x'VVJ-X(|Q|)d||SH(CI)
R

(16.7) - /X(!ql)pf(w) -Vyx(la) dlT(q)

for the vector field X (¢) = x(|g|)?pi>(¢) and S = spt(S). Thus, in order to follow the arguments
of [DLMS23] verbatim, it merely remains to verify that

12 3
(16.8) /div X(g)d|T](g <5/ |m|+2 dIT(q) + C(3)02,

for 6 > 0 small enough such that, after combining (16.7) with (16.6), the first term on the
right-hand side of (16.7) may be reabsorbed into the left-hand side of (16.6).
To see that (16.8) holds, we use the first variation of T" to write

(16.9) /divadHTH = —/XL - Hpd||T)|,
and argue as in (16.5) to obtain the estimate

12 o
a610) [t el <3 [ JCE airi) « cotintie [ e ami),
R

from which (16.8) follows 1mmed1ately. We may then use the estimates corresponding to those
in [DLMS23, Sections 11.1.2-11.1.4], for which we must use the semicalibrated analogues of the
relevant results in [DLMS23, Section 8] (with ¥ = R™*™ and all occurrences of A replaced
with Q'7%). The majority of such results were omitted in Section 14 herein for brevity, but
nevertheless hold true.

In summary, when combined with (16.6), we arrive at the final estimate

12 B
/ !‘q(fmlz d|T|(q) < CE(T,S,By) + C(4,8,m)Q*>%
B,

wow+d) [ ATE ami).
B g™

Invoking, for instance, [HL11, Lemma 4.3], for 6,0 sufficiently small (depending on Q,m,n),
we may indeed absorb the final term on the right-hand side above into the left-hand side,
concluding the proof. O

Remark 16.3. In the proof of Theorem 16.2, one can alternatively notice that the following
identity holds, for any vector field X € C2°(R™ 1"\ spt 9T; R™*"):

(16.11) (dwl_ X, T) = (dw, X AT = (dw, X+ AT,

where the first equality follows by definition of restriction, and where perpendicularity is with
respect to the approximate tangent space of T'. In particular, this can be used in place of the
estimate (13.8) when establishing (16.5) and (16.8) above.
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From Theorem 16.2, we further deduce the following, which corresponds to [DLMS23,
Corollary 11.3].

Corollary 16.4 (Simon’s non-concentration estimate). Assume T, w, S and r are as
in Theorem 16.2. Then, there is a choice of ¢ = e(Q, m,n, M) in Assumption 16.1, possibly
smaller than that in Theorem 16.2, such that for every k € (0,m + 2),

dist?(gq .
(16.12) [ sl T < o+ BT 8. B).

where here Cy, = C(Q,m,n, M, k).
Corollary 16.4 follows immediately from the following lemma, combined with Theorem 16.2.

Lemma 16.5. Let T, w and S be as in Assumption 16.1 with By C Q and ©(T,0) > Q. Then
we may choose € sufficiently small in Assumption 16.1 such that for each k € (0, m + 2) we
have

dist?(q, S) g+ . )
(16.13) T d||T]|(q) < Ci e d||T([(q) + Cx(E(T,S,B4) + Q%)

for some constant C,, = C\,(Q, m,n, M, /1) > 0.

Proof of Lemma 16.5. Fix k € (0,m + 2). As in the proof of Theorem 16.2, we aim to follow
the reasoning of the area-minimizing counterpart [DLMS23, Lemma 11.6] of this lemma, which
we may indeed do, provided that we verify

12
(16.14) /diva 4|7l < 5/ ‘W dITI(q) + C(6)02,
B,
for the vector field
X (q) := dist*(q, S)(max{r, |¢|} "™ *"" — 1) ,q,

supported in B; (and constant on B,.). To see the validity of (16.14), we simply exploit the
first variation identity (16.9) and an estimate analogous to (16.10) to obtain

dist? (q¢,S .
/ XL Hyd|T)| < 6 / —W ) J17)() + C0)2 /B dist(¢, S)|q* 2 d|T]|(q) -
1
]

Finally we have the following shifted estimates around a given point of high multiplicity (cf.
[DLMS23, Proposition 11.4]).

Proposition 16.6 (Simon’s shift inequality). Assume T, w, and S are as in Assumption
16.1 and in addition {O(T,-) > Q} N B(0) # 0. Then there is a radius r = r(Q, m,n) and a
choice of e = €(Q, m,n, M) in Assumption 16.1, possibly smaller than those in Theorem 16.2 and
Corollary 16.4, such that for each k € (0, m+2), there are constants Cy, = C(Q,m,n, M, k) > 0
and C = C(Q, m,n, M) such that the following holds. If qo € B,(0) and ©(T, qo) > Q, then

dist®(¢,qo + S . R
(16.15) /B M(j'?jﬁ_g d|T(q) < C(Q2%5 + E(T, S, By)).
47‘

(16.16) b2, (QO)|2 + (SIPy iy (q0) 2 < C(Q 4 B(T, S, By)).
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The proof of Proposition 16.6 is entirely analogous to that of [DLMS23, Proposition 11.4],
again recalling that the variant of [DLMS23, Proposition 8.14] herein has Q1% in place of
each instance of A.

17. FINAL BLOW-UP AND CONCLUSION

We are now in a position to outline how to conclude the validity of Theorem 12.5, given
everything in the preceding sections of this part.

We begin with the following weaker conical excess decay result (see [DLMS23, Theorem
10.2]), whose validity implies that of Theorem 12.5.

Theorem 17.1 (Weak Excess Decay Theorem). Fiz QQ,m,n as before, and let M > 1 be as
in Proposition 15.1. Fiz also i > 0. Then, there are constants 1 = €1(Q,m,n,s1) € (0,1/2],
ri =r1(Q,m,n,s1) € (0,1/2] and v? = r3(Q,m,n,s1) € (0,1/2], such that the following holds.
Suppose that
(i) T and X are as in Assumption 2.1;
(ii) |IT/(B1) < (@ + 3)wm;
(iii) There is S € €(Q) which is M-balanced, such that

(17.1) E(T,S,B;) < e10(S)?
and
(17.2) B, ()N{p:0(T,p)= Qt#0  VE€V(S)NBy;

(iv) Q*~2% < 2R(T, S, By) for every S € €(Q).
Then, there is S € €(Q) \ & such that for some i € {1,2} we have
(17.3) E(T,S',B,) < oE(T.S,By).

To prove that if 17.1 holds, then Theorem 12.5 holds, one may proceed exactly as in
[DLMS23, Section 10]. Indeed, the argument remains unchanged, after replacing A with Q-0
everywhere.

It thus remains to demonstrate that Theorem 17.1 holds. With this in mind, we show decay
at one of two possible radii as stated therein by considering two possible cases for the cone
S € €(Q); collapsed and non-collapsed.

Proposition 17.2 (Collapsed decay). For every Q,m,n and s; > 0 there are positive
constants . = e.(Q, m,n,¢1) < 1/2 and r. = r.(Q,m,n,s1) < 1/2 with the following property.
Assume that

(i) T and w are as in Assumption 2.1, and ||T||(B1) < wm(Q + 3);

(ii) There is a cone S € €(Q) which is M-balanced (with M as in Proposition 15.1), such

that (17.1) and (17.2) hold with ¢, in place of £1, and in addition p(S) < e.;

(iif) Q%20 < 2E(T,S,B1) for every S € €(Q).
Then, there is another cone S' € €(Q) \ & such that
(17.4) E(T,S',B;.) < aE(T,S,By).

Proposition 17.3 (Non-collapsed decay). For every Q,m,n, € > 0 and ¢1 > 0, there are
positive constants ene = enc(Q, m,n,ek,61) < 1/2 and rpe = rne(Q,m,n, ek, 1) < % with the
following property. Assume that

(i) T and w are as in Assumption 2.1 and |T||(B1) < win(Q + 3);
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(ii) There is S € €(Q) which is M-balanced (with M as in Proposition 15.1), such that
(17.1) and (17.2) hold with en. in place of €1 and in addition p(S) > €7;
(iii) Q272% < 2 K(T,S,B1) for every S € €(Q).
Then, there is another cone S' € €(Q) \ & such that
(17.5) E(T,S',B,,.) < «E(T,S,B1).

Since the proofs of Proposition 17.2 and Proposition 17.3 exploit the results of Sections
13-16 in the same way as their counterparts in [DLMS23], we will merely provide a brief outline
of the argument here.

We will argue by contradiction in both the collapsed and the non-collapsed case. Namely,
we suppose that we have a sequence of currents Tk, corresponding semicalibrations wy and
cones S € %(Q) satisfying the hypotheses of either Proposition 17.2 with sgk) = % — 0 or

Proposition 17.3 for some fized €} > 0 but 5,(1]2) = % — 0, but such that the respective decay

conclusions (17.4), (17.5) fail for any possible choice of radii 7¢, 7.
In particular,

0220 E(T}, Sk B1)>
17.6 + b —0.
(17.6) <E(Tkask7B1) o (Sk)?

For the non-collapsed case, we recall the coherent outer approximations uf of Proposition
14.4. Meanwhile, in the collapsed case, we introduce transverse coherent approrimations
as in [DLMS23, Proposition 13.4] as follows. Up to extracting a subsequence, we may
write Sy = a; U -+ U O‘écv for oy and N fixed, and write each plane of as the graph of a

i
linear map A? oy — af. We may in addition reparameterize u* over a; to obtain a map

oF 1 R — AQ;_g(ozlL) whose graph coincides with that of u¥ over Po; (RY), where RS is a suitable
graphicality region, defined rigorously in [DLMS23, Proposition 13.4]. The transverse coherent
approximations are then defined to be the collection of maps

wk':vfGAf:R?%AQk(af), i=1,...,N,

i .
where we use the notational shorthand g © f for the multivalued map ) ,[g; — f]. Observe
that the estimates of [DLMS23, Proposition 13.4], with Ay replaced by Q}C_‘S?’, are valid for A¥,
vf and wf . Furthermore, the nonconcentration estimates [DLMS23, Proposition 13.7] hold,

again with Q}J‘% in place of Ay in the errors.
We in turn define the normalizations

b = u
’ E(Tka Skal)
—k U’f

wy ,
VE(Tk, Sk, B1)
on (BFNak)\ By (V) and (Br Naq) \ By, (V) respectively, for 7 := 7 with r = r(Q, m,n) as
in Proposition 16.6 (which we may assume is contained in the domains of definition for uf
and wf‘) Arguing as in [DLMS23], we may then assume that, up to subsequence, ﬂf and u_Jf
converge strongly in W12 locally away from V and strongly in L? on the entirety of B, to
W12 maps @; and @; that are Dir-minimizing on (B Na¥)\ V and (BrNaq)\ V, and since V
has capacity zero, they are in fact Dir-minimizing on (B7 N a¥) and (B7 N o) respectively.
Moreover, the conclusions of [DLMS23, Proposition 13.8] are satisfied. Exploiting [DLMS23,
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Theorem 12.2] and proceeding as in [DLMS23, Section 13.5] to propagate this decay (up to
subtracting an appropriate superposition of linear maps), we arrive at the desired contradiction.

Part 4. Failure of monotonicity for semicalibrated intrinsic planar frequency

The aim of this last part is to provide a simple example of a semicalibrated current with
good decay properties towards a flat tangent plane, but that does not exhibit an almost
monotone planar frequency function as introduced in [KW23b]. This therefore illustrates a
difference between the present approach to Theorem 1.2 when compared to trying to adapt the
corresponding one in [KW23b], which we have been unable to adapt to the semicalibrated
setting. En route to this, we will point out some differences between the setting herein and the
area-minimizing one.

18. PLANAR FREQUENCY FUNCTION

We begin by introducing the analogue of the intrinsic planar frequency function of [KW23b)]
for a semicalibrated current 7. Let z € R"™™ let # C R™ be an m-dimensional plane and
let po > 0.

We will henceforth work under the following assumption.

Assumption 18.1. Let pg > 0. Suppose that T is a semicalibrated rectifiable current in
C,, (2, ) satisfying
(18.1) 0T C,y(z,m) =0, and sup dist(p, 7 + z) < oo.

pEspt TNCpq (2,m)

Let ¢: [0,00) — [0,1] be the monotone Lipschitz cutoff function defined in (2.8). For
r € (0, po], we can define the intrinsic L? height of T at scale r around z with respect to the
plane 7 to be

2
rm—l

[Vilpx(p = 2)|I?

Ipx(p — 2)|

(18.2) Hrpg2(r) = dist®(p, 7 + z) d||IT]|(p),

/(;:T‘(zvﬂ—)\cr/Z(zvﬂ—)
Note that (18.2) can be rewritten as

o Vel I (e =)
[ astm ) SR M (=020 gy,

Furthermore, we can introduce the intrinsic Dirichlet energy of T at scale r around z with
respect to the plane 7 as

(89 Dract)i= gy [ Ior) - e (22=20) ayry.

(183) HT,W,Z(T) = _,r,m—l

2rm—2

Note that Dr . .(r) may be considered as a regularization of the non-oriented tilt excess of
T in the cylinder C,(z, ), cf. (13.6). Pertinent to our setting, we define the corresponding
intrinsic semicalibrated term

1
(185) LT,T(,Z(T‘) = W

[ ratp, oo (=20 )
and

(18.6) FT,w,z(T) = DT,mz(r> + LT,’fl',Z(T)'
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Notice that the additional term T'(dw L p,1(p)) above arises from testing the first variation
of T' with the variation vector field X (p) = ¢ (M) p.L(p); see [Spol9, Section 7]. In

analogy with [KW23b, Section 3], whenever Hr » .(r) > 0, we may define the intrinsic planar
frequency function Nt .(r) of T at Z relative to P by

(18.7) Nr7 2(7“) =

Note that when T is calibrated (and in particular area-minimizing), i.e. when dw = 0, the
above frequency indeed reduces to the one introduced in [KW23b] for area-minimizing currents.
In [KW23Db], it is shown that the intrinsic planar frequency associated to area-minimizing
integral currents is almost-monotone under a suitable decay hypothesis (see Section 18.2 below
for a more precise statement), thus laying the foundation for a more refined analysis of the
singular set of area-minimizers.

The main result of this part is the following.

Theorem 18.2. There exists a smooth, radially symmetric function f : By C 7 = R"™x{0} - R
such that the associated semicalibrated current Gy has the property

Np 7 o(r) = 400 asr 0.

Namely, we provide the construction of an example that not only violates almost-monotonicity
of the intrinsic planar frequency function in the semicalibrated setting, but allows for it to
diverge to +o0o as the scale goes to zero. Before we proceed with the construction, let us
provide a more detailed heuristic explanation, together with a comparison with what happens
in the area-minimizing setting.

18.1. Comparison with Proposition 4.4. One may consider the statement of Proposition
4.4 as a conclusion that a posteriori, one does not require center manifolds to take blow ups at
points = € Fo(T') with singularity degree I(T, x) € [1,2 — d2) (and indeed, this is the case in
the work [KW23b] when the planar frequency is in [1,2)). This suggests that one may possibly
use a planar frequency function like N7, . (in place of a frequency relative to center manifolds)
to analyze such points. This is not inconsistent with the validity of Theorem 18.2. Indeed, in
the latter, the smooth submanifold graph(f) coincides with the center manifold associated to
T = Gy locally around the origin. On the other hand, our choice of f will have infinite order
of vanishing at the origin, which corresponds to blow-up of the planar frequency function
there. Note, however, that 0 is not a flat singular point of G in this case; in fact G has
no singularities. For the same reason, no single-sheeted example will be inconsistent with
the validity of Proposition 4.4. However, since it is not clear how to meaningfully restrict
the notion of intrinsic planar frequency to such a specific scenario in order to improve its
properties, we do not pursue this any further.

18.2. Comparison with [[KW23b]. The area-minimizing hypothesis is crucially used in
[KW23b] to control the error terms arising when differentiating Hr ., and Dy ., which in
turn produce errors for the radial derivative of N, .. More precisely, the area-minimizing
property of T is exploited therein to infer the following bounds, cf. Lemma 3.9 and Lemma
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3.11 of loc. cit.,
2 _
_ px(p— 2
188 |ttren)+27 [ 940t = 9 oot - 26’ (P2=2) ayryp)
< an’yr2a771HT,7r,z(r> )

where V1 = V&, and

= —2))? —z

‘D'T,ﬂ,szzrm ’pTéVT;"E’;p )ﬁ'ﬁ‘ peto = 216 (22220
TPx\P — %

C

< C D1 ()7 ((m = D)D) + Dy ()

(18.9)

for some v = v(Q,m,n) > 0 and C = C(Q,m,n) > 0, whenever T as in Assumption 18.1
satisfies the mass ratio bounds
7po

OT2)> Q. ITI(Crpyaleo) < @ o ()

for some § = 0(Q, m,n) > 0 and the additional planar decay hypothesis

1

US10) iy

2
[ astrs ) dmie) <o () Vs € [o0, pol,
C7s/4(za7f) Po

for some o € (0, pg), some 1y = 1no(Q, m,n) > 0 and n € (0, ng].
The estimates (18.8) and (18.9), together with the variational identities for Hr r ., D1 x 2,
in turn can be used to prove the almost-monotonicity

Nraa(r) < eCn”(S/Po)MNT,mZ(s) Voo <r<s<pg,

of the intrinsic planar frequency function in the area-minimizing case, provided that Hy , (1) >
0 on [r,s]. The first challenge when trying to adapt this argument to the semicalibrated
setting is that the terms Hér’,w,z and D,Tﬂr, ., will now contain extra errors depending on the
semicalibration dw (due the fact that the first variation of a semicalibrated current has a
non-vanishing right-hand side). Moreover, one must additionally consider the behavior of
L/T,n, . when controlling the variational error terms. Complications arise when one tries to

bound all of these error terms by powers of the intrinsic Dirichlet energy and L? height, as in
(18.8) and (18.9).

19. PROOF OF THEOREM 18.2

We are now in a position to construct a counterexample to the almost-monotonicity of the
intrinsic planar frequency Nt . associated to a semicalibrated current 7' = G associated to
the graph of a smooth radially symmetric function f relative to the plane 7 = R™ x {0} C R™*!
as claimed in Theorem 18.2.

To this end, consider f € C°°(By), where By C R™ x {0} C R™!. Consider then the graph
of f as a submanifold of R™*!:

graph(f) = {(z, f(x)); = € B1}.
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We claim that graph(f) is a semicalibrated submanifold of R™*!. Indeed, consider the unit
normal to graph(f) given by

Vyp =

1
w(_Vf(x)’ 1),

and define the m-form w(Xy,..., X;,) = det(Xq, ..., Xy, v) for vectors Xq,..., X,,. It is then
straightforward to check that |w(Z,..., Z,,)| <1 for unit vectors Z1, ..., Z,,. Furthermore,
we have that w(Y1,...,Ys,) =1, if ¥; are orthonormal vectors belonging to T(,, f()) graph(f),
so that the submanifold graph(f) C R™*! is semicalibrated. In particular, the current T = G
associated to it (see e.g. [DLS14, DLS15]) is also semicalibrated. From this, it is clear that not
every semicalibrated current can have an almost-monotone planar frequency function. We will
however provide a natural example to illustrate the blow-up of planar frequency. We recall
the quantities D o(r), Hrx0(r), and L7 . .(r) introduced in the preceding section for this
particular choice of T', with 7 = R™ x {0}.

19.1. Intrinsic quantities for a graph. We start by unpacking the definitions of intrinsic
Dirichlet energy, L? height, and the semicalibrated term in the case where T' = G 7 for f as
above; we will define f later. Let us begin with the energy Dr r o(r). The projection matrix

associated with 7 is given by
[d,, 0
( Xm ) ,

while the projection matrix for the tangent space T(, 7)) graph(f ) is
PTi. s(ay graph(f) = Id(m+1)x(m+1) ~Va @ Va

In particular, we can compute

1| —prP=1—( pr) = m
2 pT(T,f(z)) graph(f) pﬂ' - pT(T,f(?:)) graph(f) . pﬂ' - 1 + ’vf|27

where A : B denotes the Hilbert-Schmidt inner product between matrices A, B, so that
- Vi@PE
D - — pn2—m ’.’E‘ ‘ d ]

Letting ¢ converge to the characteristic function of the unit interval from below, and recalling
the area formula for a graph, we obtain

IVfI?
B. V14|V f]?

We can now turn to the height Hr  o(r). Write

treatr) = = [P (1) o, o,

(2.0)

|z

m

(19.1) Dro(r) =r2™

and, after recalling Vr = we can compute

o 1+ |Vgf]?

. 1+ |Veff?
Valell® = 7,y w0 (VI = T
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where Vy denotes the angular part of the gradient. Thus, after letting ¢ converge to the
characteristic function of the unit interval, we infer

1+ Vo f|? -1
19.2 Hrx rl= m/ PO ggymet
(19.2) Tx0(r) = aBp(o)| | TE NI

Finally, we rewrite the definition of the semicalibrated term

Lrnalr) = grams [ (oL 0,00, 70 () airionn)

r

where we write R 3 p = (z,y) € 7 x 7l Letting ¢ converge to the characteristic function
of the unit interval and again using the area formula, we obtain

(19.3) Limo(r) = 1/ (dwl (0,0, ), )T+ N2 dC™ |
B,

2rm=2
where T(z) is the m-vector 71 A. .. ATy, for {7;}; a basis of the tangent space T, s graph(f).
Note that here we have also used that in this particular setting, p,i(x,y) = ( , f(z)).
Note that
=Gt (Vf - ei)em
L+ (Vf-e)?
for i € {1,...,m}, where {e;}; is a basis of R™*!. The (m + 1)-form dw is given by

v/

VI+IVIP

Note that one can alternatively use Cartan’s magic formula to arrive at the same final expression
for dw. Then,

dw = (—1)"div (

)dl’l/\dl’g/\.../\dl‘erl.

= (=Hmf
0,...,0, /) AT = (fe ATIN ... NTm = etNeaN...Ne ,
( f) (f m+1) 1 m H:’il 1+(Vf62)2 1 2 m—41

so that

[y = div v/ !
(dwl (0,...,0,f),T) =d (W) L2 V/1+ (V] e)?

Thus, the semicalibrated term is

1 : Vf f 5 LM
(19.4)  Lrgo(r) = oym2 /Br div (W) VAN ZRTAE V1+|Vf]2dL™.

19.2. Definition of f. We are now in a position to define our radially symmetric function.

Let f given by
e_l/l'q:'2 x # 0
J(@) = {0 =0,

Note that Vf(0) = 0 and that f is indeed radially symmetric, so that introducing polar
coordinates we can write (abusing notation) f(r) = e /", for r > 0. By the argument at
the beginning of this section, the current T' = G associated to the graph of this function is
semicalibrated. Furthermore, note that the hypothesis of [KW23b, Theorem 3.4] are satisfied.
More precisely, let pg > 0, and consider T'L C,, /4(0, ) for 7 = R™x {0} ¢ R™*!. In particular,
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©(T,0) = 1, and the almost-monotonicity of mass ratios (see e.g. [DLSS17b, Proposition 2.1])
guarantees that ||T']|(Cy,,/4(0,7)) < (1 + 0)win(7po/4)™ for po sufficiently small, where ¢ is
the parameter of [[KW23b, Theorem 3.4]. In addition, thanks to the exponential decay of f
towards 0, there exist 7 > 0, og € (0, pg), and « € (0,1) such that the decay hypothesis (18.10)
holds about the origin, namely

1 / L ) s 2a
N dist®(p, m) dl|T||(p) < 1 () |
wi(7s/4)™ 2 Ja,,40m) Po

for all p € [09, po]. Consider now the planar frequency function Np o and use (19.1) and
(19.2) to write the energy and the height for this particular function:

—m P 42?6
Wm—1 5
0 1+ 4e-2/r?p—6
8_2/’02

Hr . = Wm— .
T.7,0(p) 1 I 46_2/[)2,076
Note that Hr r(p) > 0 for all p > 0, implying that Np o is always well-defined. Thus, for

any p > 0 sufficiently small, the classical planar frequency function can be estimated from
below as follows:

—2/r?, .—6
DT,W,O(p) _ 62/p2 /1 +4€_2/92,0_6p2_m /,0 de /" r rm—l dr
Hrro(p) 0 \/1+44e-2/r*p=6
—1/r2,.-3
= pfl*mel/pQ\/ e2/p% pb + 4/9 e Tt I rmtdr
0 4+ e2/r*r6

p
> Cvp27m62/p2 / 672/7“27477177 dr
0

pml dr,

DT,ﬂ',O (P) = :02

and

> C’pQ_meQ/p22m/2_4F 3— m 2
— 2 ) p2 Y
where I'(s,x) is the incomplete gamma function

(s, x) :/ t5= et dt.

Recalling now the asymptotic I'(s, z)z~5t1e®* — 1, as & — oo, we deduce that

C m 2 o [ 2\ 1
N > (r(3-=,5 )" (= —.
T,W,O(p) = p2 < (3 9 pg) € <02> pgﬁ(/’)a

where n(p) — 1 as p — 0, which yields

DT,ﬂ‘,O(p)
Hr 7 0(p)
as desired. We now wish to compute the semicalibrated term in the intrinsic planar frequency,

namely L7 . 0(p)/Hrx0(p). We record the minimal surface equation for a radial function on
R™:

— 00 as p—0,

. Vi 1 (f” +m—1f,)
VIHIVIE) i+ (P L2
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Thus, we can estimate

Lt po(p)

Hr po(p)

Forme o [P e TE (P2 [2m—1) | 462
2/p? 4 d
m+1 S / 1+(Vf ei)? [ rd +r6+462/T2] "
Ccetr’ o ([P 2 [2(m — 1) 4 — 612
2/p2 6 m—1_-2/r
= i 7 +4/0 e [ r +7“6+462/T2} o

Splitting then the square bracket and analyzing the two integrands separately via the incomplete
Gamma function again, one deduces that Ly . o(p)/Hr r0(p) also diverges as p — 0.
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