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Abstract. We establish a quasi-monotonicity formula for an intrinsic fre-

quency function related to solutions to thin obstacle problems with zero obsta-
cle driven by quadratic energies with Sobolev W 1,p coefficients, with p bigger

than the space dimension. From this we deduce several regularity and struc-

tural properties of the corresponding free boundaries at those distinguished
points with finite order of contact with the obstacle. In particular, we prove

the rectifiability and the local finiteness of the Minkowski content of the whole

free boundary in the case of Lipschitz coefficients.

1. Introduction

In this article we consider a class of lower dimensional obstacle problems with
variable coefficients which has been extensively considered in the literature. In order
to state the results, we introduce the following notation: for any subset E ⊂ Rn+1

we set

E+ := E ∩
{
x ∈ Rn+1 : xn+1 > 0

}
and E′ := E ∩

{
xn+1 = 0

}
.

For any point x ∈ Rn+1 we will write x = (x′, xn+1) ∈ Rn ×R. Moreover, Br(x) ⊂
Rn+1 denotes the open ball centered at x ∈ Rn+1 with radius r > 0, and Br(x) its
closure (we omit to write the point x if the origin).

We consider the problem of minimizing a variable coefficient quadratic (Dirich-
let) energy with an unilateral constraint:

min
v∈A

�
B+

1

⟨A(x)∇v,∇v⟩dx, (1.1)

where the class of competing functions is given by

A :=
{
v ∈ H1(B+

1 ) : v = g in (∂B1)
+ and v ≥ 0 in B′

1

}
,

with g ∈ H
1
2 ((∂B1)

+) such that A is not empty (the boundary conditions are meant
in the sense of traces). We assume the following hypotheses:

(H1) A ∈ W 1,p(B1,R(n+1)×(n+1)), p ∈ (n + 1,∞] (in particular, by Morrey’s
embedding, we have A ∈ C0,α(B1,R(n+1)×(n+1)), α := 1− n+1

p );

(H2) A(x) = (aij(x))
n+1
i,j=1 is a symmetric, bounded and coercive matrix, i.e. for

every x ∈ B+
1 , i, j ∈ {1, . . . , n+ 1}, and ξ ∈ Rn+1 aij(x) = aji(x), and

λ|ξ|2 ≤ ⟨A(x)ξ, ξ⟩ ≤ Λ|ξ|2 ,

Key words and phrases. Thin obstacle, Sobolev coefficients, free boundary, rectifiability.
E. S. has been supported the ERC-STG Grant n. 759229 HiCoS “Higher Co-dimension Sin-

gularities: Minimal Surfaces and the Thin Obstacle Problem”. M. F. is a member of GNAMPA..

1



2 G. ANDREUCCI, M. FOCARDI, AND E. SPADARO

for some 0 < λ ≤ Λ,

By a well-known result due to Ural’tseva [38], the minimizers of (1.1) are C1,β

regular for some β > 0 and satisfy an elliptic partial differential equation in the
half ball B+

1 , whereas on the flat part of the boundary B′
1 the unilateral constraint

u ≥ 0 leads to a free boundary problem. The Euler–Lagrange equation of (1.1) is{
div
(
A(x)∇u(x)

)
= 0 in B+

1 ,

u ≥ 0, A∇u · en+1 ≤ 0, u(A∇u · en+1) = 0 in B′
1.

(1.2)

The condition u(A∇u · en+1) = 0 in B′
1 is the so called Signorini complementary

boundary condition. The behaviour of u on B′
1 is not prescribed and is characterized

by the so called free boundary Γ(u), which is the relative boundary in B′
1 of the

contact set B′
1∩{u = 0} where the solution saturates the constraint.

This problem has been widely studied in the last decades and it has become
a very active field of research after the seminal papers by Athanasopoulos and
Caffarelli [4] and Athanasopoulos, Caffarelli and Salsa [5]. The key idea introduced
in [5] is the use of Almgren’s frequency function in the study of both the regularity
of the solution u and the properties of the free boundary Γ(u). This has been the
turning point for a long series of results for the constant coefficient case, leading to
a detailed analysis of the free boundary (see, e.g., [5, 7, 8, 12, 13, 14, 19, 23, 26] and
the references therein). The regularity of the solutions of the variable coefficients
case has been considered since the works of Caffarelli [6] and Kinderlehrer [25] in
the case of smooth coefficients, whereas the problem (1.1) with Sobolev coefficients
has been considered by Ural’tseva in [36, 37, 38]. The optimal regularity of the
solutions and the regularity of a subset of the free boundary (points with selected
orders of contact) have been proven more recently by Garofalo and Smit Vega
Garcia [20], and Garofalo, Petrosyan and Smit Vega Garcia in [21], respectively,
for Lipschitz coefficients using a generalization of the frequency function (see also
[22] for further results in the Lipschitz setting). In case of Sobolev coefficients both
topics have been addressed by Koch, Rüland and Shi [27, 28] by means of Carleman
inequalities, the optimal regularity of solutions is established by Rüland and Shi [34]
for Hölder coefficients, and for a more general notion of quasi-minimizers by Jeon,
Petrosyan and Smit Vega Garcia [24].

In this paper we continue the analysis for quadratic energies with matrix field
with Sobolev regularity. In particular, we address the question of the global struc-
ture of the free boundary. In details, we need to consider only the points with finite
order of contact: to this aim we write

Γ(u) := Γfinite ∪ Γ∞,

with Γfinite and Γ∞, to be properly defined in the next sections, representing the
points with finite and infinite order of contact. For Γ∞ no structure at all is
expected, in analogy with the case of non zero obstacles studied in [10, 16], and the
results on the lack of unique continuation by Plǐs [33], Miller [30], Filonov [11], and
Mandache [29] for solutions to second order elliptic partial differential equations
with Hölder coefficients. We show that the set of free boundary points with finite
order of contact is rectifiable, i.e., can be stratified along submanifolds of dimension
n− 1 and class C1.



THIN OBSTACLES PROBLEMS WITH SOBOLEV VARIABLE COEFFICIENTS 3

Theorem 1.1. Let u ∈ A be a solution to (1.1) under the hypotheses (H1) and
(H2). The subset of points of the free boundary with finite order of contact Γfinite(u)
is (n− 1)-rectifiable, i.e., there exists a countable family of C1-submanifolds Mi ⊂
B′

1 of dimension n− 1 such that

Hn−1

(
Γfinite(u) \

⋃
i∈N

Mi

)
= 0.

Furthermore, there exists a set Σ(u) ⊂ Γfinite(u) with Hausdorff dimension at most
n− 2 such that for every x ∈ Γfinite(u) \ Σ(u)

Nu(x, 0
+) ∈ {2m, 2m− 1/2, 2m+ 1}m∈N\{0} .

In the statement above, Nu(x, 0
+) represents the intrinsic frequency of u at the

free boundary point x (cp. Section 5 for its definition).
In addition, if A is Lipschitz continuous, a more complete result holds for the

whole free boundary Γ(u), completely analogous to the case of the classical scalar
Signorini problem for the Dirichlet energy as shown in [13, 14].

Theorem 1.2. Let u ∈ A be a solution to (1.1) under the hypotheses (H1) with
p = ∞ and (H2). Then, the free boundary Γ(u) is (n − 1)-rectifiable with locally
finite the Minkowski content: for every K ⊂⊂ B′

1, there exists a constant C(K) > 0
such that

Ln+1
(
Tr(Γ(u) ∩K)

)
≤ C(K)r2, ∀ r ∈ (0, 1),

where Tr(Γ(u) ∩K) ⊂ Rn+1 is the r-tubular neighbourhood of Γ(u) ∩K.
Furthermore, there exists a set Σ(u) ⊂ Γfinite(u) with Hausdorff dimension at

most n− 2 such that for every x ∈ Γfinite(u) \ Σ(u)
Nu(x, 0

+) ∈ {2m, 2m− 1/2, 2m+ 1}m∈N\{0} .

Theorems 1.1 and 1.2 are a natural development of a common trend of recent
results, which are directed to the understanding the robustness of the techniques
conceived for the Laplacian (i.e., costant coefficients operators) in more general
cases (and more realistic from the point of view of applications). In the setting
of the thin obstacle problem, we recall the recent contributions on the structure
of the regular set for Lipschitz coefficients [21], for Sobolev coefficients [28] and
for Hölder continuous coefficients [24]; for the structure of the singular set with
Lipschitz coefficients [22], and [24] for Hölder coefficients. The rectifiability of the
whole free boundary has been addressed in [15] for the nonlinear case of the area
functional.

One motivation for this study is related to the standard thin obstacle problem,
provided the obstacle condition is assigned on a C1,1 manifold rather than on a hy-
perplane. Indeed, a rectification of the manifold leads to a thin obstacle problem as
the one stated in (1.1). A further motivation is contained in Section 7.1. Our results
allow to deduce the global structure of the free boundary for solutions to some non-
linear thin obstacle problems, following the approach used for the area functional
in [15], (cf. [9, 1] for preliminary results on the regularity of the solutions).

1.1. New insights and main difficulties. The main ideas for this work stem
from [13]. Starting from the groundbreaking papers by Naber and Valtorta [31,
32], it is well-known that a monotone quantity of the type of the energy ratio for
harmonic maps can be used to describe the structure of singularities: indeed, if
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the monotone quantity is able to detect homogeneous blowups at singular points
and satisfies a suitable rigidigy property, then general covering and rectifiability
arguments lead to the estimate of the measure (actually the Minkowski content)
and the rectifiability of the singular set.

This principle has been exploited in [13] in the case of thin and fractional obstacle
problems with constant coefficients, using suitable variants of Almgren’s frequency
functions, which revealed itself to be a key tools for this class of problems since [5].

The main difficulties here are due to extension of such approach to the case of
variable coefficients. Indeed, the monotonicity of the frequency is closely related to
the linearity of the equations and is valid only for harmonic functions, while in the
general case one should find a suitable linear approximation of the local geometry
prescribed by the matrix A. This is clearly an issue for general nonlinear problems
and understanding this question for low regularity matrix fields A is a first step
towards such program.

We circumvent this difficulty by introducing an intrinsic frequency adapted to the
coefficients matrix A (as opposed to the natural frequency for variable coefficients,
see Section 5 for more details). Actually, we need to use three different forms of the
frequency, which although different can be suitably compared at the right scales. In
particular, we show a quasi-monotonicity formula for a Dirichlet type frequency for
solutions to variable coefficient thin obstacle problems. This idea has been used for
the analysis of the classical obstacle problem in [18, 3]. In the current setting, we
couple it with the fundamental insight provided by Simon and Wickramasekera in
the framework of 2-valued minimal graphs, that quasi-monotonicity of the frequency
is actually equivalent to a doubling condition on the relevant quantities provided
Schauder estimates hold (cf. [35, Lemma 6.1]).

A comment deserves the restriction to Sobolev coefficients as opposite to the
more general Hölder setting, for which the analysis of regular and singular points is
contained in [23, 24]. In the derivation of the basic estimate on the oscillation of the
frequency, as well as for the monotonicity, we differentiate the matrix of coefficients
and the gradient of the solutions, and therefore we need enough regularity for A.

2. Preliminaries on the thin obstacle problem

Here we recall the hypotheses on the thin obstacle problem we address. We
consider quadratic energies of the form�

B+
1

⟨A(x)∇v(x),∇v(x)⟩ dx,

where the matrix field A satisfies the hypotheses:

(H1) A ∈ W 1,p(B1,R(n+1)×(n+1)), p ∈ (n + 1,∞] (in particular, by Morrey’s
embedding, we have A ∈ C0,α(B1,R(n+1)×(n+1)), α := 1− n+1

p );

(H2) A(x) = (aij(x))
n+1
i,j=1 is a symmetric, bounded and coercive matrix, i.e. for

every x ∈ B+
1 , i, j ∈ {1, . . . , n+ 1}, and ξ ∈ Rn+1 ai,j(x) = aj,i(x), and

λ|ξ|2 ≤ ⟨A(x)ξ, ξ⟩ ≤ Λ|ξ|2 .
for some 0 < λ ≤ Λ.

Following [37, Remark 1], by a means of a change of variables, it is not restrictive
to additionally assume that

(H3) ai,n+1(x
′, 0) = 0 for all i = 1, . . . , n for every x ∈ B′

1.
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Under these hypotheses, we can extend all the functions onB1 by even symmetry:
with a slight abuse of notation, set

A(x′, xn+1) = A(x′,−xn+1), u(x′, xn+1) = u(x′,−xn+1) ∀ x ∈ B+
1 .

In this way it is equivalent to formulate the problem on B1 with the symmetry
condition:

min
v∈A

�
B1

⟨A(x)∇v(x),∇v(x)⟩ dx, (2.1)

in the class of functions

A :=
{
v ∈ g +H1

0 (B1) : v(x
′, xn+1) = v(x′,−xn+1), v(x′, 0) ≥ 0

}
,

with g ∈ H1(B1) even symmetric and such that g ≥ 0 on B′
1.

By a result due to Ural’tseva [38, Theorem 3.1] the solution of the thin obsta-
cle problem under assumptions (H1), (H2) and (H3) have Hölder continuous first
derivative up to B′

1 (for the optimal Hölder exponent see [27, 28]).

Theorem 2.1 ([38]). For every g ∈ H1(B1), even symmetric with g ≥ 0 on B′
1,

there exists a unique solution u ∈ A to the thin obstacle problem (2.1). Moreover,

u ∈ H2
loc ∩ C

1,β
loc (B

+
1 ∪B′

1) for some β ∈ (0, 1), and

∥u∥H2(B+
1/2

∪B′
1/2

) + ∥u∥C1,β(B+
1/2

∪B′
1/2

) ≤ C ∥u∥L2(B1). (2.2)

where C = C(p, n, β, ∥A∥W 1,p) > 0.

The Euler–Lagrange equation satisfied by the solution u to the thin obstacle
problem are then the following:{

div
(
A(x)∇u(x)

)
= 0 for x ∈ B1 \

{
(x′, 0) : u(x′, 0) = 0

}
,

div
(
A(x)∇u(x)

)
≤ 0 in the sense of distribution in B1.

(2.3)

Moreover, in view of the assumptions (H2) and (H3), the Signorini complementary
condition in (1.2) then reads as

u ∂n+1u = 0 on B′
1.

In the sequel u will always denote a solution to the thin obstacle problem (2.1),
unless otherwise stated.

3. The frequency function

In this section we introduce a suitable version of Almgren’s frequency function.
Let ϕ : [0,∞) → [0,∞) be a decreasing C1,1 function such that ϕ′(t) < 0 if 1

2 < t < 1
and

ϕ(t) =


1 for 0 ≤ t ≤ 1

2 ,

> 0 for 1
2 < t < 1,

0 for 1 ≤ t.

For the sake of simplicity we assume that

ϕ(t) = 2(1− t) ∀ t ∈
[
5

8
,
7

8

]
. (3.1)

We define the frequency function of a function u at a point x0 ∈ B′
1 by

Iu(x0, r) :=
r Du(x0, r)

Hu(x0, r)
∀ r < 1− |x0|,
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where the Dirichlet energy is given by

Du(x0, r) :=

�
ϕ
(

|x−x0|
r

)
|∇u(x)|2dx,

and the “boundary” L2 norm of u is given by

Hu(x0, r) := −
�
ϕ′
(

|x−x0|
r

)
u2(x)
|x−x0| dx.

Note that the frequency function is well-defined as long as Hu(x0, r) > 0. In
what follows, when u is a solution to (2.1), we shall tacitly assume that the latter
condition is satisfied when writing Iu(x0, r). Indeed, Hu(x0, r) > 0 if x0 ∈ Γ(u) by
minimality of u and the uniqueness of minimizers. Otherwise u ≡ 0 on Br(x0) \
Br/2(x0), in turn implying u ≡ 0 on Br(x0). This contradicts the fact that x0 is a
free boundary point. Analogously, if x0 ∈ Γ(u) then Du(x0, r) > 0.

Additionally, for later convenience we introduce the following quantities

Gu(x0, r) := −r−1

�
ϕ′
(

|x−x0|
r

)
u(x)∇u(x) · x−x0

|x−x0|dx ,

and

Eu(x0, r) := −
�
ϕ′
(

|x−x0|
r

)
|x−x0|

r2

(
∇u(x) · x−x0

|x−x0|

)2
dx. (3.2)

In particular, note that Eu(x0, r)Hu(x0, r) − G2
u(x0, r) ≥ 0 by Cauchy-Schwartz

inequality.
Finally, for every x0 ∈ Γ(u) and r > 0, the rescalings of a solution u are given

by

ux0,r(y) :=
r
n/2

H
1/2
u (x0, r)

u(x0 + r y) ∀ y ∈ B 1−|x0|
r

, (3.3)

so that

Hux0,r
(0, 1) = 1.

We shall always omit to write the base point x0 in the notation of Iu, Du, Hu, Eu,
Gu when x0 = 0.

By a simple corollary of Theorem 2.1 we have the following compactness: if
(uj)j∈N are such that

sup
j∈N

(
Duj (1) +Huj (1)

)
< +∞,

then uj is uniformly bounded in H1(Bs) for every s < 1. Therefore, if uj are
solutions to the thin obstacle problem (2.1) satisfying the hypotheses (H1)-(H3)
(holding uniformly in j for varying matrix fields Aj , with the same constants
p, λ,Λ), then by Theorem 2.1 there exists a function u ∈ C1,β(B+

1 ) and a subse-
quence (uj′) ⊂ (uj) such that

uj′ → u in C1,γ
loc (B

+
1 ∪B′

1) ∀ γ ∈ (0, β),

where β is the constant in Theorem 2.1.
In particular, the following compactness result holds for the rescaling of solutions.
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Proposition 3.1. Let (uj)j∈N be a sequence of solutions to the thin obstacle prob-
lem (2.1) for varying matrix fields Aj under assumptions (H1)-(H3) holding uni-
formly in j, with xj ∈ Γ(uj) ∩B′

1/2 for every j ∈ N. Assume that

sup
j
Iuj (xj , ϱj) <∞ for some ϱj ↓ 0.

Then, there exists a subsequence (j′) such that xj′ → x∞ ∈ B̄′
1/2 and a function v∞

such that vj′ := (uj′)xj′ ,ϱj′ satisfy as j′ → ∞

vj′ → v∞ in C1,γ
loc (B

+
1 ∪B′

1) ∀ γ ∈ (0, β), (3.4)

0 ∈ {x ∈ B̄1/2 : v∞(x) = |∇v∞(x)| = 0} . (3.5)

Moreover, v∞ is a solution the thin obstacle problem for the constant coefficients
quadratic energy having density ξ 7→ ⟨A(x∞)ξ, ξ⟩.

Proof. From the assumption on the frequency, clearly the functions vj := (uj)xj ,ϱj

satisfy

sup
j∈N

(
Dvj (1) +Hvj (1)

)
< +∞.

Therefore, by compactness there exists a subsequence (j′) such that the points xj′

converge to some x∞ ∈ B̄′
1/2, and vj′ converge to a limiting function v∞ in the sense

of (3.4). Since vj′(0) = |∇vj′(0)| = 0 (because xj′ ∈ Γ(uj′)), by the convergence
(3.4) we infer also (3.5).

Finally, the fact that v∞ is a solution to a thin obstacle problem with fixed
coefficients A(x∞) follows either by a Γ-convergence result or by passing into the
limit in the weak formulation of the Euler–Lagrange equations (2.3) characterizing
the solutions, thanks to the convergence (3.4) and the continuity of the matrix field
A. □

3.1. Doubling estimates. To establish quasi-monotonicity of the frequency at
distinguished points of the free boundary, we follow a perturbative approach de-
veloped for the classical obstacle in [18]. This approach is coupled with a funda-
mental insight present in the work of Simon and Wickramasekera [35] on minimal
immersion, who highlighted that the doubling condition is equivalent to the quasi-
monotonicity of the frequency.

More in details, we shall consider x0 ∈ Γ(u) satisfying the following hypothesis:

(H4) x0 ∈ Γ(u) ∩B′
1/2 such that

m(x0) := sup
r∈(0,1/2)

Iu(x0, r) <∞ (3.6)

As shown in Appendix A condition (3.6) is equivalent to assume that u has a finite
order of contact with the null obstacle at x0 ∈ Γ(u) (cf. the Introduction).

A first step towards the monotonicity of the frequency is to establish a lower
bound. A more refined version of the ensuing result will follow after showing the
quasi-monotonicity of the frequency (cf. (3.32)). All the constants that will appear
in the results below can depend on the parameters p, λ,Λ of (H1)-(H3), even though
it will never be explicitly highlighted.

Lemma 3.2. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0

with this property. If u is a solution to (2.1) under assumptions (H1)-(H3), for
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every x0 ∈ Γ(u) ∩B′
1/2 satisfying (H4) with m(x0) ≤ m0, then

Iu(x0, r) ≥ C ∀ r ∈ (0, ϱ]. (3.7)

Proof. Assume by contradiction that there exist solutions uj and points xj ∈
Γ(uj) ∩ B′

1/2 with m(xj) ≤ m0 for some m0 < ∞ as in the statement, such that

for a suitable choice of radii rj ↓ 0 we have that

Iuj
(xj , rj) ≤ 1/j.

For j sufficiently large Iuj (xj , 2rj) ≤ m0, and therefore by Corollary 3.1, up to a
subsequence not relabeled and keeping the notation introduced there, we conclude
that the functions vj := (uj)xj ,2rj converges in C1(B1) to some function v∞ that
minimizes

v 7→
�
B1

⟨A(x∞)∇v,∇v⟩dx,

among all functions v ∈ v∞+H1
0 (B1) with v(x

′, 0) ≥ 0 on B′
1. Moreover, by strong

convergence, we infer that Hv∞(1) = H(uj)xj,2rj
(1) = 1 and

Iv∞(1/2) = lim
j
I(uj)xj,2rj

(1/2) = lim
j
Iuj

(xj , rj) = 0.

Therefore, Dv∞(1/2) = 0 and thus v∞ ≡ 0 on B1/2, a contradiction being v∞ analytic
on B1 \B′

1. □

Next we prove the above mentioned doubling estimates.

Proposition 3.3. For every m0 > 0 there exist constants ϱ, C > 0 depending on
m0 with this property. If u is a solution to (2.1) under assumptions (H1)-(H3), for
every x0 ∈ Γ(u) ∩B′

1/2 satisfying (H4) with m(x0) ≤ m0, then

C−1 ≤ Hu(x0, 2r)

Hu(x0, r)
≤ C, 1 ≤ Du(x0, 2r)

Du(x0, r)
≤ C ∀ r ∈ (0, ϱ]. (3.8)

Proof. First note that by the very definition Du(x0, r) ≤ Du(x0, 2r). Assume by
contradiction that there exist solutions uj , points xj ∈ Γ(uj)∩B′

1/2 with m(xj) ≤ m0

for some m0 <∞ as in the statement and radii rj ↓ 0 such that

lim
j

Huj
(xj , 2rj)

Huj (xj , rj)
∈ {0,∞}, and/or lim

j

Duj
(xj , 2rj)

Duj (xj , rj)
= ∞.

For j sufficiently large Iuj (xj , 2rj) ≤ m0, thus by Corollary 3.1, up to a subse-

quence not relabeled, vj := (uj)xj ,2rj converges in C1(B1) to some function v∞
that minimizes

v 7→
�
B1

⟨A(x∞)∇v,∇v⟩dx,

among all functions v ∈ v∞ + H1
0 (B1) with v(x′, 0) ≥ 0 on B′

1. In particular, we
conclude that

lim
j→∞

Huj
(xj , 2rj)

Huj (xj , rj)
=

Hv∞(1)

Hv∞(1/2)
∈ [C−1, C],

and

lim
j→∞

Duj (xj , 2rj)

Duj
(xj , rj)

=
Dv∞(1)

Dv∞(1/2)
∈ [1, C],

for some constant C > 0 (depending on m0) because of the doubling estimates
satisfied by v∞ which is a solution to an obstacle problem with constant coefficients
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and frequency Iv∞(1) bounded by m0 (e.g., cf. [13, Corollary 2.8]). This gives the
desired contradiction. □

In a similar fashion, the frequency computed at nearby points can be compared
at radii that are bigger than the distance between the points.

Lemma 3.4. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0

with this property. If u is a solution to (2.1) under assumptions (H1)-(H3), for
every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, then for all r ∈ (0, ϱ],

x ∈ B′
r/2(x0), and t ∈ [r, ϱ]

Hu(x, t)

Hu(x0, t)
,

Du(x, t)

Du(x0, t)
∈ [C−1, C]. (3.9)

In particular, the frequency function of u is well-defined at every point x ∈ B′
r/2(x0)

at the scales t ∈ [r, ϱ] and ∣∣Iu(x0, t)− Iu(x, t)
∣∣ ≤ C. (3.10)

Remark 3.5. We stress that the conclusions of Lemma 3.4 hold even for points x
not necessarily in the free boundary.

Proof. The proof proceeds analogously to the previous ones by contradiction: as-
sume there exist functions uj , points zj ∈ Γ(uj) ∩ B′

1/2 with m(zj) ≤ m0 < ∞
and xj ∈ B′

rj/2(zj) contradicting one of the two sets of inequalities in (3.9) for

some sequence tj ∈ [rj , ϱj ] with ϱj ↓ 0. As above, we can apply Corollary 3.1,
thus (up to passing to a subsequence not relabeled) there exists v∞ such that

vj := (uj)zj ,tj → v∞ in C1,β
loc (B2) with v∞ solution to the thin obstacle problem with

matrix fields A(x∞). Clearly, we may also assume that t−1
j (xj − zj) → y∞ ∈ B̄′

1/2

(note that rj/tj ≤ 1).
Assume now that the first set of inequalities in (3.9) is contradicted, i.e.

lim
j

Huj
(xj , tj)

Huj
(zj , tj)

∈ {0,∞}.

By the convergence of vj to v∞ we then deduce that

Hv∞(y∞, 1) = lim
j
Hvj (t

−1
j (xj − zj), 1) = lim

j

Huj
(xj , tj)

Huj (zj , tj)
.

Thus Hv∞(y∞, 1) ∈ {0,∞}∩R = {0}. Given that v∞ is analytical in B2 \ {xn+1 =
0}, by unique continuation we conclude that v∞ ≡ 0 in B2, against the assumption
Hv∞(1) = limj Hvj (1) = 1.

In case the second set of inequalities in (3.9) is contradicted, i.e.

lim
j

Duj
(xj , tj)

Duj
(zj , tj)

∈ {0,∞}.

we have on one hand that Dv∞(1) = limj Dvj (1) = limj Iuj
(zj , tj) ∈ [C,m0], where

C is the constant of the lower bound found in Lemma 3.2 and m0 is the upper
bound for the m(zj). On the other hand we have that

Dv∞(y∞, 1) = lim
j
Dvj (t

−1
j (xj−zj), 1) = lim

j
tj
Duj

(xj , tj)

Huj (zj , tj)
= lim

j
Iuj

(zj , tj)
Duj

(xj , tj)

Duj (zj , tj)
.
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Therefore, under the contradiction assumption we infer that Dv∞(y∞, 1) ∈ {0,∞}∩
R = {0} and taking into account the analiticity of the solutions the last equality
implies v∞ ≡ 0, which is a contradiction.

Finally, as a byproduct of the first estimate in (3.9) the frequency function is
well-defined for t ∈ [r, ϱ], provided that x ∈ B′

r/2(x0). Moreover, (3.10) follows

straightforwardly from (3.9):∣∣∣Iu(x0, t)− Iu(x, t)
∣∣∣ = ∣∣∣Iu(x0, t)(1− Du(x, t)

Du(x0, t)
· Hu(x0, t)

Hu(x, t)

) ∣∣∣ ≤ C. □

As an immediate consequence, the doubling estimates hold not only for the points
on the free boundary, but also for nearby points at suitable scales. This information
will be crucial to bound error terms in the almost monotonicity formulas in the
sequel (cf. (3.17), (3.18)).

Corollary 3.6. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0

with this property. If u is a solution to (2.1) under assumptions (H1)-(H3), for
every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, then for every r ∈ (0, ϱ],

x ∈ B′
r/2(x0), and t ∈ [r, ϱ]

Hu(x, 2t)

Hu(x, t)
,
Du(x, 2t)

Du(x, t)
≤ [C−1, C]. (3.11)

Proof. The proof follows straightforwardly from Proposition 3.3 and Lemma 3.4
once the constants are chosen in such a way to apply the above mentioned results.

□

3.2. Almost monotonicity of the frequency. By means of the doubling esti-
mates established in Proposition 3.3, and arguing similarly to [18, Theorem 2.2],
we can conclude almost monotonicity of the frequency Iu(x0, ·) under the condition
A(x0) = Id. In fact, we establish quasi-monotonicity for all points x0 and radii

r ≥ (a(x0))
1
α , recall that α = 1− n+1

p , provided that

a(x0) := |A(x0)− Id|.

Notice that a(x0) = 0 if and only if A(x0) = Id. We start off proving a couple of
preliminary results. In what follows, differentiation with respect to the radius shall
be denoted by a prime and we write

ϵD(x, t) := Gu(x, t)−Du(x, t) , (3.12)

ϵD′(x, t) := tD′
u(x, t)− (n− 1)Du(x, t)− 2tEu(x, t) . (3.13)

Lemma 3.7. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0

with this property. If u is a solution to (2.1) under assumptions (H1)-(H3), for
every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, then for every r ∈ (0, ϱ],

x ∈ B′
r/2(x0), and t ∈ [r, ϱ]

|ϵD(x, t)| ≤ C
(
[A]0,α(|x− x0|+ t)α + a(x0)

)(
Du(x, t) + t−

1/2H
1/2
u (x, t)D

1/2
u (x, t)

)
, (3.14)

and

|ϵD′(x, t)| ≤ C
(
[A]0,α(|x− x0|+ t)α + a(x0)

)
Du(x, t) . (3.15)



THIN OBSTACLES PROBLEMS WITH SOBOLEV VARIABLE COEFFICIENTS 11

Proof. Without loss of generality we suppose x0 = 0. Fix a point x ∈ B′
1/2, and

set B(z) := A(z)− Id for every z ∈ B′
1. To infer (3.14) and (3.15) we consider the

equation satisfied by u and test it with a suitable function.
We start noticing that

ϵD(x, t) = Gu(x, t)−Du(x, t)

= −
�

∇u(z) · ∇
(
u(z)ϕ

(
|z−x|

t

))
dz

=

�
B(z)∇u(z) · ∇

(
u(z)ϕ

(
|z−x|

t

))
dz, (3.16)

where in the last equality we use that u is a solution to (2.3) (tested with u(z)ϕ
( |z−x|

t

)
)

and Signorini ambiguous boundary conditions. In order to prove (3.14), we use
(3.16): for ϱ sufficiently small, by the Hölder inequality we get

|ϵD(x, t)| ≤
(
[A]0,α(|x|+ t)α + a(x0)

)(
Du(x, t)− t−1

�
Bt(x)\Bt/2(x)

ϕ′
(

|z−x|
t

)
|u(z)||∇u(z)|dz

)
≤ C

(
[A]0,α(|x|+ t)α + a(x0)

)(
Du(x, t) + t−

1/2H
1/2
u (x, t)D

1/2
u (x, 2t)

)
,

(3.17)

with C = C(∥ϕ′∥∞). We conclude the estimate in (3.14) in view of Corollary 3.6
(cf. (3.11)).

To prove (3.15) we argue similarly, and test the equation with the function w

defined as the even extension across B′
1 of the restriction to B+

1 of ϕ
( |z−x|

t

)
∇u(z) ·

(z − x). Note that w is an admissible test in view of the H2
loc(B

±
1 ∪B′

1) regularity
of u. Additionally, (H3) and Signorini’s ambiguous boundary conditions imply that
(A(z)∇u(z) · en+1)∇u(z) · (z−x) = an+1,n+1(z)∂n+1u(z) =0 on B′

1. In view of this
we compute explicitly using the divergence theorem�

B(z)∇u(z) · ∇wdz =
�

∇u(z) · ∇w dz

= Du(x, t) +
1

2

�
ϕ
(

|z−x|
t

)
∇(|∇u(z)|2) · (z − x) dz

+
1

t

�
ϕ′
(

|z−x|
t

)
(∇u(z)·(z−x))2

|z−x| dz

= −n− 1

2
Du(x, t) +

1

t

�
ϕ′
(

|z−x|
t

)(
− |∇u(z)|2

2 |z − x|+ (∇u(z)·(z−x))2

|z−x|

)
dz

= −n− 1

2
Du(x, t) +

t

2
D′

u(x, t)− tEu(x, t) = −ϵD′(x, t). (3.18)

To establish (3.15) we can then proceed similarly as above:

|ϵD′(x, t)| ≤C
(
[A]0,α(|x|+ t)α + a(x0)

)
·
(
Du(x, t)+

+ t

�
ϕ
( |z−x|

t

)
|∇2u(z)||∇u(z)|dz +

�
Bt(x)\Bt/2(x)

|∇u(z)|2dz
)

≤ C
(
[A]0,α(|x|+ t)α + a(x0)

)
·

·
(
Du(x, t) +D

1/2
u (x, t)D

1/2
u (x, 2t) +Du(x, 2t)

)
,
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where we used the H2
loc(B

±
1 ) regularity estimates of u. The conclusion then follows

from the doubling properties of Du(x, ·) (cf. Corollary 3.6). □

We establish next a similar result forHu(x0, ·) together with a quasi-monotonicity
formula.

Lemma 3.8. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0 and
[A]0,α with this property. If u is a solution to (2.1) under assumptions (H1)-(H3),

for every x0 ∈ Γ(u) ∩B′
1/2 satisfying (H4) with m(x0) ≤ m0, if (a(x0))

1/α ≤ ϱ, then

((a(x0))
1/α, ϱ] ∋ t 7→ Hu(x0, t)

tn
· exp

(
Ctα

)
is nondecreasing, (3.19)

and

((a(x0))
1/α, ϱ] ∋ t 7→ Hu(x0, t)

tn+2m0
· exp

(
− Ctα

)
is nonincreasing. (3.20)

In particular, for all (a(x0))
1/α ≤ r ≤ s ≤ ϱ�

Bs(x0)\Br(x0)

|u(x)|2dx ≤ C sHu(x0, s) . (3.21)

Proof. First note that by scaling and a direct differentiation we easily get

H ′
u(x, t) =

n

t
Hu(x, t)− 2 t−1

�
ϕ′
(

|z−x|
t

)
u(z)∇u(z) · z−x

|z−x|dz

=
n

t
Hu(x, t) + 2Gu(x, t). (3.22)

We employ equalities (3.12), (3.22) and estimate (3.14) (with x = x0) to deduce
that ∣∣∣ d

dt

(
ln
(Hu(x0,t)

tn

)
+ 2

� ϱ

t

Iu(x0,s)
s ds

)∣∣∣ = 2|ϵD(x0, t)|
Hu(x0, t)

≤ C
(
[A]0,αtα + a(x0)

)
t−1
(
Iu(x0, t) + I

1/2
u (x0, t)

)
≤ Ctα−1 ,

where C = C([A]0,α,m0) > 0 and we have used that (a(x0))
1/α < t < 1. The

conclusion in (3.19) then follows at once by direct integration. Similarly, using
Iu(x0, s) ≤ m0, we have

d

dt
ln
(Hu(x0,t)

tn+2m0

)
≥ d

dt

(
ln
(Hu(x0,t)

tn

)
+ 2

� ϱ

t

Iu(x0,s)
s ds

)
≥ −Ctα−1 ,

and (3.20) follows.
Finally, the proof of (3.21) is a simple consequence of Fubini theorem by taking

advantage of (3.19). □

Thanks to Lemmata 3.7 and 3.8 we are now ready to establish the quasi-
monotonicity of the frequency function at free boundary points x0 with a(x0) = 0.

Proposition 3.9. For every m0 > 0 there exist constants ϱ, C > 0 depending on
m0, [A]0,α and α with this property. If u is a solution to (2.1) under assump-
tions (H1)-(H3), for every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, if

max{(a(x0))1/α, r} ≤ ϱ and x ∈ B′
r/2(x0), then

I ′u(x, t) =
2t

H2
u(x, t)

(
Eu(x, t)Hu(x, t)−G2

u(x, t)
)
+Ru(x, t) , (3.23)
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and

|Ru(x, t)| ≤ C tα−1Iu(x, t) ∀ t ∈
[
max{(a(x0))

1/α, r}, ϱ
]
. (3.24)

In particular, if a(x0) = 0, then for every x ∈ B′
r/2(x0), r < ϱ,

[r, ϱ] ∋ t 7→ eCtαIu(x, t) is non-decreasing. (3.25)

Proof. Without loss of generality we prove the result in case x0 = 0. We take
advantage of formulas (3.12)-(3.15) in Lemma 3.7 and (3.22) in Lemma 3.8 to
deduce that

I ′u(x, t)

Iu(x, t)
=

1

t
+
D′

u(x, t)

Du(x, t)
− H ′

u(x, t)

Hu(x, t)

(3.13)
= 2

Eu(x, t)

Du(x, t)
− 2

Gu(x, t)

Hu(x, t)
+
ϵD′(x, t)

tDu(x, t)

=
2

Du(x, t)Hu(x, t)

(
Eu(x, t)Hu(x, t)−Gu(x, t)Du(x, t)

)
+
ϵD′(x, t)

tDu(x, t)

(3.12)
=

2

Du(x, t)Hu(x, t)

(
Eu(x, t)Hu(x, t)−G2

u(x, t)
)

+
ϵD′(x, t)

tDu(x, t)
+ 2

ϵD(x, t)Gu(x, t)

Du(x, t)Hu(x, t)
. (3.26)

Thus, for t ∈ (0, 1/2) we conclude equality (3.23), i.e.

I ′u(x, t)−
2t

H2
u(x, t)

(
Eu(x, t)Hu(x, t)−G2

u(x, t)
)
=
ϵD′(x, t)

Hu(x, t)
+ 2t

Gu(x, t)

H2
u(x, t)

ϵD(x, t)

(3.12)
=

ϵD′(x, t)

Hu(x, t)
+ 2t

ϵ2D(x, t)

H2
u(x, t)

+ 2I(x, t)
ϵD(x, t)

Hu(x, t)
=: Ru(x, t). (3.27)

To estimate Ru we note that, if t ≥ max{(a(x0))1/α, r} and x ∈ B′
r/2(x0), then∣∣∣ϵD′(x, t)

Hu(x, t)

∣∣∣ (3.15)≤ Ctα−1Iu(x, t) ,

in turn implying that

tϵ2D(x, t)

H2
u(x, t)

+ Iu(x, t)
|ϵD(x, t)|
Hu(x, t)

(3.14)

≤ Ctα−1Iu(x, t),

with C = C(m(x0), [A]0,α), where we use the local uniform upper bound on Iu(x, t)
given by Lemma 3.4. Therefore, estimate (3.24) follows straightforwardly.

In particular, if a(x0) = 0, then (3.24) holds true for all t ∈ [r, ϱ], and thus (3.25)
follows by direct integration of (3.23) by taking into account estimate (3.24) and
Cauchy-Schwarz inequality that implies Eu(x, t)Hu(x, t)−G2

u(x, t) ≥ 0. □

Remark 3.10. It is also convenient to highlight a different expression of the deriv-
ative of the frequency function for later purposes: from (3.27) we get

I ′u(x, t) =
2t

H2
u(x, t)

(
Eu(x, t)Hu(x, t)−D2

u(x, t)
)
+ R̃u(x, t) , (3.28)

where

R̃u(x, t) :=
ϵD′(x, t)

Hu(x, t)
− 2Iu(x, t)

ϵD(x, t)

Hu(x, t)
. (3.29)

In particular, if (H4) is satisfied in x0, x ∈ B′
r/2(x0) and t ≥ max{(a(x0))1/α, r},

then

|R̃u(x, t)| ≤ C tα−1Iu(x, t) . (3.30)
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An additive quasi-monotonicity formula is then easily deduced.

Corollary 3.11. For every m0 > 0 there exist constants ϱ, C > 0 depending
on m0 and [A]0,α with this property. If u is a solution to (2.1) under assump-
tions (H1)-(H3), for every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, if

max{(a(x0))1/α, r} < ϱ and x ∈ B′
r/2(x0), then

[max{(a(x0))
1/α, r}, ϱ] ∋ t 7→ Iu(x, t) + Ctα is non-decreasing. (3.31)

In particular, if a(x0) = 0, then

Iu(x0, 0
+) := lim

r↓0
Iu(x0, r) ≥ 3/2 . (3.32)

Proof. The proof of (3.31) is straighforward from inequality (3.23), estimate (3.24)
in Proposition 3.9 and (3.10) in Lemma 3.4. Furthermore, if a(x0) = 0, then from [5,
Lemma 1], Corollary 3.1 and Proposition 3.9 one deduces that Iu(x0, r) ≥ 3

2e
−Crα

for all r ∈ (0, ϱ]. Therefore, Iu(x0, 0
+) ≥ 3/2. □

Remark 3.12. TheH2
loc(B1) regularity of a solution u has been exploited to infer the

quasi-monotonicity property of the frequency function Iu(x0, ·) at points x0 as in
the statement of Corollary 3.11 in order to estimate the error term ϵD′ (cf. Lemma
3.7). Different approaches, such as that in [23, 24], lead to quasi-monotonicity
formulas holding in the less restrictive Hölder regularity scale for the matrix field.
Despite this, in order to establish rectifiability of free boundary points with finite
order of contact we shall crucially use theW 1,p regularity of the matrix field as well
as the already mentioned H2

loc(B1) regularity of solutions (cf. Proposition 4.2).

4. Main estimates on the frequency

4.1. Oscillation estimate of the frequency. We introduce the following nota-
tion for the radial variations of the frequency at a point x0 ∈ Γ(u) with m(x0) <∞
and a(x0) = 0:

∆r
ρ(x0) := Iu(x0, r) + Crα −

(
Iu(x0, ρ) + Cρα), 0 < ρ < r, (4.1)

for C > 0 the constant in Corollary 3.11, so that ∆r
ρ(x0) ≥ 0 for r, ρ sufficiently

small. The result in the ensuing Proposition 4.2 shows how the spatial oscillation
of the frequency in two nearby points at a given scale is in turn controlled by the
radial variations at comparable scales. We establish first a technical result. To this
aim it is convenient to define the parameter

θ := min{[A]−1/α
0,α , 1}. (4.2)

Lemma 4.1. For every m0 > 0 there exist constants ϱ, C > 0 depending on m0 and
[A]0,α with this property. If u is a solution to (2.1) under assumptions (H1)-(H3),
for every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, and a(x0) = 0, then

for all r1 ≤ ϱ, r0 ∈ ( θ
16r1, r1), and x ∈ B′

θ
32 r1

(x0), we have

�
Br1

(x)\Br0
(x)

(
∇u(z) · (z − x)−Iu(x, r0)u(z)

)2 1
|z−x| dz ≤ CHu(x, 2 r1)∆

2r1
r0 (x).

(4.3)
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Proof. By translation, it suffices to prove the lemma for x0 = 0. We start off with
the following computation that uses Remark 3.10:

−
�
ϕ′
( |z−x|

t

)(
∇u(z) · (z − x)− Iu(x, t)u(z)

)2 1
|z−x|dz

= t2Eu(x, t)− 2 t Iu(x, t)Gu(x, t) + I2u(x, t)Hu(x, t)

=
t2

Hu(x, t)

(
Eu(x, t)Hu(x, t)−D2

u(x, t)
)
− 2tϵD(x, t) Iu(x, t)

(3.28)
=

t

2
Hu(x, t)

(
I ′u(x, t)−Ru(x, t)

)
, (4.4)

where

Ru = R̃u +
4

Hu(x, t)
ϵD(x, t) Iu(x, t) =

ϵD′(x, t)

Hu(x, t)
+ 2Iu(x, t)

ϵD(x, t)

Hu(x, t)
.

with R̃u function in (3.29). In particular, the above equalities show that the last
factor in (4.4) is nonnegative, being nonnegative the term on the first line of (4.4)
itself. Therefore, we may use the elementary integral estimate

�
Br1

(x)\Br0
(x)

f(z)dz ≤ −C

r0

� 2r1

r0

�
ϕ′
( |z−x|

t

)
f(z) dz dt for all 0 < r0 ≤ r1,

(4.5)

that holds true for any measurable function f ≥ 0, in order to deduce

�
Br1 (x)\Br0 (x)

(
∇u(z) · (z − x)− Iu(x, r0)u(z)

)2 1
|z−x| dz

(4.5)

≤ −C

r0

� 2r1

r0

�
ϕ′
( |z−x|

t

)(
∇u(z) · (z − x)− Iu(x, r0)u(z)

)2 1
|z−x| dz dt

≤ −C

r0

� 2r1

r0

�
ϕ′
( |z−x|

t

)(
∇u(z) · (z − x)− Iu(x, t)u(z)

)2 1
|z−x|dzdt

− C

r0

� 2r1

r0

�
ϕ′
( |z−x|

t

)(
Iu(x, t)− Iu(x, r0)

)2
u2(z) 1

|z−x|dzdt

(4.4)

≤ C

r0

� 2r1

r0

t

2
Hu(x, t)

(
I ′u(x, t)−Ru(x, t)

)
dt

+
C

r0

(
(Iu(x, 2r1)− Iu(x, r0))

2 + (2r1)
2α
) � 2r1

r0

Hu(x, t) dt, (4.6)

where in the last estimate we have used Corollary 3.11 because x ∈ B′
θ
32 r1

⊂ B′
r0/2.

From Lemma 3.4 and Lemma 3.8 we get that Hu(x, t) ≤ CHu(x, 2r1) for all
t ∈ [r0, 2r1]. Furthermore, we can use (3.30) in Remark 3.10 to estimate |Ru(x, t)|
for all x ∈ B θ

32 r1
(x0) and t ∈ [r0, 2r1]. Thus, by taking into account that I ′u(x, t)−
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Ru(x, t) ≥ 0 (cf. (4.4)), from (4.6) we get�
Br1

(x)\Br0
(x)

(
∇u(z) · (z − x)− Iu(x, r0)u(z)

)2 1
|z−x| dz

≤ CHu(x, 2r1)

� 2r1

r0

(
I ′u(x, t)−Ru(x, t)

)
dt

+ C Hu(x, 2r1)
((
Iu(x, 2r1)− Iu(x, r0)

)2
+ (2r1)

α − rα0

)
≤ C Hu(x, 2r1)

(
Iu(x, 2r1)− Iu(x, r0)

)
+ CHu(x, 2r1)

(
(2r1)

α − rα0
)

≤ C Hu(x, 2r1)∆
2r1
r0 (x),

where we used that r0 ∈ ( θ
16r1, r1) and Iu(x, t) ≤ C for all t ∈ (r0, 2r1) and

x ∈ B′
θ
32 r1

by Lemma 3.4. □

We are now ready to prove a spatial oscillation estimate on the frequency function
in terms of the radial oscillation computed between suitable radii in all points
belonging to a neighbourhood of a point x0 with a(x0) = 0.

Proposition 4.2. For every m0 > 0 there exist constants ϱ, C > 0 depending on
m0 and [A]0,α with this property. If u is a solution to (2.1) under assumptions
(H1)-(H3), then for every x0 ∈ Γ(u) ∩ B′

1/2 satisfying (H4) with m(x0) ≤ m0, and

a(x0) = 0, for all R, ρ > 0 with R > 32
θ and Rρ < ϱ, we have∣∣Iu(x1, Rρ)− Iu(x2, Rρ)

∣∣ ≤ C
((

∆4Rρ
Rρ/4(x1)

)1/2
+
(
∆Rρ

Rρ/4(x2)
)1/2

+ (Rρ)α
)
, (4.7)

for every x1, x2 ∈ B′
ρ(x0) (where θ is defined in (4.2)).

Proof. Without loss of generality, we show the conclusion for x0 = 0. Moreover, we
set t = Rρ. Note that, under the assumption R > 32

θ , if t < ϱ is sufficiently small,
then Iu(x, t) ≤ C with the constant C depending on m0 by Lemma 3.4.

The proof is based on estimating the tangential derivative of the frequency func-
tion x 7→ Iu(x, t) for x ∈ B′

ρ by taking advantage of the H2
loc regularity of u.

Thus, we start off noticing that the functions x 7→ Hu(x, t) and x 7→ Du(x, t) are
differentiable and, for every e ∈ Rn+1 with e · en+1 = 0, we have that

∂eHu(x, t) = −2

�
ϕ′
( |z−x|

t

)
u(z) ∂eu(z)

1
|z−x| dz, (4.8)

and setting B(z) := A(z)− A(0)(= A(z)− Id)

∂eDu(x, t) = 2

�
ϕ
( |z−x|

t

)
∇u(z) · ∇(∂eu)(z) dz

= 2

�
ϕ
( |z−x|

t

)(
A− B

)
(z)∇u(z) · ∇(∂eu)(z) dz

= −2 t−1

�
ϕ′
( |z−x|

t

)
∂eu(z)A(z)∇u(z) · z−x

|z−x| dz

− 2

�
ϕ
( |z−x|

t

)
B(z)∇u(z) · ∇(∂eu)(z) dz

= −2 t−1

�
ϕ′
( |z−x|

t

)
∂eu(z)∇u(z) · z−x

|z−x| dz + ϵ∂eD(x, t) , (4.9)
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where

ϵ∂eD(x, t) := −2 t−1

�
ϕ′
( |z−x|

t

)
B(z)∂eu(z)∇u(z) · z−x

|z−x| dz

− 2

�
ϕ
( |z−x|

t

)
B(z)∇u(z) · ∇(∂eu)(z) dz. (4.10)

The third equality in (4.9) follows from the divergence theorem applied to the vector

field V (z) := ϕ
( |z−x|

t

)
∂eu(z)A(z)∇u(z), note that V ∈ C∞(Bt(x) \ B′

1,Rn+1), V
has compact support and the divergence of V does not concentrate on B′

1. Recalling
the H2

loc-estimates in Theorem 2.1 and the doubling estimates in Corollary 3.6, we
have

|ϵ∂eD(x, t)| ≤ C|e|t−1(|x|+ t)αDu(x, 2t) + C(|x|+ t)αD
1/2
u (x, t)∥u∥H2(Bt(x))

≤ C|e|t−1(|x|+ t)α
(
Du(x, 2t) +D

1/2
u (x, t)D

1/2
u (x, 2t)

)
≤ C|e|t−1(|x|+ t)αDu(x, t) . (4.11)

We choose e := x2 − x1 and set

Ei(z) := ∇u(z) · (z − xi)− Iu(xi, t)u(z) for i = 1, 2,

∆I := Iu(x1, t)− Iu(x2, t) and ∆E(z) := E1(z)− E2(z).

Then, we have that ∂eu(z) = ∆I u(z) + ∆E(z). Thus, from (4.8) we infer that

∂eHu(x, t) = 2∆I ·Hu(x, t)− 2

�
ϕ′
( |z−x|

t

)
∆E(z) u(z)

|z−x| dz ,

while from (4.9) and (3.12) we conclude

∂eDu(x, t) = 2∆I · (Du(x, t) + ϵD(x, t)) + ϵ∂eD(x, t)

− 2 t−1

�
ϕ′
( |z−x|

t

)
∆E(z) ∇u(z) · z−x

|z−x| dz .

In particular, by a direct computation we deduce that

∂eI(x, t) =
t

H2
u(x, t)

(
Hu(x, t) ∂eDu(x, t)−Du(x, t) ∂eHu(x, t)

)
=

2

Hu(x, t)

�
−ϕ′

( |z−x|
t

)
∆E(z)

(
∇u(z) · (z − x)− Iu(x, t)u(z)

)
1

|z−x| dz

+
t

Hu(x, t)
· (2∆I · ϵD(x, t) + ϵ∂eD(x, t)). (4.12)

We estimate (4.12) (recall that t = Rρ and x ∈ B′
ρ). First notice that thanks to

(3.14) we may conclude that

t

Hu(x, t)
|2∆I · ϵD(x, t)| ≤ C|∆I|tα(Iu(x, t) + I

1/2
u (x, t)) ≤ Ctα , (4.13)

for some C > 0. Furthermore, by (4.11) we get that

t

Hu(x, t)
|ϵ∂eD(x, t)| ≤ CtαIu(x, t) ≤ Ctα , (4.14)
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where we used that |e| ≤ 2ρ ≤ t. Note that, since x ∈ B′
ρ, by elliptic regularity of

u (cf. Theorem 2.1) we infer that

sup
z∈B+

t (x)

|∇u(z) · (z − x)− Iu(x, t)u(z)|

≤ t sup
z∈B+

t+ρ

|∇u(z)|+ Iu(x, t)∥u∥C0(Bt+ρ)

≤ C t−
n+1
2 ∥u∥L2(B2t+2ρ) ≤ C t−

n
2 H

1/2
u

(
2t+ 2ρ

)
,

where we use (3.21) in Lemma 3.8. Hence, we have that

∂eIu(x, t) ≤ C t−
n
2
H

1/2
u

(
2t+ 2ρ

)
Hu(x, t)

�
−ϕ′

( |z−x|
t

)(
|E1(z)|+ |E2(z)|

)
1

|z−x| dz + C tα .

(4.15)

In order to estimate the integral term in (4.15), we notice that

Bt(x) \Bt/2(x) ⊂ Bt+2ρ(xi) \Bt/2−2ρ(xi) ∀x ∈ B′
1/2, for i = 1, 2;

therefore�
Bt(x)\B t

2
(x)

|Ei(z)| 1
|z−x| dz ≤

2 (t+2ρ)
t

�
Bt+2ρ(xi)\B t

2
−2ρ

(xi)

|Ei(z)| 1
|z−xi| dz

≤ C t
n
2

(�
Bt+2ρ(xi)\B t

2
−2ρ

(xi)

E2
i (z)

1
|z−xi| dz

)1/2

,

(4.16)

where we choose R > 8 and we use the direct computation
�
Bt+2ρ(xi)\B t

2
−2ρ

(xi)

1
|z−xi| dz ≤ C tn,

with C > 0 a dimensional constant. If R > 32
θ , then we are in the position to apply

Lemma 4.1 (with r0 = t/2 − 2ρ and r1 = t+ 2ρ) to get
�
Bt+2ρ(xi)\Bt/2−2ρ(xi)

E2
i (z)

1
|z−xi| dz ≤ C4.1(A)Hu

(
xi, 2t+ 4ρ

)
∆

2(t+2ρ)
t
2−2ρ

(xi).

(4.17)

Using (4.15)-(4.17) we claim that for all x ∈ B′
ρ

∂eIu(x, t) ≤ C
(
∆4t

t/4(x1)
)1/2

+ C
(
∆4t

t/4(x2)
)1/2

+ C tα , (4.18)

from which the conclusion follows by integrating (4.18) along the segment {x1+r e :
r ∈ [0, 1]}. Indeed, 4t ≥ 2(t+2ρ) and t

4 <
t
2−2ρ, and the monotonicity of Corollary

3.11 in the set of radii under consideration. Moreover,

H
1/2
u

(
2t+2ρ

)
H−1

u

(
x, t
)
H

1/2
u

(
xi, 2t+4ρ

)
≤ H

1/2
u

(
2t+2ρ

)
H−1

u

(
t
)
H

1/2
u

(
2t+4ρ

)
≤ C ,

thanks to the estimates in Lemma 3.4 and Corollary 3.6 because xi ∈ B′
ρ and

t = Rρ ∈ (2ρ, ϱ). □
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4.2. Estimate of the mean-flatness via the frequency function. We intro-
duce the mean-flatness.

Definition 4.3. Given a Radon measure µ in Rn+1, for every x0 ∈ Rn and for
every r > 0, set

βµ(x, r) := inf
L

(
r−n−1

�
Br(x)

dist2(y,L)dµ(y)
)1/2

, (4.19)

where the infimum is taken among all affine (n− 1)-dimensional planes L ⊂ Rn+1,
and dist(y,L) := infx∈L |y − x|.

As shown in [13, 16] the mean flatness βµ of an arbitrary measure µ supported
on Γ(u) is controlled in terms of the integration of suitable radial oscillations of the
frequency with respect to µ.

Proposition 4.4. For every m0 > 0 and R > 64
θ (where θ is defined in (4.2)),

there exist constants ϱ, C > 0 depending on R, m0 and [A]0,α with this property. If
u is a solution to (2.1) under assumptions (H1)-(H3), for every x0 ∈ Γ(u) ∩ B′

1/2

satisfying (H4) with m(x0) ≤ m0, and a(x0) = 0, then for every r > 0 with Rr < ϱ,
for every finite Borel measure µ with sptµ ⊆ Γ(u), and for every p ∈ Γ(u)∩B′

r(x0)

β2
µ(p, r) ≤

C

rn−1

( �
Br(p)

∆
(2R+4) r
(R−5) r/2(x) dµ(x) + (Rr)αµ(Br(p))

)
. (4.20)

Proof. The proof is a simple adaptation of the ones in [13, Proposition 4.2] and [16,
Proposition 5.1]. The condition R > 64

θ is used in order to apply Lemma 4.1. We
leave the details to the readers.

□

5. Intrinsic frequency

In this section we introduce an elementary change of variables in order to make
a generic free boundary point x0 satisfy a(x0) = 0 for a different, related thin
obstacle problem (cf. [20, 21, 22] for the thin obstacle, and [17] in the case of the
classical obstacle problem). In such a way we define an intrinsic frequency function
for which the conclusions of Proposition 4.4 hold even without the matrix A(x0)
being the identity at free boundary points.

Given a solution u of (2.3), and x0 ∈ Γ(u) ∩ B′
1, consider the function uA(x0) :

Φ−1
x0

(B1) → R defined by

uA(x0)(x) := u(Φx0(x)) ,

where Φx0
: Rn+1 → Rn+1 is the affine map Φx0

(x) := x0 + A1/2(x0)(x − x0). In
particular, changing variables by means of Φx0

leads to�
B1

⟨A(x)∇u(x),∇u(x)⟩dx = det
(
A1/2(x0)

)
EA(x0)

(
uA(x0),Φ

−1
x0

(B1)
)
, (5.1)

where

EA(x0)(v, U) :=

�
U

⟨Cx0
(x)∇v(x),∇v(x)⟩dx , (5.2)

for every open set U ⊆ Φ−1
x0

(B1), and Cx0
(x) := A−1/2(x0)A(Φx0

(x))A−1/2(x0).
Note that Cx0(x0) = Id. Therefore, uA(x0) turns out to be the solution of the
thin obstacle problem for the energy in (5.2) among all functions in v ∈ g(Φx0

) +
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H1
0

(
Φ−1

x0
(B1)

)
that are even across the corresponding hyperplane Φ−1

x0
({xn+1 =

0}) = {xn+1 = 0} (thanks to hypothesis (H3)), and such that v|Φ−1
x0

(B′
1)

≥ 0.

Moreover, there is a bijection of the free boundaries: Γ(uA(x0)) = Φ−1
x0

(Γ(u)).
Let u be a solution to (2.3), and let x0 ∈ B′

1 and r > 0 be such that Φx0
(Br(x0)∩

{xn+1 = 0}) ⊂ B′
1. Being uA(x0) solution to the thin obstacle problem correspond-

ing to the matrix field Cx0
(·) in Br(x0), we consider the related frequency function

IuA(x0)
(x, s) =

sDuA(x0)
(x, s)

HuA(x0)
(x, s)

, x ∈ {xn+1 = 0} ∩Br(x0), s < r − |x− x0|.

(5.3)
In passing, note that if x0 satisfies assumption a(x0) = 0, then u coincides with
uA(x0), and correspondingly IuA(x0)

coincides with Iu at all points in B′
1 and admis-

sible radii. For later purposes it is convenient to point out explicit formulas for the
Dirichlet energy

DuA(x0)
(x, s) =

�
ϕ
( |Φ−1

x0
(y)−x|
s

)
⟨A(x0)∇u(y),∇u(y)⟩

detA1/2(x0)
dy, (5.4)

and for the “boundary” L2 norm of u

HuA(x0)
(x, s) = −

�
ϕ′
( |Φ−1

x0
(y)−x|
s

)
u2(y)

|Φ−1
x0

(y)−x|
1

detA1/2(x0)
dy. (5.5)

We call IuA(x0)
(x0, r) the intrinsic function at a free boundary point x0 ∈ Γ(u) and

set

Nu(x0, r) := IuA(x0)
(x0, r).

Having fixed a point x0 of the free boundary with finite frequency, we compare the
intrinsic frequency function and the (standard) Dirichlet based one at points of the
free boundary with finite frequency close to x0. Thus, for every m0 > 0 we set

Γm0(u) := {x ∈ Γ(u) ∩B′
1/2 : sup

r∈(0,1/2)

Nu(x, r) ≤ m0} .

Proposition 5.1. For every m0 > 0 there exist constants ϱ, C > 0 depending on
the ellipticity constant λ, m0 and [A]0,α with this property. If u is a solution to
(2.1) under assumptions (H1)-(H3), for every x0, x1 ∈ Γm0(u) ∩ B′

1/2, if r ∈ (0, ϱ)

and |x0 − x1| < C−1r, then∣∣IuA(x0)
(Φ−1

x0
(x1), r)−Nu(x1, r)

∣∣ ≤ C|x0 − x1|
α/2Nu(x1, r) . (5.6)

Proof. We start off noticing that by (H1)

|Φ−1
x0

(x1)− x0| = |Φ−1
x0

(x1)− Φ−1
x0

(x0)| ≤ λ−
1/2|x1 − x0| ,

where the square root of the ellipticity constant λ estimates from below the norm
of A−1/2(x0). Therefore, IuA(x0)

(Φ−1
x0

(x1), r) is well defined provided that ϱ, C−1 are

small (cf. Lemma 3.4).
To prove the inequality in (5.6) it is convenient to recall formulas (5.3)-(5.5):

DuA(x0)
(Φ−1

x0
(x1), r) =

�
ϕ
(

|A−1/2(x0)(y−x1)|
r

)
⟨A(x0)∇u(y),∇u(y)⟩

detA1/2(x0)
dy ,

and

HuA(x0)
(Φ−1

x0
(x1), r) = −

�
ϕ′
(

|A−1/2(x0)(y−x1)|
r

)
u2(y)

|A−1/2(x0)(y−x1)|
1

detA1/2(x0)
dy .
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To estimate the difference between the Dirichlet energies we introduce the sets

Ur(x) :=
(
(x+ A1/2(x)Br) ∪ (x1 + A1/2(x0)Br)

)
\

\
(
(x+ A1/2(x)Br/2) ∩ (x1 + A1/2(x0)Br/2)

)
for all x ∈ B′

1/2. Then, we argue as follows

DuA(x1)
(x1, r)−DuA(x0)

(Φ−1
x0

(x1), r)

=

�
ϕ
(

|A−1/2(x1)(y−x1)|
r

)
⟨A(x1)∇u(y),∇u(y)⟩

detA1/2(x1)
dy

−
�
ϕ
(

|A−1/2(x0)(y−x1)|
r

)
⟨A(x0)∇u(y),∇u(y)⟩

detA1/2(x0)
dy

=

� (
ϕ
(

|A−1/2(x1)(y−x1)|
r

)
− ϕ

(
|A−1/2(x0)(y−x1)|

r

))
⟨A(x1)∇u(y),∇u(y)⟩

detA1/2(x1)
dy

+

�
ϕ
(

|A−1/2(x0)(y−x1)|
r

)(
⟨A(x1)∇u(y),∇u(y)⟩

detA1/2(x1)
− ⟨A(x0)∇u(y),∇u(y)⟩

detA1/2(x0)

)
dy

=: D(1)(r) +D(2)(r). (5.7)

Since |y − x1| ≤ C(Λ)r for all y ∈ Ur(x1) and Φ−1
x1

(Ur(x1)) ⊆ BC(λ,Λ)r(x1), we
deduce that

|D(1)(r)| ≤ C[ϕ]0,1|A−1/2(x0)− A−1/2(x1)|
�
Ur(x1)

⟨A(x1)∇u(y),∇u(y)⟩
detA1/2(x1)

dy

≤ C|A1/2(x0)− A1/2(x1)|
�
Φ−1

x1
(Ur(x1))

|∇uA(x1)(y)|2 dy

(H1)

≤ C|x1 − x0|
α/2DuA(x1)

(
x1, Cr

)
(5.8)

and, analogously,

|D(2)(r)| ≤
∣∣∣Id− detA1/2(x1)

detA1/2(x0)
A−1(x1)A(x0)

∣∣∣ �
Ur(x1)

⟨A(x1)∇u(y),∇u(y)⟩
detA1/2(x1)

dy

(H1)

≤ C|x1 − x0|
α/2DuA(x1)

(
x1, Cr

)
, (5.9)

for some constant C = C(n, λ,Λ, [ϕ]0,1, [A]0,α) > 0. For ρ sufficiently small we
apply iteratively Corollary 3.6 to uA(x1) to conclude

|DuA(x1)
(x1, r)−DuA(x0)

(Φ−1
x0

(x1), r)| ≤ C|x1 − x0|
α/2DuA(x1)

(x1, r) . (5.10)

To estimate the difference of the H-terms we define [0,∞) ∋ t 7→ ψ(t) := ϕ′(t)/t
(recall that ϕ′(t) = 0 for t ∈ [0, 1/2]∪[1,∞)) and notice that ψ is Lipschitz continuous
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on [0,∞), having assumed ϕ ∈ C1,1. We then argue as follows

HuA(x1)
(x1, r)−HuA(x0)

(Φ−1
x0

(x1), r)

=

�
ψ
(

|A−1/2(x0)(y−x1)|
r

)
u2(y)

r detA1/2(x0)
dy −

�
ψ
(

|A−1/2(x1)(y−x1)|
r

)
u2(y)

r detA1/2(x1)
dy

=

� (
ψ
(

|A−1/2(x0)(y−x1)|
r

)
− ψ

(
|A−1/2(x1)(y−x1)|

r

))
u2(y)

r detA1/2(x0)
dy

+

�
ψ
(

|A−1/2(x1)(y−x1)|
r

)(
1

detA1/2(x0)
− 1

detA1/2(x1)

)
u2(y)

r dy =: H(1)(r) +H(2)(r).

(5.11)

Therefore, we get straightforwardly that

|H(2)(r)| ≤
∣∣∣detA1/2(x1)
detA1/2(x0)

− 1
∣∣∣HuA(x1)

(x1, r) ≤ C|x1 − x0|
α/2HuA(x1)

(x1, r) , (5.12)

with C(n, λ,Λ, [A]0,α) > 0. To estimate H(1) we introduce the set

Vr(x1) :=
(
x1 + A1/2(x0)(Br \Br/2)

)
∪
(
x1 + A1/2(x1)(Br \Br/2)

)
,

and get

|H(1)(r)| ≤ C|A−1/2(x1)− A−1/2(x0)|
�
Vr(x1)

u2(y)
r dy

≤ C|x1 − x0|
α/2

�
Vr(x1)

u2(y)
r dy ≤ C|x1 − x0|

α/2

�
Φ−1

x1
(Vr(x1))

u2
A(x1)(z)

r dz ,

where C(n, λ,Λ, [ϕ]1,1, [A]0,α) > 0. We have that

Φ−1
x1

(Vr(x1)) ⊆ B(λ−1Λ)1/2r(x1) \B 1
2 (λΛ

−1)1/2r(x1)

and thus we may estimate the r.h.s. above as follows

|H(1)(r)| ≤ C|x1 − x0|
α/2

�
B

(λ−1Λ)1/2r
(x1)\B 1

2
(λΛ−1)1/2r

(x1)

u2
A(x1)(z)

r dz .

Being uA(x1) a solution to a thin obstacle problem with a(x1) = 0, for ϱ sufficiently
small Lemma 3.8 yields�

B
(λ−1Λ)1/2r

(x1)\B 1
2
(λΛ−1)1/2r

(x1)

u2A(x1)
(z) dz ≤ CrHuA(x1)

(x1, (λ
−1Λ)

1/2r
)

with C = C([A]0,α,m(x1)) > 0. In turn, the doubling properties of HuA(x1)
(x1, ·)

together with the quasi-monotonicity in (3.19) imply

|H(1)(r)| ≤ C|x1 − x0|
α/2HuA(x1)

(x1, r
)
.

Thus, we conclude that

|HuA(x1)
(x1, r)−HuA(x0)

(Φ−1
x0

(x1), r)| ≤ C|x1 − x0|
α/2HuA(x1)

(x1, r) , (5.13)

and from estimates (5.10) and (5.13) we conclude (always under the hypothesis
that ϱ is sufficiently small)∣∣IuA(x0)

(Φ−1
x0

(x1), r)− IuA(x1)
(x1, r)

∣∣ ≤ 2C|x1 − x0|α/2

1− C|x1 − x0|α/2
IuA(x1)

(x1, r) . □
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In view of the previous estimate on the intrinsic frequency function, we can in
rephrase the bound on the mean-flatness in terms of the intrinsic frequency itself
dispensing with the assumption a(x0) = 0 for the base point.

For points x0 ∈ Γ(u) with supr∈(0,1/2)Nu(x0, r) <∞ we set

Ξr
ρ(x0) := Nu(x0, r) + Crα −

(
Nu(x0, ρ) + Cρα), 0 < ρ < r, (5.14)

for C > 0 the constant in (4.1) and r sufficiently small. Finally, we note that the
semi-norm [(detA1/2(x0))Cx0

]0,α is uniformly bounded; therefore, the constants θ
in (4.2) for this new matrices are uniformly bounded with respect to x0 in view of
(H1) and (H2). We denote by θ0 > 0 its infimum.

Proposition 5.2. For every m0 > 0 and R > 64/θ0 there exist constants ϱ, C > 0
depending on R, m0 and [A]0,α, with this property. If u is a solution to (2.1) under
assumptions (H1)-(H3), for every finite Borel measure µ with sptµ ⊆ Γm0(u), for
every x0 ∈ Γm0(u), then for every r > 0 with Rr < ϱ and p ∈ Γm0(u) ∩B′

r(x0)

β2
µ(p, r) ≤

C

rn−1

(�
BR2r(p)

ΞR2r
R1r

(x) dµ(x) + (R2r)
α/2µ(BR2r(p))

)
, (5.15)

for every R2 > max{2R2, 2R+ 4} and R1 <
1
2 (R− 5)r.

Proof. Set µA(x0) := (Φ−1
x0

)#µ, then spt (µA(x0)) ⊆ Γ(uA(x0)). Note that Φ−1
x0

(Br(p)) =

x0 + A−1/2(x0)Br(p− x0) ⊆ B(1+2λ−1/2)r(p). Thus, from the very definition of the

mean flatness βµ we infer that for all p ∈ B′
r(x0)

β2
µ(p, r) = inf

L
r−n−1

�
Br(p)

dist2(y,L)d(Φx0
)#µA(x0)(y)

= inf
L
r−n−1

�
Φ−1

x0
(Br(p))

dist2(Φx0
(y),L)dµA(x0)(y)

= inf
L
r−n−1

�
Φ−1

x0
(Br(p))

dist2(Φx0
(y),Φx0

(L))dµA(x0)(y)

≤ Λ inf
L
r−n−1

�
Φ−1

x0
(Br(p))

dist2(y,L)dµA(x0)(y)

≤ CRn+1Λβ2
µA(x0)

(p,Rr),

if R ≥ 1 + 2λ−
1/2. Since, uA(x0) satisfies the hypotheses of Proposition 4.4 in x0,

recalling that µA(x0) = (Φ−1
x0

)#µ we deduce that

β2
µ(p, r) ≤ CRn+1Λβ2

µA(x0)
(p,Rr)

≤ C

rn−1

(�
BRr(p)

(
∆uA(x0)

)(2R+4)r
1
2 (R−5)r

(x)dµA(x0)(x) + (Rr)αµA(x0)(BRr(p))
)

=
C

rn−1

�
Φx0 (BRr(p))

(
∆uA(x0)

)(2R+4)r
1
2 (R−5)r

(Φ−1
x0

(x)) dµ(x)

+
C

rn−1
(Rr)αµ(Φx0

(BRr(p)) ,

where we denote by ∆uA(x0)
the quantity defined in (4.1) by means of IuA(x0)

, R ≥
(1 + 2λ−

1/2) ∨ 64
θ0
, and r is sufficiently small (cf. Proposition 4.4).
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Eventually, Proposition 5.1 provides the conclusion as sptµ ⊆ Γm0(u), i.e.,

β2
µ(p, r) ≤

C

rn−1

(�
BR2r(p)

ΞR2r
R1r

(x) dµ(x) + (Rr)α/2µ(BR2r(p))
)
,

for R2 > max{2R2, 2R + 4} and R1 <
1
2 (R − 5)r, and r is sufficiently small (cf.

Proposition 5.1). □

6. The measure and the structure of the free boundary

We recall the definition of homogeneous and almost homegeneous solutions to
the (standard) thin obstacle problem:

H :=
{
w ∈ H1

loc(Rn+1) \ {0} : w(x) = |x|λ w
(

x
|x|
)
, λ ≥ 3/2,

w|B1
solves (2.1) with A ≡ Id

}
,

Given a solution u to (2.1) with A satisfying (H1)-(H3), we set

Γfinite(u) :=

{
x ∈ Γ(u) : lim sup

r→0+
Nu(x, r) < +∞

}
. (6.1)

Note that, for every m0 > 0 we have that Γm0(u) ⊆ Γfinite(u). For any point
x0 ∈ Γfinite(u), we set

Ju(x0, t) := eCtαNu(x0, t),

for all t > 0 such that Ju(x0, t) is monotone, namely for all t ∈ (0, ϱ) with ϱ > 0 a
constant depending on [A]0,α and m0 as in the statement of Proposition 3.9.

Definition 6.1. Let η > 0 and let u : B1 → R be a solution to thin obstacle
problem (2.1). Assume that x0 ∈ Γfinite(u) ∩B′

1/2 and r ∈ (0, 1/2) is such that

Ju(x0, r) is defined. Then, u is called η-almost homogeneous of (2.1) in Br(x0) if

Ju(x0, r/2)− Ju(x0, r/4) ≤ η.

The following lemma justifies this terminology.

Lemma 6.2. For every ε > 0 and m0 > 0, there exist η, ϱ > 0 with the following
property: if u is a η-almost homogeneous solution in Br(x0) with r ≤ ϱ and x0 ∈
Γm0(u) ∩B′

1/2, then

inf
w∈H

∥∥(uA(x0))x0,r − w
∥∥
H1(B1)

≤ ε. (6.2)

Proof. The proof follows by a contradiction argument similar to [13, Lemma 5.5].
Assume that for ε > 0 we could find sequences rl of numbers and ul of

1
l -almost

homogeneous solutions in Brl(xl), such that

inf
l

inf
w∈H

∥∥((ul)A(xl)

)
xl,rl

− w
∥∥
H1(B1)

≥ ε , (6.3)

with xl ∈ Γfinite(ul) ∩ B′
1/2 and m(xl) ≤ m0. By Proposition 3.1 there exists a

subsequence (not relabeled) of vl =
(
(ul)A(xl)

)
xl,rl

converging to a solution v∞ of

the thin obstacle problem in B1 for the standard Dirichlet energy. Moreover, we
can assume that the points xl converge to x∞ ∈ B̄′

1/2. From Proposition 3.3 we

infer that

Hv∞(1/2) = lim
l
Hvl(1/2) ≥ C lim

l
Hvl(1) > 0 ,
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so that v∞ is not zero. On the other hand, we have that

Iv∞(1/2)− Iv∞(1/4) = lim
l
(Ivl(1/2)− Ivl(1/4)) = lim

l
(Ju(xl, rl/2)− Ju(xl, rl/4)) = 0.

This implies that v∞ is a solution with constant frequency and thus is homogeneous
(see for instance [13, Proposition 2.7]), contradicting (6.3). □

A rigidity property of the type shown in [13, Proposition 5.6] holds in the case
of non smooth coefficients as well. We call spine S(w) of a function w ∈ H the
maximal subspace of invariance of u,

S(w) :=
{
y ∈ Rn × {0} : w(x+ y) = w(x) ∀ x ∈ Rn+1

}
.

We recall that the maximal dimension of the spine of a function w in H is at most
n− 1 (cf. [13, Section 5.2]), and we set Htop for the set of homogeneous solutions
w with dimS(w) = n− 1; whereas Hlow := H \Htop.

Proposition 6.3. For every τ > 0 and m0 > 0, there exists η, ϱ > 0 with this
property. If u is a η-almost homogeneous solution in Br(x0), r ≤ ϱ and x0 ∈
Γm0(u) ∩B′

1/2 with m(x0) ≤ m0, then the following dichotomy holds:

(i) either for every point x ∈ Γm0(u) ∩B′
r/2(x0) we have

|Ju(x, r/2)− Ju(x0, r/2)| ≤ τ, (6.4)

(ii) or there exists a linear subspace V ⊂ Rn×{0} of dimension n−2 such that{
y ∈ Γm0(u) ∩B′

r/2(x0),

Ju(y, r/8)− Ju(y, r/16) ≤ η
=⇒ dist(y, x0 + V ) ≤ τr. (6.5)

Proof. The proof proceeds by contradiction and follows the strategy in [13, Propo-
sition 5.6]. Let τ > 0 be a given constant and assume that there exist rl and a
sequence (ul)l∈N of 1/l-almost homogeneous solutions in Brl (this clearly holds up
to horizontal translations) such that

(i) there exists xl ∈ Γm0(ul) ∩B′
rl/2 for which

|Ju(xl, rl/2)− Ju(0, rl/2)| > τ, (6.6)

(ii) for every linear subspace V ∈ Rn × {0} of dimension n − 2 there exists
yl ∈ Γm0(ul) ∩B′

rl/2(x0) (a priori depending on V ) such that

Ju(yl, rl/8)− Ju(yl, rl/16) ≤ 1/l and dist
(
yl, V

)
> τrl. (6.7)

We consider the rescaled functions vl := (ul)0,rl . By the compactness result in
Corollary 3.1 vl converge, up to a subsequence, to a not zero solution to the thin
obstacle problem with constant coefficients v∞. In particular v∞ ∈ H thanks to
Lemma 6.2.

If v∞ ∈ Htop, then (6.6) is contradicted. Indeed, up to choosing a further
subsequence, we can assume that zl := r−1

l xl → z∞ ∈ B̄1/2; moreover, z∞ is a
critical point for v∞, because both vl(zl) = |∇vl(zl)| = 0 and the convergence is
C1, and by a simple change of variables we have that

|Iv∞(z∞, 1/2)− Iv∞(0, 1/2)| = lim
l→∞

|Ju(xl, rl/2)− Ju(0, rl/2)| ≥ τ,

which is a contradiction to the constancy of the frequency at critical points of
homogeneous solutions v∞ ∈ Htop (see [13, Lemma 5.3]).
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On the other hand, if v∞ ∈ Hlow, we show a contradiction to the second condition
in (6.7) with V any (n−2)-dimensional subspace containing S(v∞). Indeed, let yl be
as in (6.7) for such a choice of V . By compactness, up to passing to a subsequence
(not relabeled), zl := r−1

l yl → z∞ for some z∞ ∈ B̄1/2 with dist(z∞, V ) ≥ τ > 0.
Arguing as before, we obtain∣∣Iv∞(z∞, 1/8)− Iv∞

(
z∞, 1/16

)∣∣ = lim
l→∞

|Ju(yl, rl/8)− Ju(yl, rl/16)| ≤ lim
l→∞

1/l = 0 ,

where the last inequality is given by the 1/l-almost homogeneity of the functions ul
cf. the first condition in (6.7)). Using [13, Proposition 2.7, Lemma 5.2] it follows
that z∞ ∈ S(v∞), from which we infer a contradiction as z∞ ∈ S(v∞) ⊆ V and
dist(z∞, V ) ≥ τ . □

Proof of Theorem 1.1. The proof is now a simple consequence of the results
established in the previous sections. Indeed, we can follow verbatim [13, Section 6]
(see also [16, §5.3]). Recall that

Γfinite(u) :=

{
x ∈ B′

1 : lim sup
r→0+

Nu(x, r) < +∞
}
.

By a simple rescaling argument, if x0 ∈ B′
1 and r < dist(x0, ∂B1), then the function

ur(y) := u(x0 + ry) solves a thin obstacle problem (1.1) with A satisfying (H1) -
(H3) and

Γfinite(ur) ∩B′
1
2
=

⋃
m0≥ 3

2

Γm0(ur).

Therefore, it is enough to show that Γm0(u)∩B′
1/2 is rectifiable. To this aim we fix

ρ0 > 0 such that the conclusions of all propositions in the previous sections hold
for points x ∈ Γm0(u) ∩B′

1/2 and radii ρ ≤ ρ0. We can then follow the proof of [13,

Section 6] applied to the intrinsic frequencyNu starting at ρ0: indeed, the proof uses
only the lower bound of the frequency (cf. Corollary 3.6), the estimate of the spatial
oscillation of the frequency in terms of the mean-flatness (cf. Proposition 5.2)
and the rigidity of Proposition 6.3, together with the Reifenberg-type rectifiability
criteria provided in the work by Naber and Valtorta [31].

Finally, we note that the proof of the rectifiability also gives the local finiteness
of the measure of each Γm0(u), which we will use for the proof of Theorem 1.2 in
the next section.

7. Finiteness of the frequency for A ∈W 1,∞

In this section we prove the finiteness of the intrinsic frequency Nu at all free
boundary points for a solution u of (2.3) assuming that the matrix field A satisfies
(H1) with p = ∞, (H2), and (H3) (see also [20]). Given this for granted, Theorem
1.2 is then an immediate consequence of Theorem 1.1.

We first establish several auxuliary results under the simplifying assumptions
that the base point is the origin and that A(0) = Id in the spirit of [17, Section
3.2]. Consider then the function µ : B1 → [0,∞) defined by

µ(x) := ⟨A(x)ν(x), ν(x)⟩ if x ̸= 0 and µ(0) = 1,

where ν(x) = x
|x| . Recalling that A is Lipschitz continuous we infer that µ ∈

C0,1(B1), and

λ ≤ µ(x) ≤ Λ, for every x ∈ B1, (7.1)
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where λ, Λ are the ellipticity constants in (H2) (for a proof see [17, Lemma 3.10]).
Here, for the sake of simplicity, we follow the computations in [17] which use

Almgren original frequency function (cf. [2]) tailored for Lipschitz coefficients. Let
us define the functions

Eu(r) :=

�
Br

⟨A∇u,∇u⟩dx and Hu(r) :=

�
∂Br

µu2dHn, (7.2)

and the energy driven frequency function

Iu(r) :=
rEu(r)

Hu(r)
. (7.3)

It is useful for the sequel to observe that

Eu(r) =

�
∂Br

u⟨A∇u, ν⟩dHn . (7.4)

This equality follows by computing the divergence of the vector field uA∇u, by
taking into account (2.3), and by exploiting the Signorini’s ambiguous conditions
together with (H3).

In order to establish the monotonicity of Iu we start with the following lemma.

Lemma 7.1. Let A satisfies (H1) with p = ∞, (H2), and A(0) = Id, let µ be as
above. Then, there exists a constant C > 0 depending on n and on [A]0,1 such that
for every r ∈ (0, 1) and x ∈ Br, we have that

|TrA(x)− (n+ 1)µ(x)| ≤ Cr.

Proof. Fixed a point x ∈ Br, let {λi}n+1
i=1 , be the eigenvalues of the matrix A(x)

and {ei}n+1
i=1 be the corresponding orthonormal base of eigenvectors. Set yi := r ei,

then,

|TrA(x)−(n+ 1)µ(x)| =

∣∣∣∣∣
n+1∑
i=1

(λi − µ(x))

∣∣∣∣∣ =
∣∣∣∣∣
n+1∑
i=1

(
⟨A(x)ei, ei⟩ − ⟨A(x)ν(x), ν(x)⟩

)∣∣∣∣∣
≤

n+1∑
i=1

(∣∣∣⟨A(x)ei, ei⟩ − ⟨A(yi)ei, ei⟩
∣∣∣+ ∣∣∣⟨A(yi)ei, ei⟩ − ⟨A(x)ν(x), ν(x)⟩

∣∣∣)
=

n+1∑
i=1

(∣∣⟨(A(x)− A(yi)) ei, ei⟩
∣∣+ ∣∣µ(yi)− µ(x)

∣∣)
≤ C

n+1∑
i=1

(|ei|2 + 1)|x− yi| ≤ Cr,

where we used the Lipschitz continuity of A and µ, and that x, yi ∈ Br. □

Remark 7.2. From Lemma 7.1 we deduce that

TrA(x)− (n+ 1)µ(x) ≥ −Cr ,

in turn implying for every x ∈ B1

µ−1(x) TrA(x) ≥ −Crµ−1(x) + (n+ 1). (7.5)

First, we compute the derivative of Eu.
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Proposition 7.3. Let u be a solution to (2.1) under assumptions (H1)-(H3) with
p = ∞, and A(0) = Id, and let µ be as above. Then, there exists a constant C > 0
depending on n, λ, Λ, and [A]0,1 such that for L1-a.e. r ∈ (0, 1)

E ′
u(r) = 2

�
∂Br

µ−1⟨Aν,∇u⟩2dHn + Er, (7.6)

with

Er ≥ −CEu(r) +
n− 1

r
Eu(r).

Proof. By the coarea formula and [17, Lemma 3.4] applied to the Lipschitz vector

field F(x) := A(x)x
rµ(x) , we have

E ′
u(r) =

�
∂Br

⟨A∇u,∇u⟩dHn

=2

�
∂Br

µ−1⟨Aν,∇u⟩2dHn +
1

r

�
Br

µ−1∇A : Ax⊗∇u⊗∇udx

+
1

r

�
Br

⟨A∇u,∇u⟩div
(
µ−1Ax

)
dx− 2

r

�
Br

⟨A∇u,∇T
(
µ−1Ax

)
∇u⟩dx

=:2

�
∂Br

µ−1⟨Aν,∇u⟩2dHn +R1 +R2 +R3.

(7.7)

We now estimate the Ri’s. We start with R1. By using the Lipschitz continuity of
A, (7.1) and (H2) we get

|R1| ≤
1

r

�
Br

∑
i,j,k,l

∣∣µ−1∂iaj,lai,kxk ∂ju ∂lu
∣∣dx

≤ λ−1

�
Br

∑
i,j,k,l

|∂iaj,l||ai,k∂ju∂lu|dx ≤ C

�
Br

⟨A∇u,∇u⟩dx = CEu(r). (7.8)

By computing explicitly the divergence, R2 rewrites as

R2 =
1

r

�
Br

⟨A∇u,∇u⟩
n+1∑
i,j

∂i
(
µ−1aijxj

)
dx

=
1

r

�
Br

⟨A∇u,∇u⟩
n+1∑
i,j

∂i(µ
−1aij)xjdx+

1

r

�
Br

⟨A∇u,∇u⟩µ−1 TrAdx

≥ −C
�
Br

⟨A∇u,∇u⟩dx+
1

r

�
Br

⟨A∇u,∇u⟩µ−1 TrAdx

≥ −CEu(r) +
n+ 1

r
Eu(r), (7.9)
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where we used the Lipschitz continuity of µ−1A, (7.1), and (7.5). Analogously, for
R3 we have

R3 = −2

r

�
Br

⟨A∇u, (∇T (µ−1A)x)∇u⟩dx− 2

r

�
Br

⟨A∇u, µ−1A∇u⟩dx

≥ −C
�
Br

⟨A∇u,∇u⟩dx− 2

r

�
Br

⟨A∇u,
(
µ−1A− Id

)
∇u⟩ − 2

r

�
Br

⟨A∇u,∇u⟩dx

≥ −CEu(r)−
2

r
Eu(r), (7.10)

where we used the Lipschitz continuity of µ−1A, (H2), (7.1), and µ−1(0)A(0) = Id.
Collecting (7.7)-(7.10) we conclude. □

We now focus on the derivative of Hu.

Proposition 7.4. Let u be a solution to (2.1) under assumptions (H1)-(H3) with
p = ∞, and A(0) = Id, and let µ be as above. Then, there exists a constant C > 0
depending on n, λ, Λ, and [A]0,1 such that for L1-a.e. r ∈ (0, 1)

H ′
u(r) =

n

r
Hu(r) + 2

�
∂Br

u⟨A∇u, ν⟩dHn +Hr, (7.11)

with

|Hr| ≤ CHu(r).

Proof. First note that by the definition of µ, ν, the divergence theorem implies

Hu(r) =
1

r

�
Br

div(u2Ax)dx.

Thus, the coarea formula and Lemma 7.1 yield for L1-a.e. r ∈ (0, 1)

H ′
u(r) = −1

r
Hu(r) +

1

r

�
∂Br

div
(
u2Ax

)
dHn

= −1

r
Hu(r) +

2

r

�
∂Br

u⟨Ax,∇u⟩dHn +
1

r

�
∂Br

u2
( n+1∑

i,j

∂iai,jxj +TrA
)
dHn

=
n

r
Hu + 2

�
∂Br

u⟨Aν,∇u⟩dHn +
1

r

�
∂Br

u2
n+1∑
i,j

∂iai,jxjdHn

+
1

r

�
∂Br

u2 (TrA− (n+ 1)µ) dHn.

(7.12)

We now estimate the last two summands. Thanks to the Lipschitz continuity of A
and (7.1) we have∣∣∣∣∣∣1r

�
∂Br

u2
n+1∑
i,j

∂iai,jxjdHn

∣∣∣∣∣∣ ≤ C

�
∂Br

u2dHn ≤ CHu(r) . (7.13)

Moreover, using Lemma 7.1 we have that∣∣∣∣1r
�
∂Br

u2 (TrA− (n+ 1)µ) dHn

∣∣∣∣ ≤ C

�
∂Br

u2dHn ≤ CHu(r) . (7.14)

The conclusion then follows at once. □



30 G. ANDREUCCI, M. FOCARDI, AND E. SPADARO

We now prove the quasi monotonicity of Iu.

Proposition 7.5. Let A satisfies (H1) with p = ∞, (H2), (H3), and A(0) = Id,
let µ be as above. Then, there exists a constant C > 0 depending on n, λ, Λ, and
[A]0,1 such that the function

(0, 1] ∋ r 7→ eCrIu(r)

is non-decreasing, where we recall that Iu(r) =
rEu(r)
Hu(r)

.

Proof. Propositions 7.3 and 7.4, formula (7.4), and the Cauchy-Schwarz inequality
give for L1-a.e. r ∈ (0, 1)

I ′
u(r) =

d

dr

(
rEu(r)

Hu(r)

)
=

Iu(r)

r
+ r

E ′
u(r)Hu(r)− Eu(r)H ′

u(r)

H 2
u (r)

=
Iu(r)

r
+

r

H 2
u (r)

(
2Hu(r)

�
∂Br

µ−1⟨Aν,∇u⟩2dHn − 2

(�
∂Br

u⟨A∇u, ν⟩dHn

)2
)

+
r

H 2
u (r)

(
ErHu(r)−

n

r
Hu(r)Eu(r)−HrEu(r)

)
≥ Iu(r)

r
+

r

H 2
u (r)

(
ErHu(r)−

n

r
Hu(r)Eu(r)−HrEu(r)

)
≥ Iu(r)

r
+

r

H 2
u (r)

(−CEu(r)Hu(r)−
1

r
Hu(r)Eu(r)) = −CIu(r) .

The conclusion then follows at once. □

The quasi-monotonicity of Iu is exploited in what follows to show the finiteness
of the intrinsic frequency Nu. To this aim we will also need the following auxiliary
result.

Lemma 7.6. Let u be a solution to (2.1) under assumptions (H1)-(H3) with p = ∞,
and A(0) = Id. Then there exists β > 0 such that

Hu(t)

tβ
eCt ≤ Hu(r)

rβ
eCr ∀ 0 < r < t < 1.

Proof. From Proposition 7.4 and (7.4) we have for L1-a.e. r ∈ (0, 1)

H ′
u(r) ≤

n

r
Hu(r) + 2Eu(r) + CHu(r) ,

so that
H ′

u(r)

Hu(r)
≤ n

r
+ 2

Iu(r)

r
+ C ≤ n+ CIu(1)

r
+ C,

from which we obtain
d

dr

(
ln

(
Hu(r)

rβ

))
≤ C (7.15)

where β = n+ CIu(1). The conclusion then follows by a simple integration. □

We can finally prove the finiteness of Nu(x0, 0
+) for every point x0 in Γ(u).

Proposition 7.7. Let u be a solution to (2.1) under assumptions (H1)-(H3) with
p = ∞. Then, Γfinite(u) = Γ(u), i.e. Nu(x0, 0

+) <∞ for every x0 ∈ Γ(u).
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Proof. Without loss of generality we verify the finiteness of the frequency in x0 =
0 ∈ Γ(u). Moreover, by the arguments in §5 it is enough to consider the case
A(0) = Id: indeed, the intrinsic frequency function is defined after change of co-
ordinates Φx0

which sets the matrix A(0) to be the identity. In the sequel we use
the convention adopted throughout the paper to drop the base point being equal
to the origin.

We begin by estimating Hu(r) and Du(r) in terms of Hu(r) and Eu(r), respec-
tively. Let us begin with Hu(r): from Lemma 7.6 we get

Hu(r) =

�
−ϕ′

(
|x|
r

) u2
|x|

dx =

� r

r/2

�
∂Bs

−ϕ′
(

|x|
r

)u2
s

dHnds

≥
� r

r/2

−ϕ′
(

s
r

) 1

Λs

�
∂Bs

u2µ dHnds =

� r

r/2

−ϕ′
(

s
r

) 1

Λs
Hu(s) ds

≥
� r

r/2

−ϕ′
(

|x|
r

) 1

Λs
Hu(r)e

C(r−s) s
β

rβ
ds

≥ CHu(r)

� r

r/2

−ϕ′
(

|x|
r

)1
s
ds ≥ CHu(r). (7.16)

Instead, for Eu and Du we have

Du(r) =

�
Br

ϕ
(

|x|
r

)
|∇u|2dx ≤

�
Br

|∇u|2dx ≤ λ−1Eu(r). (7.17)

Thus, from (7.16), (7.17) and the definition of the frequency Iu(r) we conclude by
taking into account Proposition 7.5

Nu(r) =Iu(r) =
rDu(r)

Hu(r)
≤ C

rEu(r)

Hu(r)
= CIu(r) ≤ CIu(1) <∞. □

We then conclude that all points of the free boundary have finite frequency, i.e.
Γ(u) = Γfinite(u).

We are then in the position to prove Theorem 1.2.

Proof of Theorem 1.2. The rectifiability of the free boundary is a consequence of
Theorem 1.1 and the previous Proposition 7.7 which establishes that all free bound-
ary points belongs to Γfinite(u).

In order to deduce the local finiteness of the Minkowski content of Γ(u), we
observe that the intrinsic frequency is locally bounded in B′

1
2

∩ Γ(u): i.e., there

exists m0 > 0 such that

B′
1
2
∩ Γ(u) ⊂ Γm0(u).

Indeed, we have that Nu(x, r) ≤ CIu(x, r) ≤ CIu(x, 1/2) for every r ∈ (0, 12 ];

tanking into account the continuity of B
′
1/2 ∩ Γ(u) ∋ x → Iu(x, 1/2), we infer that

Nu(x, r) is bounded in B
′
1/2 ∩ Γ(u) for every r ∈ (0, 1/2].

By simple covering ad scaling arguments, the conclusion of Theorem 1.2 is shown
for every compact K ⊂⊂ B′

1. □
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7.1. Free boundary of nonlinear thin obstacle problems. The results proven
above can be applied to the case of nonlinear thin obstacle problems studied in [1],
i.e. to the class of problems

min
u∈A

�
B+

1

f (∇u) dx, (7.18)

where the energy density f : Rn+1 → R is convex and is of the form

f(p) = h(|p|) (7.19)

for every p ∈ Rn+1, and the matrix D2
pf(p) is uniformly coercive on compact

subsets, i.e. fulfills the following local ellipticity condition: for every M > 0 there
exists λ = λ(M) > 0 such that

⟨D2
pf(p)ξ, ξ⟩ ≥ λ|ξ|2 (7.20)

for every |p| ≤M and ξ ∈ Rn+1.
As shown in [1], if the function h ∈ C2(R) satisfies

h(0) = h′(0) = 0, h′′(t) = 1 +O(t) for t→ 0+,

then the solutions to the variational problem in (7.18) are C
1,1/2
loc (B+

1 ∪ B′
1). Here

we show that, if in addition

h′′(t) = 1 +O(t2) for t→ 0+, (7.21)

and, for the sake of simplicity, h ∈ C∞, then we may apply Theorem 1.2 to infer
all the results on the free boundary regularity in that statement.

Proposition 7.8. Let u ∈ W 1,∞
loc (B+

1 ) be a solution to (7.18) in A with h ∈ C∞

under the assumptions (7.19), (7.20) and (7.21), then u ∈ C
1,1/2
loc (B+

1 ∪B′
1), and the

free boundary Γ(u) is (n− 1)-rectifiable and its Minkowski content is locally finite,
i.e. for every K ⊂⊂ B′

1 there exists a constant C(K) > 0 such that

Ln+1
(
Tr(Γ(u) ∩K)

)
≤ C(K)r2,

for every r ∈ (0, 1).
Moreover, there exists a set Σ(u) ⊂ Γ(u) with Hausdorff dimension at most n−2

such that for every x ∈ Γ(u) \ Σ(u)
Nu(x, 0

+) ∈ {2m, 2m− 1/2, 2m+ 1}m∈N\{0} .

Proof. The solution to (7.18) is C
1,1/2
loc (B+

1 ∪ B′
1) by [1] and by standard elliptic

regularity u ∈ C∞(B+
1 ) (thanks to the simplifying assumption h ∈ C∞). Moreover,

u can be characterized as the weak solution to the system

div(∇pf(∇u)) = 0 in B+
1

u ∂n+1f(∇u) = 0 on B′
1

−∂n+1f(∇u) ≥ 0 on B′
1

u ≥ 0 on B′
1

u = g on (∂B1)
+

. (7.22)

In particular, we deduce from the first equation in (7.22) that for every ϕ ∈ C1(B+
1 )

with support non-intersecting (∂B1)
+

�
B+

1

⟨∇pf(∇u),∇ϕ(x)⟩ dx = 0 . (7.23)
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We can write assumption (7.21) in the form h′′(t) = 1+ ω(t) with |ω(t)| ≤ C t2 for
t sufficiently small. Integrating, we infer that

h′(t) = t
(
1 + ω̃(t)

)
, ω̃(t) =

1

t

� t

0

ω(s) ds ,

and ω̃ ∈ C1 with ω̃(0) = ω̃′(0) = 0 and

ω̃′(t) = − 1

t2

� t

0

ω(s) ds+
1

t
ω(t) =⇒ |ω̃′(t)| ≤ C t,

for t sufficiently small. The first variations (7.23) reads then for every ϕ ∈ C1(B+
1 )

with support non-intersecting (∂B1)
+

�
B+

1

⟨
(
1 + ω̃(|∇u(x)|)

)
∇u(x),∇ϕ(x)⟩ dx = 0 ,

which is the Euler-Lagrange equation of the linear thin obstacle problem driven by
the quadratic energy�

B+
1

θ(x) |∇u(x)|2 dx, θ(x) := 1 + ω̃(|∇u(x)|).

Note that 1 ≤ θ(x) ≤ 1 + C|∇u(x)|, therefore θ is locally bounded on B+
1 ∪ B′

1.
Thus, if we prove that the function θ is locally Lipschitz continuous on B+

1 ∪ B′
1,

we can apply Theorem 1.2 and conclude all the results about the structure of Γ(u).
To this aim, we notice that for nontrivial solutions u in B+

1 we have

∇θ(x) = ω̃′(|∇u(x)|)D2u(x)
∇u(x)
|∇u(x)|

if |∇u(x)| ≠ 0.

Extend for simplicity u by even reflection to the whole B1 (without renaming the
function u) and let d : B1 → [0,∞) be the distance from the free boundary Γ(u).
By (7.22) the function u satisfies the nonlinear elliptic equation

div (∇pf(∇u)) = 0 on B1 \ {(x′, 0) : u(x′, 0) = 0} ,

and therefore the following classical elliptic estimates hold locally in B1 \ {(x′, 0) :
u(x′, 0) = 0}:

|∇u(x)| ≤ C d(x)−1∥u∥L∞(Bd(x)(x)) ≤ C d(x)
1/2,

|D2u(x)| ≤ C d(x)−2∥u∥L∞(Bd(x)(x)) ≤ C d(x)−
1/2.

Recalling that by assumption

ω̃′(|∇u(x)|) ≤ C|∇u(x)| ,

we then conclude for points outside the contact set, i.e. B1 \{(x′, 0) : u(x′, 0) = 0},
that

|∇θ(x)| ≤ |ω̃′(|∇u(x)|)|
|∇u(x)|

|D2u(x)| |∇u(x)| ≤ Cd(x)−
1/2 d(x)

1/2 ≤ C . (7.24)

Moreover, if x ∈ Γ(u) then |∇u(x)| = 0, so that for every y ∈ B+
1 ∪B′

1

|θ(x)− θ(y)| = |ω̃(|∇u(y)|)| ≤
� 1

0

|ω̃′(t|∇u(y)|)||∇u(y)| dt

≤ C|∇u(y)|2 ≤ C|x− y|,



34 G. ANDREUCCI, M. FOCARDI, AND E. SPADARO

using the optimal regularity of u. Finally, if x belongs to the relative interior
of {(x′, 0) : u(x′, 0) = 0} in B′

1, we use the odd riflection across the hyperplane
{xn+1 = 0} as in [1, Theorem 4.1] to infer that (7.24) holds as well.

In conclusion, θ is locally Lipschitz continuous on B+
1 ∪B′

1. □

Appendix A. Order of contact

We introduce the definition of lower and upper order of contact at zero in a
point.

Definition A.1. Let v ∈ H1(Ω), x0 ∈ Ω ⊂ Rn+1, the lower and upper orders of
contact with 0 of v at x0 are defined respectively as

ϑ(x0) := sup
{
ϑ ∈ R : lim sup

ρ→0+

Hv(x0, ρ)

ρn+2ϑ
<∞

}
, (A.1)

ϑ(x0) := inf
{
ϑ ∈ R : lim inf

ρ→0+

Hv(x0, ρ)

ρn+2ϑ
> 0
}
. (A.2)

Few elementary properties of ϑ(x0) and ϑ(x0) are resumed in the ensuing list:
for all x0 ∈ Ω we have

(1) −∞ ≤ ϑ(x0) ≤ ϑ(x0) ≤ ∞,
(2)

ϑ(x0) = sup
{
ϑ ∈ R : lim

ρ→0+

Hu(x0, ρ)

ρn+2ϑ
= 0
}
,

(3)

ϑ(x0) = inf
{
ϑ ∈ R : lim

ρ→0+

Hu(x0, ρ)

ρn+2ϑ
= ∞

}
.

Additionally, we compare the latter notions with those used by Koch, Rüland and
Shi [28].

Proposition A.2. Let u ∈ A be a solution to (1.1) under the hypotheses (H1) and
(H2), and x0 ∈ Γ(u) with A(x0) = Id. Then, on setting Aρ(x0) := Bρ(x0)\Bρ/2(x0),
we have that

ϑ(x0) = lim inf
ρ→0+

ln
( �

Aρ(x0)
u2dx

)1/2

ln ρ
=: κ(x0) , (A.3)

ϑ(x0) = lim sup
ρ→0+

ln
( �

Aρ(x0)
u2dx

)1/2

ln ρ
=: κ(x0) . (A.4)

Proof. We shall only prove the equality in (A.3), the other in (A.4) being completely
analogous. We first note that by Lemma 3.8

1

2
∥ϕ′∥−1

∞ ρHu(x0, ρ) ≤
�
Aρ(x0)

|u(x)|2 dx
(3.21)

≤ C ρHu(x0, ρ), (A.5)

for points on the free boundary with A(x0) = Id. Assume κ(x0) ∈ R, then for every
ε > 0 there are ρε ∈ (0, 1) and ρj ↓ 0 such that for all ρ ∈ (0, ρε) 

Aρ(x0)

u2dx ≤ ρ2(κ(x0)−ε) ,
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and for all j ∈ N  
Aρj

(x0)

u2dx ≥ ρ
2(κ(x0)+ε)
j .

From the former inequality and (A.5) we infer that κ(x0) − ε ≤ ϑ(x0), and thus
κ(x0) ≤ ϑ(x0). Instead, from the latter inequality and (A.5) we deduce that κ(x0)+
2ε > ϑ(x0), thus κ(x0) ≥ ϑ(x0). Therefore, κ(x0) = ϑ(x0).

If κ(x0) = −∞ then there is ρj ↓ 0 such that for all i ∈ N there is ji ∈ N such
that for all j ≥ ji  

Aρj
(x0)

u2dx ≥ ρ−2i
j ,

and thus −i+ 1
2 > ϑ(x0), in turn implying ϑ(x0) = −∞.

If κ(x0) = ∞ then for every i ∈ N there is ρi ∈ (0, 1) such that for all ρ ∈ (0, ρi) 
Aρ(x0)

u2dx ≤ ρ2i ,

from which we conclude that ϑ(x0) ≥ i, and thus ϑ(x0) = ∞.
In conclusion, ϑ(x0) = κ(x0) in all possible instances. □

For solutions to the thin obstacle problem the points with finite frequency are
points with finite order of contact.

Lemma A.3. Let u be a solution to the thin obstacle problem (2.3) in B1. Then,
for every x0 ∈ Γ(u)

lim sup
r→0+

Iu(x0, r) ≥ ϑ(x0) . (A.6)

Moreover, if lim sup
r→0+

Iu(x0, r) <∞ then the limsup is actually a limit and

lim
r→0+

Iu(x0, r) = ϑ(x0) = ϑ(x0) ∈ [3/2,∞) . (A.7)

Proof. Without loss of generality we take x0 = 0, and set Iu(0
+) := lim sup

r→0+
Iu(0, r).

We start off proving (A.6). Without loss of generality we assume Iu(0
+) < ∞,

the inequality being trivial otherwise. Hence, the doubling of both Hu(0, ·) and
Du(0, ·) hold thanks to Proposition 3.3. Then, we use the equality in (3.22), namely

H ′
u(r) =

n

r
Hu(r) + 2Gu(r) ,

and (3.14) with x = x0 = 0 and κ = 0, to infer that∣∣∣H ′
u(r)−

n

r
Hu(r)− 2Du(r)

∣∣∣ ≤ Crα
(
Du(r) +

1

r1/2
H

1/2
u (r)D

1/2
u (r)

)
≤ CrαDu(r)

(
1 + I−

1/2
u (r)

)
,

in turn implying∣∣∣ d
dr

ln
(Hu(r)

rn

)
− 2

r
Iu(r)

∣∣∣ ≤ Crα−1Iu(r)(1 + I−
1/2

u (r)) = Crα−1(Iu(r) + I
1/2
u (r)) .

(A.8)

Then, for every ε > 0 there is rε > 0 such that Iu(r) ≤ Iu(0
+) + ε for every

r ∈ (0, rε). We use (A.8) to deduce for such radii that

d

dr
ln
(Hu(r)

rn

)
≤ 2

r
(Iu(0

+) + ε) + Crα−1 .
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Hence, by direct integration we get that for all 0 < r < s < rε

0 <
Hu(s)

sn+2(Iu(0+)+ε)
e−

C
α sα ≤ Hu(r)

rn+2(Iu(0+)+ε)
e−

C
α rα .

From this and the very definition of ϑ(0) in (A.2) we have ϑ(0) ≤ Iu(0
+) + ε for

every ε > 0, which implies (A.6).
In oder to prove (A.7) we combine the results in (A.6) with those in Proposi-

tion 3.9 (cf. (3.25)) to infer that the lim sup of the frequency is actually a limit, so
that the latter rewrites as

lim
r→0+

Iu(r) ≥ ϑ(0) . (A.9)

Therefore, arguing as above, by the inequality in (3.32) of Corollary 3.11 and (A.8)
we get that for every r ∈ (0, rε)

d

dr
ln
(Hu(r)

rn

)
≥ 2

r
(Iu(0

+)− ε)− Crα−1 ,

from which we conclude by integration that for all 0 < r < s < rε

0 <
Hu(r)

rn+2(Iu(0+)−ε)
e

C
α rα ≤ Hu(s)

sn+2(Iu(0+)−ε)
e

C
α sα .

Hence, we deduce that Iu(0
+) − ε ≤ ϑ(0) for every ε > 0, (A.7) then follows at

once from the last inequality, (A.9), and Corollary 3.11. □

As a consequence of a Carleman type estimate in [28] it is established there that
for the solutions to the variable coefficients thin obstacle problem:

(a) ϑ(x0) = ϑ(x0) for every x0 ∈ B′
1;

(b) if ϑ(x0) <∞, then doubling for Hu(x0, ·) holds provided A(x0) = Id.

Items (a) and (b) right above yield the doubling of HuA(x0)
(x0, ·), in turn implying

that for DuA(x0)
(x0, ·) thanks to an elementary Cacciopoli’s inequality. The lat-

ter and the proof of Proposition 3.9 imply the quasi-monotonicity of Nu(x0, ·) =
IuA(x0)

(x0, ·) and thus the finiteness Nu. On the other hand, item (a) of Lemma
A.3 shows that points with finite frequency have finite order of contact. Therefore
we infer the following corollary.

Corollary A.4. Let u ∈ A be a solution to (1.1) under the hypotheses (H1) and
(H2). Then, the subset of points of the free boundary with finite order of contact is
well-defined

Γfinite(u) =
{
x0 ∈ Γ(u) : lim sup

r→0+
Nu(x0, r) <∞

}
=
{
x0 ∈ Γ(u) : κ(x0) = κ(x0) <∞

}
.

In particular, the points with finite order of contact do not depend on the choice of
the cut-off function ϕ in the definition of the frequency function.
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cients. Nonlinear Anal. 226 (2023), Paper No. 113139, 17 pp.



THIN OBSTACLES PROBLEMS WITH SOBOLEV VARIABLE COEFFICIENTS 37

[4] I. Athanasopoulos, L. A. Caffarelli. Optimal regularity of lower dimensional obstacle

problems. Zap. Nauchn. Sem. S.-Peterburg. Otdel. Mat. Inst. Steklov. (POMI) 310 (2004),

49–66, 226; translation in J. Math. Sci. (N. Y.), 132 (2006), no. 3, 274–284.

[5] I. Athanasopoulos, L. A. Caffarelli, S. Salsa. The structure of the free boundary for

lower dimensional obstacle problems. Amer. J. Math. 130 (2008), no. 2, 485–498.

[6] L. A. Caffarelli. Further regularity for the Signorini problem. Comm. Partial Differential

Equations 4 (1979), 1067–1075.

[7] M. Colombo, L. Spolaor, B. Velichkov Direct epiperimetric inequalities for the thin

obstacle problems and applications Comm. Pure Appl. Math. 73 (2020), no. 2, 384–420.

[8] D. De Silva, O. Savin. C∞ regularity of certain thin free boundaries. Indiana Univ. Math.

J. 64 (2015), no. 5, 1575–1608.

[9] L. Di Fazio, E. Spadaro. Regularity of solutions to nonlinear thin and boundary obstacle

problems. Adv. Math. 401 (2022), Paper No. 108263, 39 pp.

[10] X. Fernández-Real, X. Ros-Oton. Free boundary regularity for almost every solution to
the Signorini problem. Arch. Ration. Mech. Anal. 240 (2021), no. 1, 419–466.

[11] N. Filonov. Second-order elliptic equation of divergence form having a compactly supported
solution. J. Math. Sci. 106 (2001), no. 3, 3078–3086.

[12] M. Focardi, E. Spadaro. An epiperimetric inequality for the fractional obstacle problem.
Adv. Differential Equations 21 (2016), no. 1-2, 153–200.

[13] M. Focardi, E. Spadaro. On the measure and the structure of the free boundary of the
lower dimensional obstacle problem. Arch. Rational Mech. Anal., 230 (2018), no. 1, 125–184.

[14] M. Focardi, E. Spadaro. Correction to: On the Measure and the Structure of the Free
Boundary of the Lower Dimensional Obstacle Problem. Arch. Rational Mech. Anal., (2018),

no. 2, 783–784.

[15] M. Focardi, E. Spadaro. How a minimal surface leaves a thin obstacle. Ann. Inst. H.
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