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1. Introduction

Various quantities are involved in the study of elliptic PDEs, which we often refer
to as data. In particular, in several situations the coefficients of an elliptic operator
have to be determined in order to optimize a given cost functional. In all the paper
Ω is a given bounded open subset of Rd and H1

0 (Ω) is the usual Sobolev space of
functions with zero boundary trace.

We give here below a presentation of the optimization problem, and in Section
5 we provide some numerical simulation. Other kinds of optimization problems for
elliptic PDEs, namely the optimal choice of lower order terms, together with their
regularity, have been considered in [4], [18], [22].

1.1. Position of the problem. We consider the problem of minimizing a cost
functional of the form

J(u) =

ˆ
Ω

j(x, u) dx,

where j(x, s) is a suitable cost integrand with the appropriate growth conditions,
and u is the solution of the elliptic equation

(1.1)

{
− div

(
a(x)∇u

)
= f in Ω

u ∈ H1
0 (Ω).
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Here the right-hand side f ∈ L2(Ω) is prescribed, while the coefficient a has to be
chosen in a suitable admissible class A in order to minimize the functional J above.
The problem is then an optimal control problem, where u is the state variable, a the
control variable, J the cost functional, and (1.1) is the state equation. This amounts
then to the problem

min
{
J(u) : u solves (1.1), a ∈ A

}
.

The admissible class A is usually given in the form

A =
{
a ≥ 0 :

ˆ
Ω

ψ(a) dx ≤ 1
}
.

A simpler way to impose the constraint on a is to write the problem in the form

(1.2) min
a≥0

min
u∈H1

0 (Ω)

{ˆ
Ω

(
j(x, u) + λψ(a)

)
dx : u solves (1.1)

}
.

where λ > 0 plays the role of a Lagrange multiplier. Moreover, we will assume ψ
convex and non-negative. Replacing ψ by λψ we can also assume λ = 1.

2. The compliance and energy problems.

A particular case of the problem considered above occurs when the cost J is the
so-called compliance, that is

j(x, u) = f(x)u.

In this case an easy integration by parts transforms the problem in the max/min
problem

max
a≥0

min
u∈H1

0 (Ω)

ˆ
Ω

(1

2
a(x)|∇u|2 − f(x)u− 1

2
ψ(a)

)
dx.

We first assume that ψ is superlinear, that is

(2.1) lim
s→+∞

ψ(s)

s
= +∞,

and we set

E(a) = inf
u∈C1

0 (Ω)

ˆ
Ω

(1

2
a(x)|∇u|2 − f(x)u− 1

2
ψ(a)

)
dx.

Concerning the right-hand side f , in several problems some concentration phenom-
ena for data occur, so we simply require that the right-hand side f is a signed
measure.

Theorem 2.1. Under assumption (2.1), the functional E(a) admits a maximizer
aopt ∈ L1(Ω), provided the right-hand side f is such that E(a) > −∞ for at least a
coefficient a ∈ L1(Ω).

Proof. Since for every u ∈ C1
0(Ω) the map

a 7→
ˆ

Ω

(1

2
a(x)|∇u|2 − 1

2
ψ(a)

)
dx−

ˆ
u df

is weakly L1(Ω) upper semicontinuous, the functional E(a) is weakly L1(Ω) upper
semicontinuous, being the infimum of a family of upper semicontinuous functions.
In addition, testing with u = 0, we have

E(a) ≤ −1

2

ˆ
Ω

ψ(a) dx.
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Hence, by the superlinearity of ψ and by the well-known weak L1(Ω) compactness
theorem, the existence of an optimal coefficient aopt is easily established by means
of the direct methods of the calculus of variations. �

The case when ψ has only a linear growth:

(2.2) lim
s→+∞

ψ(s)

s
= k > 0

is more delicate. In fact, in this case a more careful definition of the integralsˆ
Ω

|∇u|2 da and

ˆ
Ω

ψ(a)

is needed. We refer to [5] for more details about this case, which has strong links
with the theory of optimal transportation, as first shown in [3] and [2]. However,
by an argument similar to the one of Theorem 2.1, an optimal coefficient aopt still
exists, but in the larger class M (Ω) of nonnegative measures on Ω, as stated below.

Theorem 2.2. Under assumption (2.2), the functional E(a) admits a maximizer
aopt in the class M (Ω), provided the right-hand side f is such that E(a) > −∞ for
at least a coefficient a ∈M (Ω).

It is interesting to characterize the optimal coefficient aopt in terms of some suitable
auxiliary variational problem. Thanks to a well-known result from min/max theory
that allows to exchange the order of inf and sup, due to the convexity with respect
to the variable u and the concavity with respect to the variable a (see for instance
[10] and [14]), the initial problem becomes

(2.3) inf
u∈C1

0 (Ω)
sup
a≥0

ˆ
Ω

(1

2
a(x)|∇u|2 − 1

2
ψ(a)

)
dx−

ˆ
u df.

The supremum with respect to a can be now easily computed:

sup
a≥0

ˆ
Ω

(1

2
a(x)|∇u|2 − 1

2
ψ(a)

)
dx−

ˆ
u df =

ˆ
Ω

1

2
ψ∗
(
|∇u|2

)
dx−

ˆ
u df,

where ψ∗ is the Legendre-Fenchel conjugate function of ψ. The auxiliary variational
problem is then

(2.4) inf
u∈C1

0 (Ω)

ˆ
Ω

1

2
ψ∗
(
|∇u|2

)
dx−

ˆ
u df.

Since ψ∗(t) ≥ t − ψ(1) it is easy to see that, at least when f ∈ H−1(Ω), the
auxiliary variational problem admits a solution ū ∈ H1

0 (Ω). Moreover, if ψ is strictly
increasing, then the function s 7→ ψ∗(s2) is strictly convex and therefore ū is unique.
The optimal coefficient aopt can now be recovered through the optimality condition

(2.5) aopt|∇ū|2 = ψ(aopt) + ψ∗(|∇ū|2).

Remark 2.3. In some situations it is important to allow the right-hand side f to be
singular, for instance with concentrations on regions of lower dimensions. In general
we can assume that f ∈ M , the class of measures with finite mass; even if for
some choice of the coefficient a we may have E(a) = −∞, the optimal compliance
problem is still meaningful, because these “bad” coefficients are ruled out by the
optimization criterion, consisting in maximizing E(a). Moreover, all the arguments
also apply to the case when, instead of having a boundary Dirichlet condition, we
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have the Neumann one, assuming as usual that the right-hand side f has zero
average.

Remark 2.4. When ψ(s) = γs, using the equivalence between coefficient optimiza-
tion and optimal transport problem, pointed out in [2], the following summability
properties for the optimal coefficient aopt have been obtained (see [12]):

f ∈M =⇒ µopt ∈M possibly not unique;

f ∈ L1(Ω) =⇒ µopt ∈ L1(Ω) and is unique;

f ∈ Lp(Ω) =⇒ µopt ∈ Lp(Ω) for every p ∈ [1,+∞];

spt(µopt) ⊂ convex envelope of

{
spt(f) in the Neumann case

spt(f) ∪ ∂Ω in the Dirichlet case.

In addition, a mild BV and W 1,1 regularity for µopt is available in some cases in
dimension two. More precisely, when d = 2 and under some additional assumptions
on the regularity of Ω and on the behavior of the datum f , we have (see [13]):

f ∈ BV (Ω) ∩ L∞(Ω) =⇒ µopt ∈ BV (Ω),

f ∈ W 1,1(Ω) ∩ L∞(Ω) =⇒ µopt ∈ W 1,1(Ω).

In higher dimension. Furthermore, the correspondence between the optimization
and transport problems is unclear when the function ψ is nonlinear.

Example 2.5. Taking ψ(s) = s2/2 and f ∈ W−1,4/3(Ω), we obtain the auxiliary
variational problem

min
{ˆ

Ω

(1

4
|∇u|4 − f(x)u

)
dx : u ∈ W 1,4

0 (Ω)
}
,

or equivalently the nonlinear PDE

−∆4u = f, u ∈ W 1,4
0 (Ω),

whose unique solution ū provides the optimal coefficient aopt(x) = |∇ū(x)|2. For
instance, if Ω is the unit ball, and f = 1 we obtain

ū(x) =
3

4d1/3

(
1− |x|4/3

)
, aopt(x) =

|x|2/3

d2/3
.

Conversely, taking Ω the unit disc in R2 and f = δ0 the unit Dirac mass at the
origin, gives

ū(x) =
3

(16π)1/3
(1− |x|2/3), aopt(x) = (2π|x|)−2/3.

Example 2.6. Taking

(2.6) ψ(s) =

{
γs if α ≤ s ≤ β

+∞ otherwise,

with 0 < α < β, γ > 0, we have the auxiliary variational problem

min
{ˆ

Ω

|∇u|2 − γ
2

(
β1|∇u|2≥γ + α1|∇u|2≤γ

)
− f(x)u dx : u ∈ H1

0 (Ω)
}
,

whose unique solution ū provides the optimal coefficient aopt ∈ L∞(Ω). It has been
proved in [6] (see also [7]) that, when Ω is of class C1,1 and f ∈ L2(Ω), then ū is in
H2(Ω) and ∇aopt · ∇ū belongs to L2(Ω).
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Another case where (1.2) reduces to a variational problem is the minimization of
the energy, corresponding to

j(x, u) = −f(x)u.

Similarly to (2.3), the problem becomes

(2.7) min
a≥0

min
u∈H1

0 (Ω)

ˆ
Ω

(1

2
a(x)|∇u|2 − f(x)u+

1

2
ψ(a)

)
dx.

which, computing the minimum in a, can be written as

(2.8) min
u∈H1

0 (Ω)

ˆ
Ω

(
− 1

2
ψ∗
(
− |∇u|2

)
− fu

)
dx.

Imposing that

lim
s→0+

sψ(s) =∞,

the functional becomes coercive over W 1,1
0 (Ω). Assuming also that ψ is decreasing

and that ψ(1/s) is convex, we have that the functional in (2.8) is convex. Therefore,
under these assumptions and taking f smooth enough, problem (2.8) has a solution
in W 1,1

0 (Ω) (it is not necessarily in H1
0 (Ω)). However, in other situations this func-

tional is not convex and then (2.8) may not have a solution. To avoid this difficulty
it is necessary to deal with a relaxed problem formulation consisting in replacing
the function ξ ∈ Rd 7→ −ψ(−|ξ|2) by its convex hull.

Example 2.7. Related to Example 2.5, we take ψ(s) = 1/(2s2). Then problem
(2.8) becomes

min
u∈W

1, 43
0 (Ω)

ˆ
Ω

(3

4
|∇u|

4
3 − fu

)
dx,

which has a unique solution u if f is in W−1,4(Ω). The optimal control is given by
aopt = |∇u|−2/3. In this way, if Ω is the unit ball in Rd and f = 1, we get

u(x) =
1− |x|4

4d3
, aopt(x) =

d2

|x|2
.

Example 2.8. Taking

(2.9) ψ(s) =

{
γ(β − s) if s ∈ [α, β]

+∞ otherwise,

with 0 < α < β, γ > 0, we have

−ψ∗(−|ξ|2) =

{
β|ξ|2 if |ξ|2 ≤ γ

α|ξ|2 + γ(β − α) if |ξ|2 > γ,

which is not convex. Computing its convex hull (see e.g. [15]) we get the relaxed
formulation

(2.10) min
u∈H1

0 (Ω)

ˆ
Ω

(1

2
φ
(
|∇u|

)
− fu

)
dx,
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with

φ(s) =


βs2 if s2 ≤ α

β
γ

2
√
αβγ s− αγ if

α

β
γ ≤ s2 ≤ β

α
γ

αs2 + γ(β − α) if
β

α
γ ≤ s2.

The Euler-Lagrange equation for (2.10) proves that for a given solution u, the asso-
ciated optimal “relaxed control” is given by

aopt =
φ′
(
|∇u|

)
2|∇u|

.

It can be proved that this optimal relaxed control coincides with the optimal relaxed
control defined in the following section. Moreover, although aopt and ∇u may not
be unique, the function σ = aopt∇u is unique.

Taking Ω the unit ball in Rd, f = 1, γ < 1/(d2αβ), and denoting τ = d
√
αβγ, we

have

u(x) =


(1− τ 2)(β − α)

2dαβ
+

1− |x|2

2dβ
if |x| < τ

1− |x|2

2dα
if |x| > τ,

aopt(x) =

{
β if |x| < τ

α if |x| > τ.

Remark 2.9. For ψ given by (2.9), it has been proved in [6] that Ω ∈ C1,1 and
f ∈ L2(Ω) imply that u is in H2(Ω)d and that the derivatives of aopt in the orthogonal
directions to σ are in L2(Ω).

3. The general problem.

In the case of a general optimal control problem of the form

(3.1) min
a≥0

min
u∈H1

0 (Ω)

{ˆ
Ω

(
j(x, u) + ψ(a)

)
dx : u solves (1.1)

}
,

the existence of an optimal coefficient aopt may fail, and a solution exists only in a
relaxed sense. For 0 < α < β, a counterexample to the existence of a solution aopt
can be found in [20], where

ψ(s) =

{
0 if α ≤ s ≤ β

+∞ otherwise,

and
j(x, s) = |s− u0(x)|2

for a suitable function u0. A different counterexample is illustrated in Section 4.
In order to understand what relaxed solutions are, we have to recall the notion of

G-convergence, introduced by De Giorgi and Spagnolo in [11]: a sequence an(x) of
functions between α and β is said to G-converge to a symmetric d× d matrix A(x)
if for every f ∈ L2(Ω) the solutions un of the PDEs

− div
(
an∇un

)
= f, un ∈ H1

0 (Ω)

converge in L2(Ω) to the solution u of the PDE

(3.2) − div
(
A∇u

)
= f, u ∈ H1

0 (Ω).
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The question becomes now to characterize the G-closure A of the set of coefficients
an. A complete answer has been given by Murat and Tartar in [21], [23] (see also [17]
for the two-dimensional case). They proved that the G-closure A above consists of
all symmetric d×d matrices A(x) whose eigenvalues λ1(x) ≤ λ2(x) ≤ · · · ≤ λd(x) are
between α and β and satisfy for a suitable t ∈ [0, 1] (depending on x) the following
d+ 2 inequalities: 

∑
1≤i≤d

1

λi − α
≤ 1

νt − α
+

d− 1

µt − α∑
1≤i≤d

1

β − λi
≤ 1

β − νt
+

d− 1

β − µt
νt ≤ λi ≤ µt i = 1, . . . , d,

being µt and νt respectively the arithmetic and the harmonic mean of α and β,
namely

µt = tα + (1− t)β, νt =
( t
α

+
1− t
β

)−1

.

For instance, when d = 2, the set above is given by the symmetric 2 × 2 matrices
A(x) whose eigenvalues λ1(x) and λ2(x) are between α and β and

αβ

α + β − λ1(x)
≤ λ2(x) ≤ α + β − αβ

λ1(x)
.

1.0 1.2 1.4 1.6 1.8 2.0

1.0

1.2

1.4

1.6

1.8

2.0

Figure 1. Attainable matrices, in the plane (λ1, λ2), for d = 2, α =
1, β = 2.

As far as we know, an explicit form of the relaxation

Ψ(A) = inf
an→GA

lim inf
n

ˆ
Ω

ψ(x, an) dx;

with a general function ψ(x, a) is not known. The case ψ(x, a) = g(x)a has been
considered in [8] and [9]. For instance, if ψ is given by (2.6), denoting by A the
G-closure described above, the relaxation Ψ(A) is given by

Ψ(A) =


ˆ

Ω

γλmax
(
A(x)

)
dx if A ∈ A

+∞ otherwise,
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being λmax(A) the largest eigenvalue of the d × d symmetric matrix A. Namely,
taking into account that the solution of the state equation

− div
(
A(x)∇u

)
= f, u ∈ H1

0 (Ω),

does not vary if we replace A(x) by another matrix function B(x) such that

A(x)∇u = B(x)∇u a.e. in Ω,

and that for every ξ ∈ Rd one has{
Aξ : A ∈ A

}
=
{
η ∈ Rd : (η − νtξ) · (η − µtξ) ≤ 0

}
,

we have that a relaxation of (3.1) with ψ(x, a) = g(x)a is given by

(3.3) min
νtI≤A≤µtI

0≤t≤1

min
u∈H1

0 (Ω)

{ˆ
Ω

(
j(x, u) + g(x)µt

)
dx : u solves (3.2)

}
,

where I denotes the identity matrix.
As an example, we can consider the energy problem j(x, u) = −f(x)u with ψ

given by (2.9). Then, taking into account (2.7) and (3.3) the relaxed problem can
be written as

(3.4) min
0≤t≤1

min
u∈H1

0 (Ω)

{ˆ
Ω

(νt
2
|∇u|2 − f(x)u− γµt

)
dx
}
.

Using the minimum in t this proves again that u solves (2.10).
Thanks to (3.3) we obtain a system of optimality conditions. For this purpose,

we assume the function j(x, s) derivable with respect to s with appropriate growth
conditions.

Take (topt, Aopt) an optimal solution of the relaxed problem, then for any admis-
sible control (t, A) and 0 ≤ ε ≤ 1 the control(

topt + ε(t− topt), Aopt + ε(A− Aopt)
)

is also admissible. Using it and deriving with respect to ε we conclude that

(3.5) Aopt∇ū · ∇p̄+ g(β − α)topt = max
νtI≤A≤µtI

0≤t≤1

{
Aopt∇ū · ∇p̄− g(β − α)topt

}
,

with ū, p̄ the state and adjoint state functions, solutions of

(3.6) − div
(
Aopt∇ū

)
= f, − div

(
Aopt∇p̄

)
= ∂sj(x, ū), ū, p̄ ∈ H1

0 (Ω).

Computing the maximum in (3.5), we obtain the optimality conditions (see for
instance [1], [21])

(3.7)


Aopt∇ū =

µtopt + νtopt
2

∇ū+
µtopt − νtopt

2

|∇ū|
|∇p̄|

∇p̄ a.e. in {∇p̄ 6= 0}

Aopt∇p̄ =
µtopt + νtopt

2
∇p̄+

µtopt − νtopt
2

|∇p̄|
|∇ū|

∇ū a.e. in {∇ū 6= 0},

(3.8) topt =



0 if g < N+ − β

α
N−

1

β − α

(√ αβN−

N+ − g
− α

)
if N+ − β

α
N− ≤ g ≤ N+ − α

β
N−

1 if N+ − α

β
N− < g,
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with

(3.9) N+ =
|∇u||∇p|+∇u · ∇p

2
, N− =

|∇u||∇p| − ∇u · ∇p
2

.

4. Nonexistence of an optimal coefficient

In this section we provide a counterexample to the existence of an optimal coeffi-
cient aopt for (1.2). We take Ω = B(0, 1) the unit ball in Rd, and

(4.1)


f = 1 the right-hand side,

j(x1, ..., xd, s) = (1 + εx1)s with ε > 0,

ψ(s) =

{
τ 2s if s ∈ [1, 2]

+∞ otherwise
with 0 < τ <

1

d
.

Let us prove the existence of ε0 > 0 such that (1.2) has no solution for 0 < ε < ε0.
First we observe that for ε = 0 problem (1.2) is a particular case of the compliance

problem considered in Section 2. By (2.4) we get that the state function u0 associated
to an optimal control a0 is the unique solution of (2.4) with

ψ∗(s) =

{
s− τ 2 if s < τ 2

2(s− τ 2) if s > τ 2.

By uniqueness u0 is invariant by rotations and then is a radial function u0(r). Com-
bined with (2.5), this implies

(4.2) u′0(r) =


−r
d

if r < dτ

−τ if dτ ≤ r ≤ 2dτ

− r

2d
if 2τd < r,

a0(r) =


1 if r < dτ
r

dτ
if dτ < r < 2dτ

2 if r > 2dτ.

On the other hand, recalling that the solution u of the state equation in (1.1)
satisfies a∇u = σ, with σ the solution of

min
{ˆ

Ω

|ζ|2

a
dx : − div ζ = 1

}
,

and that ˆ
Ω

u dx =

ˆ
Ω

|σ|2

a
dx,

we get that (1.2) with ε = 0 is also equivalent to

min
1≤a≤2

min
− div σ=1

ˆ
Ω

( |σ|2
a

+ τ 2a
)
dx.

Taking the minimum with respect to a, this provides

a(x) =


1 if |σ(x)| < τ
|σ(x)|
τ

if τ ≤ |σ(x)| ≤ 2τ

2 if |σ(x)| > 2τ,
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with σ a solution of

(4.3) min
− div σ=1

ˆ
Ω

Υ(|σ|) dx, Υ(s) =


s2 + τ 2 if 0 ≤ s < τ

2τs if τ ≤ s ≤ 2τ
s2

2
+ 2τ 2 if s > 2τ.

By what proved above, this problem has a unique solution σ0(x) = −x/d.
Let us now prove the non-existence result. Arguing by contradiction, we assume

there exist εk > 0 tending to zero and aεk solution of (1.2). We denote by uεk the
corresponding state function. Since the state equation does not depend on ε, we
have

(4.4)

ˆ
Ω

(
(1 + εkx1)uεk + τ 2aεk

)
dx ≤

ˆ
Ω

(
(1 + εkx1)u0 + τ 2a0

)
dx.

Using also ˆ
Ω

(
u0 + τ 2a0) dx =

ˆ
Ω

Υ(|σ0|) dx,

and that σ0 solves (4.3), we deduce from (4.4)

(4.5) 0 ≤
ˆ

Ω

(
Υ(|σε|)−Υ(|σ0|)

)
dx ≤ ε

ˆ
Ω

x1(u0 − uε) dx.

Taking into account that uεk solves (1.1) with a = aεk , we know ([11]) that there
exist a subsequence, still denoted by εk, and A ∈ L∞(Ω)d×d symmetric such that

I ≤ A ≤ 2I a.e. in Ω, aεkI
G
⇀ A,

uεk ⇀ u in H1
0 (Ω), σεk ⇀ A∇u in L2(Ω)d, − div(A∇u) = 1 in Ω.

Coming back to (4.5) and taking into account the convexity of Υ, we have thatˆ
Ω

Υ(|A∇u|) dx = min
− div ζ=1

ˆ
Ω

Υ(|ζ|) dx.

Thus, A∇u is a solution of (4.3) and then u is a solution of (1.2). By uniqueness
this proves that

u = u0, A = a0I, σ = σ0.

Now, we consider pε the adjoint state defined as the solution of{
− div(aεk∇pεk) = 1 + εkx1 in Ω

pεk = 0 on ∂Ω.

Then zεk = (pεk − uεk)/εk solves{
− div(aεk∇zεk) = x1 in Ω

zεk = 0 on ∂Ω.

By the G-convergence of aεkI, we have

zεk ⇀ z in H1
0 (Ω), aεk∇zεk ⇀ A∇z in L2(Ω)d,

with z the solution of {
− div(A∇z) = x1 in Ω

z = 0 on ∂Ω.
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Since we are assuming aεk a solution of (1.2) and then of the relaxed problem (3.3),
we deduce from (3.7) that the matrix with columns ∇uεk ,∇pεk has rank one. By
Morrey’s theorem relative to the weak converges of the Jacobian ([19]), which in our
case reduces to

∂iuεk∂jzεk − ∂izεk∂juεk = ∂i(uεk∂jzεk)− ∂j(uεk∂izεk)
⇀ ∂i(u∂jz)− ∂j(u0∂iz) = ∂iu∂jz − ∂iz∂ju0 in W−1,1(Ω),

we have that ∇z is parallel a.e. to ∇u0, and that z solves{
− div

(
a0∇z

)
= x1 in Ω

z0 = 0 on ∂Ω.

However, the solution of this problems is given by z(x) = h(|x|)x1 with h the unique
solution of 

−
(
a0h

′)′ − d+ 1

r
a0h

′ − a′0
r
h = 1 in (0, 1)

h(1) = 0,

ˆ 1

0

rd+1|h′|2dr <∞.

Thus z is not a radial function and ∇z is not parallel to ∇u0. �

5. Numerical simulations

In this section we present some numerical experiments for the resolution of prob-
lems of the kind of (1.2) in the 2-d case. We solve numerically the problems showed
in Examples 2.5 and 2.6 for compliance optimization and the example given by
problem (2.7) with ψ defined in (2.9) for energy optimization.

In the case of the compliance problem we put

J(a) =

ˆ
Ω

(
f(x)u+ ψ(a)

)
dx,

then, having in mind that for u solution of the state equation (1.1), it is easy to
compute that

dJ(a)

da
· ã =

ˆ
Ω

ã
(
ψ′(a)− |∇u|2

)
dx.

We will apply a gradient descent method with projection into the appropriate
subspace functions a such that ψ(a) < ∞. For instance in Example 2.6 ψ is finite
where a ∈ [α, β]. The algorithm is the following:

• Initialization: choose an admisible function a0.
• for k ≥ 0, iterate until convergence as follow:

– compute uk solution of (1.1) for a = ak.
– compute āk = −(ψ′(a)− |∇u|2) descent direction associated to uk.
– update the function ak:

ak+1 = Pψ(ak + εkāk)

where Pψ is a projection operator associated to the set {a : ψ(a) <∞},
and where εk is small enough to ensure the decrease of the cost function.

• Stop if convergence:
|J(ak)−J(ak−1)|

|J(a0)| < tol, for tol > 0 small.
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In the case of the energy problem, we use a similar algorithm based on formulation
(3.4).

On the other hand, we are interested also in showing the numerical evidence of
the non-existence of an optimal coefficient for the general case. We propose to solve
the relaxed formulation of (1.2), given by (3.3), in Ω = B(0, 1) unit disc of R2, and
with the data given in (4.1). By convex minimization and following the system of
optimality, we propose the following algorithm to compute (topt, Aopt).

• Initialization: choose an admissible (t0, A0) such that 0 ≤ t0 ≤ 1 and νtI ≤
A0 ≤ µtI.
• For k ≥ 0, iterate until convergence as follows:

– compute the solutions uk and pk of (3.6) for Aopt = Ak. Then, we define
N+, N− by (3.9);

– compute t̂ given by (3.8);

– compute Â defined by (3.7), considering û = uk, p̂ = pk, topt = t̂ and

such that the spectrum of Â belongs to [νtk , µtk ];
– for εk ∈ (0, 1], update the function (tk, Ak) as:

tk+1 = tk + εk(t̂− tk), Ak+1 = Ak + εk(Â− Ak).

• Stop if convergence: |J(tk+1,Ak+1)−J(tk,Ak)|
|J(t0,A0)| < tol, for tol > 0 small and J

corresponding with the cost function in (3.3) .

We now show some numerical experiments based on the algorithms described above.
The computation has been carried out using the free software FreeFem++ v4.5 ([16],
available in http://www.freefem.org). The picture of figures are made in Paraview
5.10.1 (available at https://www.kitware.com/open-source/# paraview), which is
free too. We use P1-Lagrange finite element approximations for u and p, solutions
of the state and adjoint state equations respectively, and P0-Lagrange finite element
approximations for control variables, a for scalar problems or (t, A) for the matrix
problems. For all simulations where the parameters α and β appear, we consider a
normalized value α = 1, and β = 2.

Example 5.1. We consider two cases in the framework of compliance optimization,
i.e., j(x, u) = f(x)u. In Example 2.5 for ψ(s) = s2/2 we provided an explicit
solution when Ω is the unit ball and f ≡ 1. Here we solve numerically this problem
in the non-radial case, considering the square Ω = [0, 1]2. In Figure 2 we show
the computed optimal solutions, the optimal density a on the left, and the optimal
function u on the right.

The second case corresponds to ψ given by (2.6). We solve numerically this
problem in the cube Ω = [0, 1]2, and considering the Lagrange multiplier γ = 0.01141
in order to work with a volumen constraint of 50% of each phase α and β. In Figure
3 we show the computed optimal solutions, the optimal density a on the left, and
optimal function u on the right.

Example 5.2. We consider a case in the framework of energy optimization, i.e.,
j(x, u) = −f(x)u. We assume f ≡ 1 and ψ defined as (2.9) with γ = 0.0142 in
order to assure a volumen constraint of 50% of each phase α and β and we deal with
the relaxed formulation (3.4). In Figure 4 we show the computed optimal solutions,
the optimal density a on the left, and optimal function u on the right.
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Figure 2. Example 1.1 Optimal a (left), and optimal u (right).

Figure 3. Example 1.2 Optimal a (left), and optimal u (right).

Example 5.3. In the last case we show a numerical evidence of non existence of
an optimal density aopt for problem of kind of (1.2). We follow the counterexample
showed in Section 4. We consider Ω = B(0, 1) the unit ball in R2 and the rest of data
as in (4.1) with τ = 0.23539. We have solved the relaxed formulation of problem
(1.2) searching an optimal density topt and an optimal matrix Aopt. Firstly, we have
considered the problem with ε = 0. In this case, the computed optimal matrix is
Aopt = µtoptI, a scalar matrix. We show in Figure 5 on the left the optimal value of
µtopt corresponding to ε = 0. As hoped, it agrees with the function a0 defined by
(4.2). On the other hand, we consider the problem with ε = 0.5. In this case the
computed optimal matrix Aopt is not scalar. We show in Figure 5 on the right the
ratio λ1/λ2 with λi, i = 1, 2 the eigenvalues of Aopt. Observe that this ratio is not
identically one, and therefore Aopt is a non-isotropic matrix.
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Figure 4. Example 2. Optimal a (left), and optimal u (right).

Figure 5. Example 3, λ1 = λ2 for ε = 0 (left), and λ2/λ1 for ε = 0.5.
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