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Abstract. We give a partial negative answer to a question left open in a previous
work by Brasco and the first and third-named authors concerning the sharp constant in
the fractional Hardy inequality on convex sets. Our approach has a geometrical flavor
and equivalently reformulates the sharp constant in the limit case p = 1 as the Cheeger
constant for the fractional perimeter and the Lebesgue measure with a suitable weight.
As a by-product, we obtain new lower bounds on the sharp constant in the 1-dimensional
case, even for non-convex sets, some of which optimal in the case p = 1.

1. Introduction

1.1. Classical framework. Given N ∈ N and p ∈ (1,∞), the celebrated Hardy inequality
on a (non-empty) open convex set Ω ⊊ RN states that∫

RN
|∇u|p dx ≥ C

∫
Ω

|u|p

dp
Ω

dx for all u ∈ C∞
0 (Ω), (1.1)

see [32, 35] for a detailed introduction. Here and in the rest of the paper,
dΩ(x) = inf

y∈∂Ω
|x− y|, for all x ∈ Ω,

denotes the distance function from ∂Ω. The sharp constant in (1.1), defined as

h1,p(Ω) = inf
u∈C∞

0 (Ω)

{∫
RN

|∇u|p dx :
∫

Ω

|u|p

dp
Ω

dx = 1
}
, (1.2)

can be explicitly computed as

h1,p(Ω) = h1,p(HN
+ ) =

(
p− 1
p

)p

, (1.3)
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see the original Hardy’s works [21,22] for N = 1 and [30,31] for N ≥ 2. As well-known,
inequality (1.1) cannot hold for p = 1, that is,

h1,1(Ω) = h1,1(HN
+ ) = 0 (1.4)

in (1.2). Here and in the following, we set
H1

+ = (0,∞) and HN
+ = (0,∞) × RN−1 for N ≥ 2.

Noteworthy, the sharp constant (1.3) is never attained in (1.1), not even in the corre-
sponding homogenous Sobolev space W1,p

0 (Ω) obtained as the completion of C∞
0 (RN ) with

respect to the left-hand side of (1.1).

1.2. Fractional framework. The validity of the fractional analog of (1.1) was established
in [5, Th. 1.1]. Precisely, given s ∈ (0, 1) and p ∈ (1,∞), it holds that

[u]pW s,p(RN ) ≥ C
∫

Ω

|u|p

dsp
Ω

dx, for all u ∈ C∞
0 (Ω). (1.5)

Here and in the rest of the paper, given s ∈ (0, 1), p ∈ [1,∞), an open set A ⊂ RN , and a
measurable function u : A → [−∞,∞], we let

[u]W s,p(A) =
(∫

A

∫
A

|u(x) − u(y)|p
|x− y|N+sp

dx dy
) 1

p

(1.6)

be the Sobolev–Slobodeckĭı (s, p)-fractional seminorm of u on A. The sharp constant
in (1.5), defined analogously as in (1.2) as

hs,p(Ω) = inf
u∈C∞

0 (Ω)

{
[u]pW s,p(RN ) :

∫
Ω

|u|p

dsp
Ω

dx = 1
}
, (1.7)

was investigated by Brasco and the first and third-named authors in the recent work [3].
In [3, Main Th.], it was proved that, for all p ∈ (1,∞) and s ∈ (0, 1),

hs,p(HN
+ ) = CN,sp Λs,p (1.8)

and, in analogy with the classical result (1.3), if either p = 2 or sp ≥ 1, then
hs,p(Ω) = hs,p(HN

+ ). (1.9)
Moreover, as in the classical case, the sharp constant in (1.9) is never attained in (1.5),
not even in the homogenous fractional Sobolev–Slobodeckĭı space Ws,p

0 (Ω) obtained as the
completion of C∞

0 (Ω) with respect to the seminorm (1.6) with A = RN . Here and below,
we set

CN,q =


(N − 1)ωN−1

∫ ∞

0

tN−2

(1 + t2)N+q
2

dt for N ≥ 2,

1 for N = 1,
(1.10)

whenever q ∈ [0,∞), and

Λs,p = 2
∫ 1

0

∣∣∣1 − t
sp−1

p

∣∣∣p
(1 − t)1+sp

dt+ 2
sp
. (1.11)

As mentioned in [3], concerning (1.9), the cases p = 2 for Ω = HN
+ , and p = 2 with s ≥ 1

2
for any open convex set Ω ⊊ RN , were previously established respectively in [4, Th. 1.1]
and in [15, Th. 5] (see also [16]), with different techniques.
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The strategy of [3] for proving (1.8) and (1.9) expands on the ideas of [4] and relies on
an equivalent characterization of the constant (1.7) via the existence of positive local weak
supersolutions of the corresponding non-local eigenvalue problem, see [3, Eq. (1.6)].

Unfortunately, this approach does not seem to work for determining the sharp constant
hs,p(Ω) for Ω ̸= HN

+ for the values of s and p not included in (1.9), see the discussion
in [3, Sec. 1.3]. Nevertheless, in virtue of [3, Rem. 6.4], it still holds that

2CN,sp

sp
≤ hs,p(Ω) ≤ hs,p(HN

+ ) (1.12)

for all p ∈ (1,∞) and s ∈ (0, 1).

1.3. Main results. Our main aim is to tackle the question left open in [3, Open Prob.]
concerning the validity of (1.9) for p ̸= 2 and s < 1

p
.

We first observe that a plain limiting argument yields (1.8) and (1.12), and thus (1.5),
for p = 1—remarkably in contrast with (1.1), recall (1.4). We thus complete the picture
of [3, 5] in the case p = 1, with the characterization of (1.7) for the half-space.

Theorem 1.1. For N ≥ 1 and s ∈ (0, 1), it holds that

hs,1(HN
+ ) = Λs,1 CN,s with Λs,1 = 4

s
, (1.13)

and, whenever is Ω ⊊ RN is a (non-empty) convex open set,
1
2 hs,1(HN

+ ) ≤ hs,1(Ω) ≤ hs,1(HN
+ ). (1.14)

Having (1.5) for p = 1 at disposal, our first main result yields a partial negative answer
to [3, Open Prob.] for p = 1 and Ω ⊊ RN a (non-empty) bounded convex open set.

Theorem 1.2. Let N ≥ 1 and let Ω ⊊ RN be a (non-empty) bounded convex open set. If
N = 1, then

hs,1(Ω) = 2−s hs,1(H1
+) = 22−s

s
for all s ∈ (0, 1). (1.15)

If N ≥ 2, then

lim
s→1−

hs,1(Ω)
hs,1(HN

+ ) = 1
2 . (1.16)

Noteworthy, for N ≥ 2, in the special case Ω is an open ball, the limit (1.16) can be
slightly refined by exploiting the main result of [20], see Proposition 2.15 below.

Theorem 1.2 uncovers a remarkable difference between the classical inequality (1.1)
and its fractional counterpart (1.5), revealing some unexpected features of the sharp
constant (1.7) in the limiting case p = 1. In particular, the first inequality in (1.14) is
asymptotically optimal as s → 1− for (non-empty) bounded convex open sets. Moreover,
for N = 1 and p = 1, the sharp constant (1.7) is attained. For additional discussions in
this direction, we refer also to Remark 2.14 below.

As a consequence of Theorem 1.2, we can give the following partial negative answer
to [3, Open Prob.] for p > 1, suggesting that the first inequality in (1.12) is asymptotically
optimal as s → 1− and p → 1+, with sp < 1, for (non-empty) bounded convex open sets.
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Corollary 1.3. If N ≥ 1 and Ω ⊊ RN is a (non-empty) bounded convex open set, then

lim
s→1−

lim sup
p→1+

hs,p(Ω)
hs,p(HN

+ ) = 1
2 .

1.4. Geometrical approach. Besides refining and extending some of the results of [3] to
the limiting case p = 1, the key idea of our approach is to reinterpret the sharp constant
hs,1(Ω) in (1.7) in a geometrical sense. More precisely, we prove the following result (in
which we do not need to assume that Ω is convex).

Theorem 1.4. Let N ≥ 1, s ∈ (0, 1) and let Ω ⊊ RN be a (non-empty) open set. Letting

Ps(E) = [1E]W s,1(RN ) and Vs,Ω(E) =
∫

E

1
ds

Ω
dx

for any measurable set E ⊆ Ω, it holds that

hs,1(Ω) = gs(Ω) in [0,∞], (1.17)

where

gs(Ω) = inf
{
Ps(E)
Vs,Ω(E) : E ⊆ Ω, |E| > 0

}
∈ [0,∞]. (1.18)

Theorem 1.4 revisits the well-known connection between the Cheeger constant of a set
with the first 1-eigenvalue of the underlying 1-Laplacian (see [17] and the references therein
for a detailed account) in terms of the fractional Hardy inequality (1.5) for p = 1. In fact,
the problem in (1.18) is the Cheeger problem in Ω with respect to the fractional perimeter
Ps and the weighted volume Vs,Ω, so that Theorem 1.4 can be seen as a particular case
of [17, Th. 5.4] (see also [7, Th. 5.8] and [2, Th. 3.10] for similar results in the fractional/non-
local setting). The idea behind the proof of Theorem 1.4 is essentially to exploit the
fractional coarea formula (first observed in [37])

[u]W s,1(RN ) =
∫ ∞

−∞
Ps({u > t}) dt (1.19)

in order to pass from a function u ∈ C∞
0 (Ω) in (1.7) to its superlevel sets {u > t} in (1.18).

With Theorem 1.4 at disposal, Theorem 1.2 basically follows from the fact that

hs,1(Ω) = gs(Ω) ≤ Ps(Ω)
Vs,Ω(Ω) .

For N ≥ 2, the idea is first to rewrite Vs,Ω(Ω) in terms of the superlevel sets of dΩ via the
usual coarea formula and then to take advantage of the well-known limit (e.g., see [9, 27])

lim
s→1−

(1 − s)Ps(Ω) = 2ωN−1 P (Ω), (1.20)

valid for any measurable set Ω ⊊ RN such that 1Ω ∈ BV (RN). The case N = 1 in (1.15),
instead, relies on a rearrangement argument (see Lemma 2.12 below) which, unfortunately,
does not work in higher dimensions (for more details, see Remark 2.13).
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1.5. The non-convex case. Theorem 1.4 can be also exploited to deal with the non-
convex case Ω = RN \ {0}. In fact, our geometrical approach allows us to naturally
recover [19, Th. 1.1] for p = 1 (compare also with the argument in [19, Sec. 3.4]). In more
precise terms, we can (re)prove the following result.

Corollary 1.5. Given N ≥ 1 and s ∈ (0, 1), it holds that

[u]W s,1(RN ) ≥ hs,1(RN \ {0})
∫
RN

|u|
|x|s

dx (1.21)

for all u ∈ Ws,1
0 (RN), with sharp constant given by

hs,1(RN \ {0}) = 4
s

π
N
2 Γ(1 − s)

Γ
(

N−s
2

)
Γ
(
1 − s

2

) . (1.22)

Equality holds in (1.21) if and only if u is proportional to a symmetric decreasing function.

Noteworthy, for N = 1, the constant in (1.22) equals the one in (1.15) for all s ∈ (0, 1),

hs,1 (R \ {0}) = 22−s

s
, (1.23)

by well-known properties of the Gamma function (e.g., the Legendre duplication formula).
The equality in (1.23) is actually a particular case of the following result (including (1.15)
as a special instance), which comes as a natural by-product of our geometrical approach
(as customary, ⌊x⌋ ∈ Z denotes the largest integer smaller than x ∈ R).

Theorem 1.6. Let Ω ⊊ R be the union of n ∈ N non-empty disjoint bounded open intervals
of equal measure. For s ∈ (0, 1) and p ∈ [1,∞) such that sp < 1, it holds that

hs,p(Ω) ≥ hs,p(R \ {0})
nsp

, (1.24)

with equality for p = 1 whenever s ∈ (0, 1) if Ω is equivalent to an interval. On the other
hand, it holds that

hs,p((−R,R) \ Z) ≤ R1−sp

⌊R⌋
41−sp

sp
(1.25)

for any R ≥ 1, with hs,p(R \ Z) = 0 in the limit case R = ∞.

We emphasize that the intervals in the first part of the statement of Theorem 1.6 do not
have to be at a positive distance apart, but are only required to have the same measure.
Even though our proof of Theorem 1.6 yields some hints for dealing with the more general
case of intervals of different measures (see Remark 2.16 for a more detailed discussion),
the explicit computations in that case become quite involved and beyond the scopes of
this note, so we do not pursue this direction here.

Nevertheless, the case of intervals with different measures in Theorem 1.6 can be tackled
in a different way, but up to assuming that the intervals are at a positive distance apart.
This is our last main result, which can be stated as follows (see also Theorem 2.17 below).

Theorem 1.7. Let Ω ⊊ R be the union of n ∈ N non-empty bounded open intervals, each
with measure at most ℓ ∈ (0,∞) and at distance at least δ ∈ (0,∞) from the others. For
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s ∈ (0, 1) and p ∈ [1,∞) such that sp ≤ 1, it holds that

hs,p(Ω) ≥ 22−sp

sp

(
1 −

(
ℓ

ℓ+ δ

)sp )
.

We point out that inequality (1.5) was addressed in the non-convex case in [8, 36]. The
validity of (1.5) for any open set Ω ⊊ RN was achieved in [36, Th. 1.10] with s ∈ (0, 1)
and p ∈ (1,∞) such that sp > N > 1, but with an implicit constant. Recently, this result
has been improved in [8, Th. 1.1], where it was shown that

hs,p(Ω) ≥ hs,p(RN \ {0})
for any open set Ω ⊊ RN with s ∈ (0, 1) and p ∈ (1,∞) such that sp > N ≥ 1. To the best
of our knowledge, Theorems 1.6 and 1.7 are the first results establishing inequality (1.5)
on a non-convex open set Ω ⊊ R for s ∈ (0, 1) and p ∈ [1,∞) such that sp ≤ N = 1.

Remark 1.8 (Regional fractional Hardy inequality). For completeness, we mention that
a vast literature has been devoted to the study of the regional version of inequality (1.5),

[u]pW s,p(Ω) ≥ C
∫

Ω

|u|p

dsp
Ω

dx, for all u ∈ C∞
0 (Ω). (1.26)

Far from being complete, we refer to [10–14,36] and to the references therein for sufficient
and/or necessary conditions on s, p and Ω for (1.26) to hold. The problem of determining
the sharp constant in (1.26) has been addressed in [4,18,28]. We underline that, in contrast
to (1.5), the restriction sp > 1 is needed, since (1.26) cannot hold for sp ≤ 1 on bounded
open Lipschitz sets Ω ⊊ RN , see [10, Sec. 2]. For further discussions, refer to [3, Rem. 1.1].

2. Proofs of the results

The rest of the paper is dedicated to the proofs of the results stated in the introduction.

2.1. Notation. Let us start by collecting some general notation and well-known results
we will use throughout our paper.

Given a non-empty open set Ω ⊆ RN , we let C∞
0 (Ω) be the set of all smooth functions

on RN with compact support contained in Ω. For s ∈ (0, 1) and p ∈ [1,∞), we let Ws,p
0 (Ω)

be the completion of C∞
0 (Ω) with respect to the seminorm in (1.6) with A = RN . Thanks

to [6, Th. 3.1], in the case sp < N (which is the only one we actually need), we can identify

Ws,p
0 (RN) =

{
u ∈ L

Np
N−sp (RN) : [u]W s,p(RN ) < ∞

}
.

For each k ∈ N, we let

ωk = π
k−1

2

Γ
(

k−1
2 + 1

) (2.1)

be the k-dimensional Lebesgue measure of the unitary ball
Bk = {x ∈ Rk : |x| < 1}

in Rk. Recall that H k−1(∂Bk) = k ωk, where H k is the k-dimensional Hausdorff measure.
For a, b > 0, we let

Γ(a) =
∫ ∞

0
ta−1 e−t dt and B(a, b) =

∫ 1

0
ta−1 (1 − t)b−1 dt (2.2)
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be the Gamma and Beta functions, respectively. We recall that

B(a, b) = Γ(a) Γ(b)
Γ(a+ b) for all a, b > 0. (2.3)

In addition, for x ∈ [0, 1) and a > 0 and b ∈ R, we let

B(x; a, b) =
∫ x

0
ta−1 (1 − t)b−1 dt (2.4)

be the incomplete Beta function. We recall that, given a > 0,

B(x; a,−a) = xa

a (1 − x)a
for all x ∈ [0, 1). (2.5)

Formula (2.5) plainly follows from the representation

B(x; a, b) = xa

a
F (a, 1 − b; a+ 1;x), for all x ∈ [0, 1),

and the well-known properties of the hypergeometric function F .
The fractional isoperimetric inequality (e.g., see [20] and the references therein) states

that, for all s ∈ (0, 1), if E ⊆ RN is such that |E| ∈ (0,∞), then

Ps(E)
|E|1− s

N
≥ Ps(BN)

|BN |1− s
N
. (2.6)

Given a measurable set E ⊂ RN such that |E| ∈ [0,∞), we let

E⋆ =
{
x ∈ RN : |x| < rE

}
(2.7)

where rE ∈ [0,∞) is such that |E⋆| = |E|, and we set 1⋆
E = 1E⋆ . The symmetric decreasing

rearrangement of a measurable function u : RN → R vanishing at infinity, i.e., such that∣∣∣{x ∈ RN : |u| > t
}∣∣∣ < ∞ for all t > 0,

is defined as
u⋆(x) =

∫ ∞

0
1⋆

{|u|>t}(x) dt for all x ∈ RN . (2.8)

In particular, u⋆ is a lower semicountinuous, non-negative, radially symmetric, and non-in-
creasing function such that {u⋆ > t} = {|u| > t}⋆. Moreover, if Φ: [0,∞) → [0,∞) is a
non-decreasing function, then

(Φ ◦ |u|)⋆ = Φ ◦ u⋆ (2.9)
for any measurable function u : RN → R. In particular, (|u|p)⋆ = (u⋆)p for all p ∈ [1,∞).

The Hardy–Littlewood inequality states that, if u, v : RN → R are two measurable
functions vanishing at infinity, then∫

RN
u(x) v(x) dx ≤

∫
RN
u⋆(x) v⋆(x) dx. (2.10)

For a detailed presentation concerning (2.8) and (2.10), we refer to [26, Ch. 3] for instance.
By [1, Th. 9.2], if u ∈ Ws,p

0 (RN), then also u⋆ ∈ Ws,p
0 (RN), with

[u⋆]W s,p(RN ) ≤ [u]W s,p(RN ). (2.11)
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2.2. Properties of CN,q and Λs,p. We study the constants defined in (1.10) and (1.11).
On the one hand, we have the following result concerning the constant in (1.10), which

basically reformulates [3, Lem. B.1] and [18, Lem. 2.4] with minor refinements.

Lemma 2.1. If N ≥ 1 and q ∈ [0,∞), then the constant in (1.10) rewrites as

CN,q = 1
2

∫
SN−1

|xN |q dH N−1(x) = π
N−1

2
Γ
(

q+1
2

)
Γ
(

N+q
2

) . (2.12)

In particular, for each N ≥ 1, the function q 7→ CN,q is continuous for q ∈ [0,∞).

Proof. The case N = 1 is trivial, so we assume N ≥ 2.
The first equality in (2.12) has been already proved in [3, Lem. B.1]: one just needs to

follow the very same argument letting sp = q. Note that the proof of [3, Lem. B.1] also
works for q = sp ∈ [0, 1]. We leave the simple check to the reader.

For the second inequality in (2.12), it is enough to observe that simple changes of
variables yield the formulas (recall the definition in (2.2))

B(a, b) =
∫ ∞

0

ta−1

(1 + t)a+b
dt = 2

∫ ∞

0

t2a−1

(1 + t2)a+b
dt for a, b > 0.

Thus, for a = N−1
2 and b = q+1

2 , and owing to (2.3), we can rewrite

∫ ∞

0

tN−2

(1 + t2)N+q
2

dt = 1
2 B

(
N − 1

2 ,
q + 1

2

)
=

Γ
(

N−1
2

)
Γ
(

q+1
2

)
2 Γ

(
N+q

2

) .

Hence, recalling (2.1), we easily get that

CN,q = (N − 1)ωN−1
Γ
(

N−1
2

)
Γ
(

q+1
2

)
2 Γ

(
N+q

2

) = π
N−1

2
Γ
(

q+1
2

)
Γ
(

N+q
2

) .
The last part of the statement follows either by the Dominated Convergence Theorem or
by the known continuity properties of the Gamma function. □

On the other hand, concerning the constant in (1.11), we can prove the following result.

Lemma 2.2. For s ∈ (0, 1) and p ∈ [1,∞) such that sp < 1, it holds that

Λs,p < Λsp,1 = 4
sp
. (2.13)

As a consequence, for each s ∈ (0, 1) it holds that

lim
p→1+

Λs,p = Λs,1. (2.14)

Proof. Since (1 − t)p < 1 − tp for all t ∈ (0, 1), we can estimate

∫ 1

0

∣∣∣1 − t
sp−1

p

∣∣∣p
(1 − t)1+sp

dt =
∫ 1

0

tsp−1
(
1 − t

1−sp
p

)p

(1 − t)1+sp
dt <

∫ 1

0

tsp−1
(
1 − t1−sp

)
(1 − t)1+sp

dt.
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Letting q = sp ∈ (0, 1), we can write∫ 1

0

tq−1
(
1 − t1−q

)
(1 − t)1+q

dt = lim
ε→0+

B(1 − ε; q,−q) −
∫ 1−ε

0

1
(1 − t)1+q

dt

= 1
q

+ lim
ε→0+

B(1 − ε; q,−q) − ε−q

q
,

where, for ε ∈ (0, 1), B(1 − ε; q,−q) is as in (2.4). In view of (2.5), we have

B(1 − ε; q,−q) = (1 − ε)q

q εq

and thus we can easily compute

lim
ε→0+

B(1 − ε; q,−q) − ε−q

q
= lim

ε→0+

(1 − ε)q

q εq
− ε−q

q
= 0.

We hence get that ∫ 1

0

tq−1
(
1 − t1−q

)
(1 − t)1+q

dt = 1
q

and the validity of (2.13) immediately follows by recalling the definition in (1.11). By
Fatou’s Lemma and by (2.13), we infer that

Λs,1 ≤ lim inf
p→1+

Λs,p ≤ lim sup
p→1+

Λs,p ≤ lim sup
p→1+

Λsp,1 = lim
p→1+

4
sp

= 4
s

= Λs,1,

proving (2.14) and concluding the proof. □

2.3. Proof of Theorem 1.4. We now deal with our auxiliary result concerning the
geometrical interpretation of the sharp constant (1.7) for p = 1.

Proof of Theorem 1.4. We start by showing that
hs,1(Ω) ≥ gs(Ω) in [0,∞]. (2.15)

Note that we can assume that hs,1(Ω) < ∞, otherwise (2.15) is trivial. We fix u ∈ C∞
0 (Ω)

and, without loss of generality, assume that u ≥ 0. By Cavalieri’s principle, we have that∫
Ω

u

ds
Ω

dx =
∫ ∥u∥L∞(Ω)

0

∫
{u>t}

1
ds

Ω
dx dt =

∫ ∥u∥L∞(Ω)

0
Vs,Ω({u > t}) dx dt.

Now, for each t ∈ (0, ∥u∥L∞(Ω)), we have {u > t} ⋐ Ω and thus, by the definition in (1.18),
Ps({u > t}) ≥ gs(Ω)Vs,Ω({u > t}).

Hence, thanks to the fractional coarea formula in (1.19), we infer that

[u]W s,1(RN ) =
∫ ∥u∥L∞(Ω)

0
Ps({u > t}) dt ≥

∫ ∥u∥L∞(Ω)

0
gs(Ω)Vs,Ω({u > t}) dt

= gs(Ω)
∫

Ω

|u|
ds

Ω
dx,

readily implying the validity of (2.15). We now prove converse inequality, that is,
hs,1(Ω) ≤ gs(Ω). (2.16)
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As before, it is not restrictive to assume that gs(Ω) < ∞, otherwise (2.16) is obvious.
Thanks to a routine construction, we can find bounded open sets Ωk, k ∈ N, such that

Ωk ⊂ Ωk+1, Ωk ⋐ Ω, P (Ωk) < ∞ and Ω =
∞⋃

k=1
Ωk.

In particular, Ps(Ωk) < ∞ for all k ∈ N. Now, given E ⊆ Ω such that |E| > 0 and
Ps(E) < ∞, we clearly have that Ek = E ∩ Ωk satisfies

Ek ⋐ Ω, Ps(Ek) < ∞ and |Ek| > 0 for all k ∈ N sufficiently large.
Moreover, by Fatou’s Lemma and the Monotone Convergence Theorem, we get that

Ps(E) ≤ lim inf
k→∞

Ps(Ek) and Vs,Ω(E) = lim
k→∞

Vs,Ω(Ek). (2.17)

Now, for ε > 0 and k ∈ N, we let
uε,k = ϱε ⋆ 1Ek

∈ C∞
0 (RN),

where (ϱε)ε>0 ⊂ C∞
0 (RN) is a family of standard non-negative mollifiers. Given k ∈ N

sufficiently large as above, we have that suppuε,k ⋐ Ω for all ε > 0 sufficiently small. In
this case, owing to [25, Th. 6.62] and the Dominated Convergence Theorem, we have that

hs,1(Ω) ≤ lim sup
ε→0+

[uε,k]W s,1(RN )∫
Ω

uε,k

ds
Ω

dx
≤ lim sup

ε→0+

Ps(Ek)∫
Ω

uε,k

ds
Ω

dx
= Ps(Ek)
Vs,Ω(Ek) .

Thanks to (2.17), we can hence pass to the limit as k → ∞ in the above to infer that

hs,1(Ω) ≤ Ps(E)
Vs,Ω(E)

whenever E ⊆ Ω is such that |E| > 0, yielding (2.16) and concluding the proof. □

Actually, in Theorem 1.4, we can restrict the infimization in (1.18) only to smooth open
sets compactly contained in Ω. Precisely, we have the following result.

Corollary 2.3. Let N ≥ 1, s ∈ (0, 1) and let Ω ⊊ RN be a non-empty open set. Then,

gs(Ω) = inf
{
Ps(E)
Vs,Ω(E) : E ∈ O(Ω)

}
∈ [0,∞], (2.18)

where O(Ω) is the family of all open sets with smooth boundary compactly contained in Ω.

Proof. Letting g̃s(Ω) ∈ [0,∞] be the right-hand side of (2.18), we have gs(Ω) ≤ g̃s(Ω) by
definition. On the other hand, if u ∈ C∞

0 (Ω) is such that u ≥ 0, then {u > t} ∈ O(Ω) for
a.e. t ∈ (0, ∥u∥L∞) (e.g., see [29, Th. 13.15]). Hence, arguing exactly as in the first part of
the proof of Theorem 1.4, we see that hs,1(Ω) ≥ g̃s(Ω). Thus, by Theorem 1.4, we infer
that g̃s(Ω) ≤ gs(Ω), readily yielding the conclusion. □

A remarkable consequence of Corollary 2.3 is the following comparison result.

Corollary 2.4. Let N ≥ 1, p ∈ (1,∞) and s ∈ (0, 1) be such that sp < 1. For any
non-empty open set Ω ⊊ RN , it holds that

hs,p(Ω) ≤ hsp,1(Ω). (2.19)
If Ω = HN

+ , then the inequality (2.19) is strict.
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Proof. Given E ⋐ Ω such that |E| > 0, we define uε = 1E ∗ ϱε ∈ C∞
0 (RN) for all

ε > 0, where (ϱε)ε>0 ⊂ C∞
0 (Rn) is a family of standard non-negative mollifiers. Clearly,

uε ∈ C∞
0 (RN) and 0 ≤ uε ≤ 1 for all ε > 0, with suppuε ⋐ Ω for all ε > 0 sufficiently

small. Therefore, by [25, Th. 6.62] and the Dominated Convergence Theorem, we get that

hs,p(Ω) ≤ lim
ε→0+

[uε]pW s,p(RN )∫
Ω

up
ε

dsp
Ω

dx
=

[1E]pW s,p(RN )∫
Ω

1p
E

dsp
Ω

dx
=

[1E]W sp,1(RN )∫
Ω

1E

dsp
Ω

dx
= Psp(E)
Vsp,Ω(E)

whenever E ⋐ Ω is such that |E| > 0, since sp < 1. Thanks to Corollary 2.3 and Theo-
rem 1.4, we hence conclude that

hs,p(Ω) ≤ gsp,1(Ω) = hsp,1(Ω),

proving (2.19). For Ω = HN
+ , the inequality in (2.19) holds strict by (1.13) and (2.13). □

2.4. Proof of Theorem 1.1. In order to characterize the sharp constant in (1.7) for
Ω = HN

+ and p = 1, that is, to prove Theorem 1.1, we need some preliminary results.
We begin with the following stability result for hs,p(Ω) as p → 1+.

Lemma 2.5. Let s ∈ (0, 1) and let Ω ⊊ RN be a (non-empty) convex open set. If
u ∈ C∞

0 (Ω), then

lim
p→1+

∫
Ω

|u|p

dsp
Ω

dx =
∫

Ω

|u|
ds

Ω
dx (2.20)

and
lim

p→1+
[u]pW s,p(RN ) = [u]W s,1(RN ). (2.21)

As a consequence, it holds that

lim sup
p→1+

hs,p(Ω) ≤ hs,1(Ω). (2.22)

Proof. By Hölder’s inequality, we can estimate∫
Ω

|u|
ds

Ω
dx =

∫
supp u

|u|
ds

Ω
dx ≤

(∫
Ω

|u|p

dsp
Ω

dx
) 1

p

| suppu|
p−1

p , (2.23)

and, similarly, ∫
Ω

|u|p

dsp
Ω

dx ≤
∥∥∥∥∥ uds

Ω

∥∥∥∥∥
p−1

L∞(Ω)

∫
Ω

|u|
ds

Ω
dx. (2.24)

Hence the validity of (2.20) immediately follows by combining (2.23) and (2.24). Concern-
ing (2.21), owing to Fatou’s Lemma, we just need to observe that

[u]pW s,p(RN ) =
∫
RN

∫
RN

|u(x) − u(y)|p−1

|x− y|s(p−1)
|u(x) − u(y)|
|x− y|N+s

dx dy ≤ [u]p−1
C0,s(RN ) [u]W s,1(RN ).

Lastly, the validity of (2.22) readily follows by combining (1.7) with (2.20) and (2.21). □

In the case Ω = HN
+ , Lemma 2.5 can be complemented with the following result, yielding

useful estimates on the energies of product test functions for p = 1.
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Lemma 2.6. If φ ∈ C∞
0 (RN−1) and ψ ∈ C∞

0 (H1
+), then u ∈ C∞

0 (HN
+ ), defined as

u(x) = φ(x′)ψ(xN) for all x = (x′, xN) ∈ HN
+ , satisfies∫

HN
+

|u(x)|
xs

N

dx = ∥φ∥L1(RN−1)

∫
H1

+

ψ(t)
ts

dt (2.25)

and

[u]W s,1(RN ) ≤ CN,s ∥φ∥L1(RN−1) [ψ]W s,1(R) + ∥ψ∥L1(H1
+) [φ]W s,1(RN−1)

∫ ∞

0

dt
(1 + t2)N+s

2
. (2.26)

Proof. To prove (2.25), we simply observe that∫
HN

+

|u(x)|
xs

N

dx =
∫
RN−1

φ(x′) dx′
∫ ∞

0

ψ(xN)
xs

N

dxN = ∥φ∥L1(RN−1)

∫
H1

+

ψ(t)
ts

dt.

To see (2.26), we first estimate

[u]W s,1(RN ) ≤
∫
RN

∫
RN

|φ(x′)| |ψ(xN) − ψ(yN)|
|x− y|N+s

dx dy

+
∫
RN

∫
RN

|ψ(yN)| |φ(x′) − φ(y′)|
|x− y|N+s

dx dy.
(2.27)

The first term in the right-hand side of (2.27) rewrites as∫
RN

∫
RN

|φ(x′)| |ψ(xN) − ψ(yN)|
|x− y|N+s

dx dy

=
∫
R

∫
R

|ψ(xN) − ψ(yN)|
|xN − yN |N+s

∫
RN−1

|φ(x′)|
∫
RN−1

dy′(
1 + |x′−y′|2

|xN −yN |2
)N+s

2
dx′ dxN dyN

=
∫
R

∫
R

|ψ(xN) − ψ(yN)|
|xN − yN |1+s

∫
RN−1

|φ(x′)|
∫
RN−1

dz′

(1 + |z′|)
N+s

2
dx′ dxN dyN

= CN,s ∥φ∥L1(RN−1) [ψ]W s,1(R),

(2.28)

while the second term in (2.27) similarly corresponds to∫
RN

∫
RN

|ψ(yN)| |φ(x′) − φ(y′)|
|x− y|N+s

dx dy

=
∫
RN−1

∫
RN−1

|φ(x′) − φ(y′)|
|x′ − y′|N+s

∫
R

|ψ(yN)|
∫
R

dxN(
1 + |xN −yN |2

|x′−y′|2
)N+s

2
dyN dx′ dy′

=
∫
RN−1

∫
RN−1

|φ(x′) − φ(y′)|
|x′ − y′|N−1+s

∫
R

|ψ(yN)|
∫
R

dzN

(1 + |zN |2)N+s
2

dyN dx′ dy′

= 2 ∥ψ∥L1(H1
+) [φ]W s,1(RN−1)

∫ ∞

0

dt
(1 + t2)N+s

2
.

(2.29)

The conclusion hence readily follows by combining (2.27), (2.28) and (2.29). □

As a consequence of the above results, we get the following partial step towards (1.13).
Corollary 2.7. Given N ≥ 1 and s ∈ (0, 1), it holds that

CN,s Λs,1 ≤ hs,1(HN
+ ) ≤ CN,s hs,1(H1

+). (2.30)
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Proof. Owing to (2.22), (1.8), Lemma 2.1 and Lemma 2.2, we plainly get that

hs,1(HN
+ ) ≥ lim sup

p→1+
hs,p(HN

+ ) = lim
p→1+

CN,sp Λs,p = CN,s Λs,1,

proving the first inequality in (2.30).
To prove the second inequality in (2.30), instead, we argue as follows. Let φ ∈ C∞

0 (RN−1)
and ψ ∈ C∞

0 (H1
+) be fixed. For each k ∈ N, we define φk(x′) = φ

(
x′

k

)
for all x′ ∈ RN−1 and

uk(x) = φk(x′)ψ(xN) for all x = (x′, xN) ∈ RN−1 × (0,∞) = HN
+ . Owing to Lemma 2.6

and observing that

[φk]W s,1(RN−1) = kN−1−s [φ]W s,1(RN−1) and ∥φk∥L1(RN−1) = kN−1 ∥φ∥L1(RN−1),

we plainly get that

hs,1(HN
+ ) ≤

[uk]W s,1(RN )∫
HN

+

|uk(x)|
xs

N

dx
≤ CN,s

[ψ]W s,1(R)∫
H1

+

ψ(t)
ts

dt
+

[φk]W s,1(RN−1)

∥φk∥L1(RN−1)

∥ψ∥L1(H1
+)

∫ ∞

0

dt
(1 + t2)N+s

2∫
H1

+

ψ(t)
ts

dt

= CN,s

[ψ]W s,1(R)∫
H1

+

ψ(t)
ts

dt
+ 1
ks

[φ]W s,1(RN−1)

∥φ∥L1(RN−1)

∥ψ∥L1(H1
+)

∫ ∞

0

dt
(1 + t2)N+s

2∫
H1

+

ψ(t)
ts

dt

for all k ∈ N. The second inequality in (2.30) hence follows first by passing to the limit as
k → ∞ and then by taking the infimum with respect to ψ ∈ C∞

0 (H1
+). □

At this point, the proof of Theorem 1.1 reduces to a simple direct computation.

Proof of Theorem 1.1. For N = 1, we easily see that

Ps((0, 1)) = 4
s(1 − s) and Vs,H1

+
((0, 1)) = 1

1 − s
for all s ∈ (0, 1). (2.31)

Thus, thanks to (1.17) in Theorem 1.4, we infer that

hs,1(H1
+) = gs(H1

+) ≤ Ps((0, 1))
Vs,H1

+
((0, 1)) = 4

s

for all s ∈ (0, 1). The validity of (1.13) hence follows owing to (2.13) and (2.30). Conse-
quently, we get (1.14) by simply passing to the limit as p → 1+ in (1.12). □

As an immediate consequence of Theorem 1.1 and Lemmas 2.1 and 2.2, we get the
following stability result, whose simple proof is omitted.

Corollary 2.8. Given N ≥ 1 and s ∈ (0, 1), it holds that

lim
p→1+

hs,p(HN
+ ) = hs,1(HN

+ ).
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2.5. Proof of Theorem 1.2. We begin with the case N = 1, proving the following
preliminary rearragement result.

Lemma 2.9. Let s ∈ (0, 1) and let I ⊊ R be a non-empty bounded open interval. The
function δs,I : R → [0,∞], defined as

δs,I(x) = 1I(x)
ds

I(x) for all x ∈ R,

satisfies
|{δs,I > t}| = |I| 1(0,2s|I|−s](t) + 2 t− 1

s 1(2s|I|−s,∞)(t) for all t > 0, (2.32)
and thus its symmetric decreasing rearrangement δ⋆

s,I : R → [0,∞] is given by

δ⋆
s,I(x) = 1I⋆(x)

|x|s
for all x ∈ R. (2.33)

Proof. Let r ∈ (0,∞) and c ∈ R be such that I = (c− r, c+ r), so that dI(x) = r− |x− c|
for all x ∈ I. Since δs,I(x) > t if and only if |x− c| > r − t−

1
s for all x ∈ I, we have

{δs,I > t} =


I 0 < t ≤ r−s,(
c− r, c− r + t−

1
s

)
∪
(
c+ r − t−

1
s , c+ r

)
t > r−s,

from which we readily deduce (2.32). We hence get that

{δs,I > t}⋆ =


(−r, r) 0 < t ≤ r−s,(
−t− 1

s , t−
1
s

)
t > r−s,

and thus, recalling the definition in (2.8), we can compute

δ⋆
s,I(x) =

∫ ∞

0
1{δs,I>t}⋆(x) dt =

∫ r−s

0
1(−r,r)(x) dt+

∫ ∞

r−s
1(−t−1/s,t−1/s)(x) dt

= r−s 1I⋆(x) + 1I⋆(x)
∫ ∞

r−s
1(0,|x|−s)(t) dt = |x|−s 1I⋆(x)

for all x ∈ R, proving (2.33) and concluding the proof. □

Remark 2.10. With the same notation of Lemma 2.9, if I, J ⊆ R are two non-empty
bounded open intervals such that |I| = |J |, then δ⋆

s,I = δ⋆
s,J for all s ∈ (0, 1).

Remark 2.11. Lemma 2.9 also holds for N ≥ 2, but the formula corresponding to (2.33)
has a completely different appearance. More precisely, letting Ω = BN for simplicity and,
correspondingly, defining δs,BN : RN → [0,∞] as

δs,BN (x) = 1BN (x)
ds
BN (x) = 1BN (x) (1 − |x|)−s for all x ∈ RN ,

analogous computations yields that

δ⋆
s,BN (x) = 1BN (x)

(
1 −

(
1 − |x|N

) 1
N

)−s

for all x ∈ RN .

We omit the detailed derivation. See Remark 2.13 below for further discussions.

We can now exploit Lemma 2.9 to deal with the case N = 1 in Theorem 1.2, as follows.
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Lemma 2.12. It holds that hs,1(B1) = 22−s

s
for all s ∈ (0, 1).

Proof. As in (2.31), we easily get that

Ps(B1) = 21−s Ps((0, 1)) = 21−s 4
s(1 − s) and Vs,B1(B1) = 2

(1 − s) ,

so that, owing to (1.17) in Theorem 1.4, we can estimate

hs,1(B1) = gs(B1) ≤ Ps(B1)
Vs,B1(B1) = 22−s

s

for all s ∈ (0, 1). To prove the converse inequality, let E ⊆ B1 be such that |E| > 0 and
define E⋆ =

(
− |E|

2 ,
|E|
2

)
⊆ B1 as in (2.7). By (2.6), we have that

Ps(E) ≥ Ps(E⋆) = Ps((0, 1)) |E|1−s = 4
s(1 − s) |E|1−s (2.34)

for all s ∈ (0, 1). On the other hand, by (2.10) and Lemma 2.9, we have that

Vs,B1(E) =
∫
R

1E(x) δs(x) dx ≤
∫
R

1E⋆(x) δ⋆
s(x) dx =

∫ |E|
2

− |E|
2

dx
|x|s

= 2s

(1 − s) |E|1−s. (2.35)

By combining (2.34) and (2.35), we thus get that
Ps(E)
Vs,B1(E) ≥ 4 |E|1−s

s(1 − s)
(1 − s)

2s |E|1−s
= 22−s

s

for all s ∈ (0, 1) whenever E ⊆ B1 is such that |E| > 0, readily yielding the conclusion. □

Remark 2.13. The strategy of the proof of Lemma 2.12 is ineffectual in the higher
dimensional case N ≥ 2. Indeed, by applying Remark 2.11, we analogously get that

Ps(E)
Vs,BN (E) ≥ Ps(BN)

|BN |1− s
N

|E|1− s
N∫

E⋆

(
1 −

(
1 − |x|N

) 1
N

)−s

dx
(2.36)

whenever E ⊆ BN is such that |E| > 0, where E⋆ is as in (2.7). However, we have that

inf
R∈(0,1]

|BR|1− s
N∫

BR

(
1 −

(
1 − |x|N

) 1
N

)−s

dx
= 0,

so that (2.36) leads to the trivial lower bound hs,1(BN) ≥ 0.

We now pass to the case N ≥ 2 in Theorem 1.2.
Proof of Theorem 1.2. Thanks to Lemma 2.12, we can assume N ≥ 2. Let

rΩ = sup
x∈Ω

dΩ(x) ∈ (0,∞)

be the inradius of Ω. By [23, Th. 1.2] (see also [24]), we have that

P (Ωt) ≥
(

1 − t

rΩ

)N−1
P (Ω) for all t ∈ (0, rΩ), (2.37)

where
Ωt = {x ∈ Ω : dΩ(x) > t}.
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By scale invariance of (1.7), we can assume that rΩ = 1 without loss of generality. Since
dΩ is 1-Lipschitz, |∇dΩ| ≤ 1 a.e. in Ω and thus, by the usual coarea formula, we have that

Vs,Ω(Ω) =
∫

Ω

1
ds

Ω
dx ≥

∫
Ω

|∇dΩ|
ds

Ω
dx =

∫ 1

0

∫
{dΩ=t}

1
ts

dH N−1 dt =
∫ 1

0

P (Ωt)
ts

dt,

since
∂Ωt = {x ∈ Ω : dΩ(x) = t} and P (Ωt) = H N−1(∂Ωt) for all t ∈ (0, 1).

Owing to (2.37), we hence get that

Vs,Ω(Ω) ≥
∫ 1

0

P (Ωt)
ts

dt ≥ P (Ω)
∫ 1

0
t−s (1 − t)N−1 dt = P (Ω) B(N, 1 − s).

By Theorem 1.4 and (2.3), we can thus estimate

hs,1(Ω) ≤ Ps(Ω)
Vs,Ω(Ω) ≤ (1 − s)Ps(Ω)

P (Ω)
Γ(N + 1 − s)
Γ(N) Γ(2 − s) (2.38)

and so, thanks to (1.13) and (2.12), we get that

hs,1(Ω)
hs,1(HN

+ ) ≤ (1 − s)Ps(Ω)
P (Ω)

Γ(N + 1 − s)
Γ(N) Γ(2 − s)

sΓ
(

N+s
2

)
4πN−1

2 Γ
(

s+1
2

)
for all s ∈ (0, 1). Hence, by (1.20) and (2.1), we infer that

lim sup
s→1−

hs,1(Ω)
hs,1(HN

+ ) ≤ lim
s→1−

(1 − s)Ps(Ω)
P (Ω)

Γ(N + 1 − s)
Γ(N) Γ(2 − s)

sΓ
(

N+s
2

)
4 πN−1

2 Γ
(

s+1
2

)
= 2ωN−1

Γ(N)
Γ(N) Γ(1)

Γ
(

N+1
2

)
4 πN−1

2 Γ (1)
= 1

2

and the conclusion immediately follows by the first inequality in (1.14). □

Remark 2.14. Given N ≥ 2 and a (non-empty) bounded convex open set Ω ⊊ RN ,
from (2.38) and (1.20) we get that

lim sup
s→1−

hs,1(Ω) ≤ lim
s→1−

(1 − s)Ps(Ω)
P (Ω)

Γ(N + 1 − s)
Γ(N) Γ(2 − s) = 2ωN−1,

while, thanks to Theorem 1.1 and Lemma 2.1,

lim inf
s→1−

hs,1(Ω) ≥ 1
2 lim

s→1−
hs,1(HN

+ ) = 2CN,1 = 2ωN−1.

This implies that (1.16) can be equivalently reformulated as

lim
s→1−

hs,1(Ω) = 2ωN−1 < 4ωN−1 = lim
s→1−

hs,1(HN
+ ).

Noteworthy, thanks to [33, Th. 3] (see also [34]), the first inequality in (2.38), Lemma 2.1
and Theorem 1.1, we also have that

lim sup
s→0+

s hs,1(Ω) ≤ lim
s→0+

s Ps(Ω)
Vs,Ω(Ω) = 2N ωN |Ω|

|Ω|
= 2N ωN = 4CN,0 = lim

s→0+
s hs,1(HN

+ ).
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Due to (1.15), in the case N = 1, the above improves to
lim

s→0+
s hs,1(Ω) = lim

s→0+
s hs,1(H1

+),

but we do not know if this is also the case for N ≥ 2.

As already mentioned in the introduction, the limit in (1.16) can be slightly improved if
Ω is an open ball by exploiting the main result of [20], as follows.

Proposition 2.15. If N ≥ 2, then

hs,1(BN) ≤ π
1
2

Γ
(
1 − s

2

)
Γ
(

1
2 + s

2

) Γ
(

N+s
2

)
Γ
(

N−s
2

) Γ(N − s)
Γ(N) hs,1(HN

+ ) for all s ∈ (0, 1). (2.39)

Proof of Proposition 2.15. Since dBN (x) = 1 − |x| for all x ∈ BN , we can compute

Vs,BN (BN) =
∫
BN

(1 − |x|)−s dx = NωN B(N, 1 − s) = NωN
Γ(N) Γ(1 − s)
Γ(N + 1 − s)

for all s ∈ (0, 1). On the other hand, thanks to [20, Prop. 1.1], we can write

Ps(BN) = ω
1− s

N
N

N π
N+s

2 Γ(1 − s)
s
2 Γ

(
N
2 + 1

) s
N Γ

(
1 − s

2

)
Γ
(

N−s
2 + 1

) (2.40)

for all s ∈ (0, 1). Therefore, recalling (2.1), we get that

hs,1(BN) ≤ Ps(BN)
Vs,BN (BN) = ω

1− s
N

N

N π
N+s

2 Γ(1 − s)
s
2 Γ

(
N
2 + 1

) s
N Γ

(
1 − s

2

)
Γ
(

N−s
2 + 1

) Γ(N + 1 − s)
NωN Γ(N) Γ(1 − s)

= ω
− s

N
N

π
N+s

2

s
2 Γ

(
N
2 + 1

) s
N Γ

(
1 − s

2

)
Γ
(

N−s
2 + 1

) Γ(N + 1 − s)
Γ(N)

= 2 πN
2 Γ(N + 1 − s)

sΓ(N) Γ
(
1 − s

2

)
Γ
(

N−s
2 + 1

)
for all s ∈ (0, 1). We can thus estimate

hs,1(BN)
hs,1(HN

+ ) ≤ 2πN
2 Γ(N + 1 − s)

sΓ(N) Γ
(
1 − s

2

)
Γ
(

N−s
2 + 1

) sΓ
(

N+s
2

)
4πN−1

2 Γ
(

s+1
2

)
= π

1
2

Γ
(
1 − s

2

)
Γ
(

1
2 + s

2

) Γ
(

N+s
2

)
Γ
(

N−s
2

) Γ(N − s)
Γ(N)

for all s ∈ (0, 1), proving (2.39) and concluding the proof. □

2.6. Proof of Corollary 1.3. We can now study the sharp constant in (1.7) for s ∈ (0, 1)
and p ∈ (1,∞) such that sp < 1.
Proof of Corollary 1.3. By (1.12), Theorem 1.1, (2.22) and Corollary 2.8, we get that

1
2 ≤ lim sup

p→1+

hs,p(Ω)
hs,p(HN

+ ) ≤ hs,1(Ω)
hs,1(HN

+ )
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for all s ∈ (0, 1). The conclusion hence plainly follows from Theorem 1.2. □

2.7. Proof of Corollary 1.5. We now pass to the study of the non-convex case Ω =
RN \ {0}, (re)proving [19, Th. 1.1] in the case p = 1.

Proof of Corollary 1.5. Let us set UN = RN \ {0} for brevity. On the one hand, since

Vs,UN (BN) =
∫
BN

dx
|x|s

= N ωN

∫ 1

0
rN−1−s dr = N ωN

N − s
,

we can estimate
gs(UN) ≤ Ps(BN)

Vs,UN (BN) = Ps(BN) N − s

N ωN

(2.41)

for all s ∈ (0, 1). On the other hand, given a measurable set E ⊆ RN such that |E| ∈ (0,∞),
for all s ∈ (0, 1), by (2.6), we can estimate

Ps(E) ≥ Ps(BN)
|BN |1− s

N
|E|1− s

N = Ps(BN)
ω

1− s
N

N

|E|1− s
N ,

while, by (2.10) and owing to the fact that x 7→ |x|−s is radially symmetric decreasing,

Vs,UN (E) =
∫

E

1
|x|s

dx ≤
∫

E⋆

1
|x|s

dx = N ωN

N − s

(
|E|
ωN

)1− s
N

where E∗ is as in (2.7). Thus, we get that

Ps(E)
Vs,UN (E) ≥ Ps(BN)

ω
1− s

N
N

|E|1− s
N
N − s

N ωN

(
ωN

|E|

)1− s
N

= Ps(BN) N − s

N ωN

(2.42)

for all s ∈ (0, 1), whenever E ⊆ RN is such that |E| ∈ (0,∞). By combining (2.41)
and (2.42), by [20, Prop. 1.1], that is, by (2.40), and recalling (2.1), we conclude that

gs(UN) = Ps(BN) N − s

N ωN

= 4
s

π
N
2 Γ(1 − s)

Γ
(

N−s
2

)
Γ
(
1 − s

2

)
for all s ∈ (0, 1), which yields (1.22) in virtue of Theorem 1.4. The characterization of the
equality cases in (1.21) follows as in [19], so we omit the details. □

2.8. Proofs of Theorems 1.6 and 1.7. We now conclude our note with the study of
the non-convex case in dimension N = 1, starting with the proof of Theorem 1.6.

Proof of Theorem 1.6. Before dealing with (1.24), we need some preliminary work, gener-
alizing the rearrangement result achieved in Lemma 2.9 to the present situation.

Let Ω = ⋃n
i=1 Ii, with Ii = (ci −r, ci +r) with r ∈ (0,∞) and ci ∈ R for each i = 1, . . . , n.

In particular, note that it may happen that ci + r = cj − r for some i ̸= j, as we are
not assuming that the distance between any two Ii’s is strictly positive. Due to the scale
invariance of (1.7), we can assume r = 1 without loss of generality.

Adopting the same notation of Lemma 2.9, we define δs,Ω : R → [0,∞] as

δs,Ω(x) = 1Ω(x)
dΩ(x)s

for all x ∈ R.
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As the Ii’s are disjoint, we can write

δs,Ω(x) =
n∑

i=1
δs,Ii

(x), for all x ∈ R, (2.43)

where δs,Ii
: R → [0,∞], i = 1, . . . , n, is defined as

δs,Ii
(x) = 1Ii

(x)
dIi

(x)s
, for all x ∈ R,

exactly with the same notation of Lemma 2.9. The decomposition in (2.43) implies that

{δs,Ω > t} =
n⋃

i=1
{δs,Ii

> t} for all t > 0,

with disjoint union. By Lemma 2.9 and since |Ii| = 2 for all i = 1, . . . , n, we hence get

|{δs,Ω > t}| =
n∑

i=1
|{δs,Ii

> t}|

=
n∑

i=1
|Ii| 1(0,2s|Ii|−s](t) + 2 t− 1

s 1(2s|Ii|−s,∞)(t)

=
n∑

i=1
2 1(0,1](t) + 2 t− 1

s 1(1,∞)(t)

= 2n1(0,1](t) + 2n t− 1
s 1(1,∞)(t)

for all t > 0. We thus obtain that

{δs,Ω > t}⋆ =


(−n, n) 0 < t ≤ 1,(
−n t− 1

s , n t−
1
s

)
t > 1,

and thus

δ⋆
s,Ω(x) =

∫ ∞

0
1{δs,Ω>t}⋆(x) dt =

∫ 1

0
1(−n,n)(x) dt+

∫ ∞

1
1(−n t−1/s,n t−1/s)(x) dt

= 1(−n,n)(x) + 1(−n,n)(x)
∫ ∞

1
1(0,ns|x|−s)(t) dt = ns 1(−n,n)(x) |x|−s

for all x ∈ R, which, observing that Ω⋆ = (−n, n), can be equivalently reformulated as

δ⋆
s,Ω(x) = ns 1Ω⋆(x)

|x|s
for all x ∈ R. (2.44)

We can now deal with (1.24) by distinguishing the cases p = 1 and p ∈
(
1, 1

s

)
.

Case p = 1. Let E ⊆ Ω be a measurable set with |E| > 0. On the one hand, setting
E⋆ =

(
− |E|

2 ,
|E|
2

)
, by (2.6), we have that

Ps(E) ≥ Ps(E⋆) = Ps((0, 1)) |E|1−s = 4
s (1 − s) |E|1−s (2.45)

for all s ∈ (0, 1). On the other hand, by (2.10), we get that

Vs,Ω(E) =
∫
R

1E(x) δs,Ω(x) dx ≤
∫
R

1E⋆(x) δ⋆
s,Ω(x) dx
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and thus, by (2.44) and since E⋆ ⊆ Ω⋆ = (−n, n), we can estimate

Vs,Ω(E) ≤
∫ |E|

2

− |E|
2

ns

|x|s
dx = ns 2 |E|1−s

21−s (1 − s) = 2s ns |E|1−s

(1 − s) (2.46)

for all s ∈ (0, 1). Therefore, by combining (2.45) and (2.46), we get that
Ps(E)
Vs,Ω(E) ≥ 4

s (1 − s) |E|1−s 2−s n−s (1 − s)
|E|1−s

= 22−s

s ns

for all s ∈ (0, 1), whenever E ⊆ Ω is such that |E| > 0, so that, by Theorem 1.4,

hs,1(Ω) = gs(Ω) ≥ 22−s

s ns

for all s ∈ (0, 1), proving (1.24) in the case p = 1 thanks to (1.23). Moreover, if Ω is
equivalent to an interval, then we may assume that Ω = Ω⋆ = (−n, n), so that

hs,1(Ω) = gs(Ω) ≤ Ps(Ω⋆)
Vs,Ω⋆(Ω⋆) = 22−s

s ns

by the very same computations performed above.
Case p ∈

(
1, 1

s

)
. Let u ∈ C∞

0 (Ω). By (2.10) and (2.9), we can estimate∫
Ω

|u|p

dsp
Ω

dx =
∫
R

|u|p δsp,Ω dx ≤
∫
R
(|u|p)⋆ δ⋆

sp,Ω dx =
∫
R
(u⋆)p δ⋆

sp,Ω dx.

Since sp < 1, we can exploit (2.44) (with sp in place of s) to infer that∫
Ω

|u|p

dsp
Ω

dx ≤
∫
R
(u⋆)p δ⋆

sp,Ω dx = nsp
∫
R

(u⋆)p

|x|sp
dx, (2.47)

in view of the fact that suppu⋆ ⊆ Ω⋆. By combining (2.11) and (2.47), we thus get that

[u]pW s,p(R)∫
Ω

|u|p

dsp
Ω

dx
≥

[u⋆]pW s,p(R)

nsp
∫
R

(u⋆)p

|x|sp
dx

≥
hs,p

(
RN \ {0}

)
nsp

owing to Corollary 1.5. This concludes the proof of (1.24).
We now pass to the proof of (1.25). By Corollary 2.4 and Theorem 1.4, for any R ≥ 1,

we can easily estimate
hs,p((−R,R) \ Z) ≤ hsp,1((−R,R) \ Z) = gsp((−R,R) \ Z). (2.48)

Now, since |Z| = 0, we have that

Psp((−R,R) \ Z) = Psp((−R,R)) = (2R)1−sp Psp((0, 1)) = (2R)1−sp 4
sp (1 − sp) , (2.49)

thanks to (2.31) (with sp < 1 in place of s), and also
Vsp,(−R,R)\Z((−R,R) \ Z) ≥ Vsp,(−R,R)\Z((−⌊R⌋, ⌊R⌋)) = Vsp,(−⌊R⌋,⌊R⌋)\Z((−⌊R⌋, ⌊R⌋))

= 2 ⌊R⌋Vsp,(0,1)((0, 1)) = 4 ⌊R⌋
∫ 1

2

0
r−sp dr = ⌊R⌋ 21+sp

1 − sp
.

(2.50)
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Hence, by combining (2.48), (2.49) and (2.50), we infer that

hs,p((−R,R) \ Z) ≤ gsp((−R,R) \ Z) ≤ Psp((−R,R) \ Z)
Vsp,(−R,R)\Z((−R,R) \ Z) = R1−sp

⌊R⌋
41−sp

sp

proving (1.25) for any R ≥ 1. For the limit case R = ∞, we can analogously bound

hs,p(R \ Z) ≤ hsp,1(R \ Z) = gsp(R \ Z) ≤ gsp((−m,m) \ Z) ≤ 1
msp

41−sp

sp

for all m ∈ N because Vs,R\Z(E) = Vs,(−m,m)\Z(E) for any E ⊂ (−m,m)\Z, readily yielding
hs,p(R \ Z) = 0 and concluding the proof. □

Remark 2.16. Let Ω = ⋃n
i=1 Ii, with Ii = (ci − ri, ci + ri), 0 < r1 ≤ r2 ≤ · · · ≤ rn < ∞

and ci ∈ R, for each i = 1, . . . , n. By arguing as in the proof of Theorem 1.6, we get that
{δs,Ω > t}⋆ = (−r(t), r(t)) for all t > 0,

where, with a slight abuse of notation,

r(t) =
n∑

k=0
1(rs

n+1−k
,r−s

n−k](t)
(
k t−

1
s +

n−k∑
i=0

ri

)
, (2.51)

where we have set r0 = 0 and rn+1 = ∞ with the convention that 1
∞ = 0 and 1

0 = ∞.
The radius function in (2.51) can be exploited to compute the symmetric decreasing
rearrangement δ⋆

s,Ω of δs,Ω depending to the sizes of the ri’s, but the resulting formula is
not as neat as the one in (2.44) (in which the ri’s are all equal).

We now turn to the proof of Theorem 1.7—actually, of the following more precise result.
Here and below, given an non-empty set A ⊆ R and δ ∈ (0,∞), we let Aδ = {x ∈ R :
dist(x,A) < δ} be the open δ-neighborhood of A.

Theorem 2.17. Let Ω ⊊ R, n ∈ N and ℓ, δ ∈ (0,∞) be as in Theorem 1.7. For s ∈ (0, 1)
and p ∈ [1,∞) such that sp ≤ 1, it holds that

[u]pW s,p(Ωδ) ≥ 2
sp

(
1 −

(
ℓ

ℓ+ δ

)sp )∫
Ω

|u|p

dsp
Ω

dx

for all u ∈ C∞
0 (Ω).

To prove Theorem 2.17, we need the following preliminary result, that is, Theorem 2.17
in the case of a single interval.

Proposition 2.18. Let I ⊊ R be a non-empty bounded open interval with |I| = ℓ ∈ (0,∞).
For s ∈ (0, 1) and p ∈ [1,∞) such that sp ≤ 1, it holds that

[u]pW s,p(Iδ) ≥ 22−sp

sp

(
1 −

(
ℓ

ℓ+ δ

)sp )∫
I

|u|p

dsp
I

dx

for any δ ∈ (0,∞) and u ∈ C∞
0 (I).

Proof. For convenience, let a, b ∈ R, a < b, be such that I = (a, b). We let φ ∈ Lip(R) be
a Lipschitz function such that suppφ ⊂ I and φ ≥ 0. For any ε > 0, we define

△ε = {(x, y) ∈ R2 : |x− y| ≤ ε}.
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With this notation in force, we can write∫∫
(Iδ×Iδ)\△ε

Jp(1I(x) − 1I(y))
|x− y|1+sp

(φ(x) − φ(y)) dx dy

= 2
∫∫

(Iδ×Iδ)\△ε

Jp(1I(x) − 1I(y))
|x− y|1+sp

φ(x) dx dy

= 2
∫

I
φ(x)

∫
{y∈Iδ\I : |y−x|>ε}

dy
|y − x|1+sp

dx,

where we have set

Jp(t) =

|t|p−2 t for p ∈ (1,∞),

sgn(t) for p = 1,
for all t ̸= 0, and Jp(0) = 0. We now observe that

1
(x− a+ δ)sp

≤ Csp
δ

(x− a)sp
and 1

(b+ δ − x)sp
≤ Csp

δ

(b− x)sp
for all x ∈ I,

where
Cδ = b− a

b− a+ δ
∈ (0, 1).

We can hence estimate

lim
ε→0+

∫
{y∈Iδ\I:|y−x|>ε}

dy
|y − x|1+sp

= 1
sp

(
1

(x− a)sp
− 1

(x− a+ δ)sp
+ 1

(b− x)sp
− 1

(b+ δ − x)sp

)

≥ (1 − Csp
δ )

sp

(
1

(x− a)sp
+ 1

(b− x)sp

)
for all x ∈ I. Since sp ≤ 1, for each x ∈ I, we further have that

1
(x− a)sp

+ 1
(b− x)sp

= (x− a)sp + (b− x)sp

(x− a)sp (b− x)sp
≥ 21−sp (b− a)sp

(x− a)sp (b− x)sp
≥ 21−sp

dI(x)sp

and thus, by Fatou’s Lemma,∫∫
Iδ×Iδ

Jp(1I(x) − 1I(y))
|x− y|1+sp

(φ(x) − φ(y)) dx dy

= lim
ε→0+

2
∫

I
φ(x)

∫
{y∈Iδ\I : |y−x|>ε}

dy
|y − x|1+sp

dx ≥ 22−sp (1 − Csp
δ )

sp

∫
I

φ

dsp
I

dx.

We now choose the Lipschitz function

φ = |u|p

(ε+ 1I)p−1 ,

where u ∈ C∞
0 (I). Noticing that, owing to [3, Lem. 2.4], it holds that

Jp(1I(x) − 1I(y))
(

|u(x)|p
(ε+ 1I(x))p−1 − |u(y)|p

(ε+ 1I(y))p−1

)
≤ |u(x) − u(y)|p
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for all x, y ∈ Iδ and ε > 0, we get that

[u]pW s,p(Iδ) ≥ lim inf
ε→0+

∫∫
Iδ×Iδ

Jp(1I(x) − 1I(y))
|x− y|1+sp

(
|u(x)|p

(ε+ 1I(x))p−1 − |u(y)|p
(ε+ 1I(y))p−1

)
dx dy

≥ lim inf
ε→0+

22−sp (1 − Csp
δ )

sp

∫
I

|u|p

dsp
I (ε+ 1I)p−1 dx ≥ 22−sp (1 − Csp

δ )
sp

∫
I

|u|p

dsp
I

dx,

and the proof is complete. □

We can now prove Theorem 2.17, and thus Theorem 1.7, by exploiting Proposition 2.18.

Proof of Theorem 2.17. Let Ii, i = 1, . . . , n, be the n intervals composing Ω, that is,
Ω = ⋃n

i=1 Ii with disjoint union. By assumption, the δ-enlarged intervals Iδ
i , i = 1, . . . , n,

are pairwise disjoint. Thus, thanks to Proposition 2.18, we can estimate

[u]pW s,p(Ωδ) ≥
n∑

i=1
[u]p

W s,p(Iδ
i ) ≥

n∑
i=1

22−sp

sp

(
1 −

(
|Ii|

|Ii| + δ

)sp )∫
Ii

|u|p

dsp
Ii

dx

≥ 22−sp

sp

(
1 −

(
ℓ

ℓ+ δ

)sp ) n∑
i=1

∫
Ii

|u|p

dsp
Ii

dx = 22−sp

sp

(
1 −

(
ℓ

ℓ+ δ

)sp )∫
Ω

|u|p

dsp
Ω

dx

whenever u ∈ C∞
0 (Ω) and the proof is complete. □

Remark 2.19. Concerning the constant appearing in Theorem 2.17 and Proposition 2.18,
we observe that

lim
δ→0+

22−sp

sp

(
1 −

(
ℓ

ℓ+ δ

)sp )
= 0,

in accordance with the fact that the regional fractional Hardy inequality (1.26) cannot
hold for sp ≤ 1 on bounded intervals, recall Remark 1.8.
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