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Abstract. We study the effective behavior of random, heterogeneous, anisotropic, second order phase

transitions energies that arise in the study of pattern formations in physical-chemical systems. Specif-
ically, we study the asymptotic behavior, as ε goes to zero, of random heterogeneous anisotropic

functionals in which the second order perturbation competes not only with a double well potential but

also with a possibly negative contribution given by the first order term. We prove that, under suitable
growth conditions and under a stationarity assumption, the functionals Γ-converge almost surely to

a surface energy whose density is independent of the space variable. Furthermore, we show that the

limit surface density can be described via a suitable cell formula and is deterministic when ergodicity
is assumed.

1. Introduction

Since the pioneering work ofModica and Mortola [28] (see also [27]) the mathematical community
has been interested in deriving sharp interface limits of diffuse interfaces in which the thickness of the
transition layer is sent to zero. The prototypical physical system inspiring such kind of problems is
the one formed by two immiscible fluids (oil and water for example) occupying a fixed container and
behaving in such a way to minimize the surface area separating them. Mathematically such a system is
described by modeling the container with an open bounded Lipschitz subset of R3, and by setting the
configuration function u to be equal to 1 in the points where the first fluid is present and −1 otherwise.
Then, the equilibrium configurations are the ones minimizing a surface functional of the form

F(u) = σH2(Ju) for u ∈ BV (A; {−1, 1}), (1.1)

where A is the container, σ is a positive parameter called surface tension, BV (A; {−1, 1}) is the space
formed by the functions of bounded variation defined on A and taking values in {−1, 1}, Ju is the set of
the discontinuity points of u, and H2(Ju) is its 2-dimensional Hausdorff measure. In [27] it was shown
that, given a continuous double well potential W with zeros exactly in −1 and 1, the functionals

Fε(u) =

ˆ
A

W (u)

ε
+ ε|∇u|2 dx for u ∈ W 1,2(A) (1.2)

Γ-converge [16], with respect to the strong L1(A) topology, to an energy of the form (1.1) with the
surface tension σ related to the potential by the following formula:

σ = 2

ˆ 1

−1

√
W (u) du.

One other important application of phase transition models is the study of pattern formations in physical
and chemical systems, like the one occurring in biomembranes and oxygen vacancies in superconductors
[25, Chapter XIII], [31]. For example, one can suppose to have a monolayer A, at contact with water,
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formed by polar molecules having hydrophilic heads (water-attracting) and hydrophobic tails (water-
repelling). It has been observed that the molecules arrange themselves in microdomains having different
composition and local curvature. One of the first models linking the composition with the curvature
of the biomembrane was derived by Andelman and Seul in [4]: specifically, they derived a Modica-
Mortola-type free energy, involving the second gradient of the phase variable, whose minimizers describe
the equilibrium configurations of the bending biomembrane (see [4, (1) and (4)]). Thus, motivated by
the applications mentioned above, in the last decades the work of Modica and Mortola has been extended
in the mathematics literature in order to take into account more complex phenomena. For instance,
there are models in which the gradient term is replaced or added to higher order terms (see [7, 11, 12,
20, 21, 22]) and models for heterogeneous, anisotropic and random media (see [5, 14, 15, 26, 29]).
In this paper, we aim at combining some of the previously mentioned works by studying the macroscopic
limit of second order phase transitions functionals for heterogeneous, anisotropic, random materials.
More precisely, in the first part, we focus on the asymptotic behavior, as ε goes to zero, of a collection
of functionals of the form

Eε(u) =
1

ε

ˆ
A

fε(x, u, ε∇u, ε2∇2u) dx for u ∈ W 2,2(A), (1.3)

for a suitable class of integrand functions (fε)ε. We show that for such class of functionals the Γ-limit
exists, up to extracting a subsequence, and that it is finite only on functions of bounded variation taking
values in {−1, 1}. In addition, such Γ-limit, denoted with E0, is a surface integral supported on the
discontinuity points of the admissible configurations i.e.,

E0(u) =
ˆ
Ju∩A

f0(x, u
+, u−, νu) dHn−1(x) for u ∈ BV (A; {−1, 1}),

where u+ and u− denote the traces on both sides of Ju and the density f0 can be derived from a suitable
cell formula involving the initial energies.
In the second part, we focus on random functionals of the form

Eε[ω](u) =
1

ε

ˆ
A

f
(
ω,

x

ε
, u, ε∇u, ε2∇2u

)
dx for u ∈ W 2,2(A), (1.4)

where ω is a random outcome of the sample space Ω modeling the random environment of the problem.
Such functionals are obtained formally from the one in (1.3) by setting fε(x, ·, ·, ·) = f(xε , ·, ·, ·) and allow-
ing dependence on the random outcome ω. The energies (1.4) can be interpreted as the heterogeneous,
anisotropic and stochastic version of the functionals introduced by Chermisi, Dal Maso, Fonseca
and Leoni [11] and Fonseca and Mantegazza [21], or as the extension of Marziani ’s energies in
[26] when also a second gradient perturbation is involved. Indeed, the prototypical functionals Eε[ω] are
of the formˆ
A

a
(
ω,

x

ε
, u, ε∇u, ε2∇2u

)W (u)

ε
+ b

(
ω,

x

ε
, u, ε∇u, ε2∇2u

)
ε
∣∣∇u

∣∣2+ c
(
ω,

x

ε
, u, ε∇u, ε2∇2u

)
ε3
∣∣∇2u

∣∣2 dx,
(1.5)

with a, b, c ∈ L∞(Ω× Rn × R× Rn × Rn×n) such that a(ω, x, u, ξ, ζ) ≥ a0, b(ω, x, ξ, ζ) ∈ [−q,+∞) for
some q > 0 small enough, and c(ω, x, u, ξ, ζ) ≥ c0, for every ω ∈ Ω, x ∈ Rn, u ∈ R, ξ ∈ Rn, ζ ∈ Rn×n,
and for some a0, c0 > 0. Notice that the energy introduced in [11] is a special case of (1.5) for a = c = 1
and b = ±q.
From a physical perspective, u is a phase variable that takes values close to 1 in the region where the
concentration of the first phase is higher and close to −1 in the region where the concentration of the
second phase is predominant. In the case of biomembranes (see for example [4]), the coefficient b is
related to the monolayer’s stiffness and c is a function depending on the surface tension and the bending
modulus of the membrane in each point. The fact that a, b and c are not just parameters, but functions
of ω and x, models the presence of random heterogeneous impurities on the biomembrane. Instead, the
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coefficients dependence on the gradient and the second gradient takes into account possible anisotropies
and dependence of the physical parameters on the local curvature. We point out that the gradient
perturbation term can contribute negatively to the total energy. Indeed, curvature instabilities and the
creation of domain pattern in the biomembrane are expected when b < 0 (see [4],[25]). Finally, we point
out that considering a double well potential W with zeros in −1 and 1, and thus scalar valued functions,
is only for simplicity of notation. As a matter of fact all arguments in the paper can be repeated also
when the zeros of the potential consist in two vectors u1 and u2 in Rm, and when scalar valued functions
are replaced with functions valued in Rm, for some m ∈ N.
We now explain more in details the structure of the paper, the results and the main ideas used in the
proofs. The proof’s strategy is similar to the one in [26] and it is based on the localization method of
Γ-convergence [16]. Specifically, Γ-convergence is not obtained by proving the Γ− lim inf inequality and
Γ−lim sup inequality explicitly, but by showing that the family of energies is compact with respect to the
notion of Γ-convergence, and that the extracted Γ-converging subsequence can be chosen independently
of the integration domain A. Then, we show that the Γ-limits can be represented in an integral form.
This is the content of the first part. The main difficulties, in applying the localization method to our
setting, are related to the fact that the energies densities are not necessarily non-negative and thus they
do not define increasing set functions like in [9], [16, Chapters 14-16], or [26]. As a consequence, the
proof of the fundamental estimate in Proposition 4.2 and the compactness and integral representation
Theorem 3.4 (which are the analogues of [26, Proposition 4.1] and [26, Theorem 4.2] respectively) become
non standard. In order to overcome this problem, the key ingredient we use is [11, Theorem 1.2] which
states roughly the following: for every open bounded set A with C1 boundary, there exists a sufficiently
small ε such that Eε is positive for all configurations. In particular, the strategy is to select each time
a sufficiently small ε such that the energy is positive on the sets difference. In this way, we are able to
prove a fundamental estimate, but only for a particular class of C1 sets and for ε smaller than some
parameter depending on the sets triple. Nevertheless, this is sufficient for all results in this paper. For
these reasons, consistently with [11, Theorem 1.3], our Γ-convergence results hold for C1 subsets and
not for Lipschitz subsets like in the original work of Modica and Mortola.
In the second part, we move to a random environment and prove that, if the energies are of the form
(1.4) and satisfy a stationarity assumption, then all Γ-converging subsequences, almost surely, have
limit functionals with the same density i.e. they converge to the same energy. In particular, under
an additional assumption made only for the purpose of simplifying the notation (see Remark 3.5), the
functionals (1.4) homogenize in the sense that they Γ-convergence to a functional of the form

Ehom[ω](u) =
ˆ
Ju∩A

fhom(ω, νu) dHn−1(x) for u ∈ BV (A; {−1, 1}), (1.6)

with respect to the strong L2(A) topology. We show also that the homogenized density fhom can be
computed through a cell formula. More precisely, we prove that

fhom(ω, ν) = lim
r→∞

1

rn−1
inf
u

ˆ
Qν

r (0)

f(ω, x, u,∇u,∇2u) dx, (1.7)

where the infimum is taken on all W 2,2 functions defined on the oriented cube Qν
r (0) and attaining,

as boundary datum, a suitable regularization of a piecewise constant function related to the normal
vector ν. We point out that fhom is independent of x as a consequence of the stationarity assumption
on f . Furthermore, if f is also ergodic, we show that actually fhom does not depend on ω i.e., the
limit functional is deterministic. The proof strategy relies mostly on well-known techniques in the field
of homogenization, except for taking into account two observations. The first one is that the notion
of subadditive process, typically used in the variational approach to stochastic homogenization (see for
example [26, (7.5)]), is defined for positive energies evaluated at the scale ε = 1, while our energies
are in principle not bounded from below by zero. The key ingredient used to adapt the standard
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subadditive process to our setting is [11, Proposition 3.9], which guarantees the positivity of the energies
on sufficiently large rectangles. The second observation is that, due to the fact that the cell formula 1.7
is formulated on cubes and thus on sets which are not C1, we need to adapt the previously mentioned
Γ-convergence result to cubic domains. For this purpose, we use the fact that sets with C1 boundaries
are dense, in the sense of Definition 4.3, and that the energies of the sets difference of two cubes can be
controlled with their surface uniformly in ε. We also remark that, in contrast to [26], we also examine
the case in which the random density is stationary with respect to a continuous group.
We mention that models involving two different scale parameters δ and ε have been studied in the
context of first order perturbation models and deterministic homogenization [5, 13, 14, 15] where one
considers functionals of the type

Eδ,ε(u) =
1

ε

ˆ
A

f
(x
δ
, u, ε∇u

)
dx,

and the corresponding regimes ε ≫ δ and δ ≫ ε. The generalization to stochastic environments and
second order models is still missing and it is beyond the scope of this work.
The paper, counting also this introduction, is divided in six sections. In Section 2 we expose the
basic notation. In Section 3 we present the main notions and main results of this work which can be
categorized in two parts: first a deterministic part in which we show compactness with respect to the
notion of Γ-convergence and integral representation of the Γ-limit. Then, a stochastic part in which we
state that there exists an event of probability 1 such that all subsequences converge to the same Γ-limit.
The main results will be proved in Sections 4 and 5. Finally, in Appendix A we collect some auxiliary
results used in Sections 4, 5.

2. Notation

We introduce basic notation. Let n ∈ N. Given x ∈ Rn we denote by |x| its Euclidean norm. For
every x, y ∈ Rn, x · y denotes the standard inner product on Rn between x and y. For A,B ⊂ Rn and
λ ∈ R, we define

A+B := {z ∈ Rn : z = x+ y, x ∈ A and y ∈ B}
and

λA := {z ∈ Rn : z = λx, x ∈ A}.
By A\B we denote the difference between the two sets A and B. With A△B we denote their symmetric
difference. We write A ⊂⊂ B if A ⊂ B, where A is the closure of A. By Sn−1 = {x ∈ Rn : |x| = 1} we
denote the unit sphere in Rn. Then, we define its subsets

Ŝn−1
± := {x ∈ Sn−1 : ± xi(x) > 0},

where i(x) is the largest index in {1, ..., n} such that xi(x) ̸= 0. Notice that Sn−1 = Ŝn−1
− ∪ Ŝn−1

+ .
Given x ∈ Rn and ρ > 0 we indicate with Qρ(x) the open cube, with center in x and side length ρ,
oriented according to the canonical orthonormal basis {e1, ..., en}, that is

Qρ(x) :=
{
y ∈ Rn : max

i=1,...,n
|yi − xi| <

ρ

2

}
.

If x = 0 and ρ = 1 we will write Q instead of Q1(0). For ν ∈ Sn−1 we fix an orthogonal matrix Rν such
that Rν(en) = ν and satisfying the following properties:

• the restrictions of the function ν 7→ Rν to the sets Ŝn−1
± are continuous,

• R−νQ = RνQ for every ν ∈ Sn−1 and for every cube Q with center in zero,
• Rν ∈ O(n) ∩Qn×n for every ν ∈ Sn−1 ∩Qn.
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An example of such a map ν 7→ Rν satisfying these assumptions is provided in [9, Example A.1 and
Remark A.2]. For every ν ∈ Sn−1∩Qn we denote with Mν the smallest integer, larger than 2, such that
MνRν belongs to Zn×n.
Then, we denote by Qν

ρ(x) the n dimensional open cube, with center in x and side length ρ, oriented
according to the orthonormal basis {Rν(e1), ..., ν}, that is

Qν
ρ(x) = RνQρ(0) + x. (2.1)

Similarly, with Q′
ρ we indicate the (n − 1)-dimensional open cube, with center in 0 and side length ρ.

In this case, we will omit the subscript ρ if ρ = 1. For every x ∈ Rn and ν ∈ Sn−1 we indicate with Πν
x

the hyperplane passing through x and orthogonal to ν, i.e.,

Πν
x := {y ∈ Rn : (y − x) · ν = 0}.

If x = 0 we will just write Πν instead of Πν
0 . We proceed with further notation for sets and measures:

(a) By A we denote the family of all open, bounded subsets of Rn, and by A1 the family of all open,
bounded subsets of Rn with C1 boundary.

(b) By Lk and Hk we indicate, respectively, the k-dimensional Lebesgue and Hausdorff measure.
(c) Given a topological space X, we indicate with B(X) its Borel σ-algebra. We denote with Bn

the Borel σ-algebra of Rn and with B(Sn−1) the Borel σ-algebra of Sn−1.
(d) Given n measurable spaces (X1,Σ1), ..., (Xn,Σn), we denote with Σ1 ⊗ ... ⊗ Σn the product

σ-algebra on X1 × ...×Xn.

We denote with BV (A; {−1, 1}) the set of all the functions u ∈ L1(A) having bounded variation and
such that u(x) ∈ {−1, 1} for Ln-a.e x ∈ A. For every u ∈ BV (A; {−1, 1}), we indicate by Ju the set of
its approximate jump points, see [3] for the definition.

3. Setting of the problem and main results

In this section we introduce the setting and we present the main results.

3.1. Setting in deterministic environments and preliminary results. Let W : R → [0,∞) be a
double well potential such that

(W1) W is continuous,
(W2) W−1(0) = {−1, 1},
(W3) W (s) ≥ (|s| − 1)2 for every s ∈ R,
(W4) There exists a c0 ≥ 1 such that W (s) ≤ c0W (t) + c0 for every t ∈ R and every s ∈ R with

|s| ≤ |t|.
One example for W satisfying (W1)–(W4) is W (s) = (s2 − 1)2. We point out that conditions (W3) and
(W4) are additional technical assumptions needed for Theorem 3.4 below, see also the Γ-convergence
result [11, Theorem 1.3].
We recall here a direct consequence of [11, Proposition 3.9] and [11, Theorem 1.2] and adapt them
according to our notation.

Theorem 3.1. Assume that W satisfies (W1)–(W3) and let R be an open rectangle having all sides of at

least length 1. Then, there exists a constant q∗ > 0, independent of R, such that for every −∞ < q < q∗

n

and for every u ∈ W 2,2(R) it holds
ˆ
R

W (u)− q|∇u|2 + |∇2u|2 dx ≥ 0.
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Theorem 3.2. Let A ∈ A1 and assume that W satisfies (W1)–(W3). Then there exists a constant

q∗ > 0, independent of A, such that for every −∞ < q < q∗

n there exists ε0 = ε0(A, q) such that

qε2
ˆ
A

|∇u|2 dx ≤
ˆ
A

W (u) dx+ ε4
ˆ
A

|∇2u|2 dx

for every ε ∈ (0, ε0) and u ∈ W 2,2(A).

Let q∗ such that Theorem 3.1 and Theorem 3.2 hold. Let 0 < q < q∗

n . Let 0 < c1 ≤ c2 and
F = F(W, c1, c2, q) be the family of functions f : Rn × R × Rn × Rn×n → R satisfying the following
hypotheses:

(f1) (measurability) f is Borel measurable on Rn × R× Rn × Rn×n,
(f2) (lower bound) for every x ∈ Rn, u ∈ R, ξ ∈ Rn, and ζ ∈ Rn×n it holds

c1(W (u)− q|ξ|2 + |ζ|2) ≤ f(x, u, ξ, ζ),

(f3) (upper bound) for every x ∈ Rn, u ∈ R, ξ ∈ Rn, and ζ ∈ Rn×n it holds

f(x, u, ξ, ζ) ≤ c2(W (u) + q|ξ|2 + |ζ|2).

Consider a collection of functions (fε)ε>0 in F and the corresponding functionals Eε : L2
loc(Rn)×A → R

defined as

Eε(u,A) =

{
1
ε

´
A
fε(x, u, ε∇u, ε2∇2u) dx if u|A ∈ W 2,2(A)

+∞ otherwise.
(3.1)

Given ε > 0, let us denote by M±
ε : L2

loc(Rn) × A → R two functionals of the type introduced in [11],
namely M±

ε are defined as

M±
ε (u,A) =

{´
A

W (u)
ε ± qε|∇u|2 + ε3|∇2u|2dx if u|A ∈ W 2,2(A)

+∞ otherwise.
(3.2)

In [11, Theorem 1.3] it has been proved that, for every A ∈ A1, the functionals M±
ε (·, A) Γ-converge,

with respect to the strong L2(A) topology, to the surface functional

M±
0 (u,A) =

{
σ±Hn−1(Ju ∩A) if u|A ∈ BV (A; {−1, 1})
+∞ otherwise,

(3.3)

where σ± is the surface tension defined in [11, (1.4)] (mN in the authors’ notation) i.e.,

σ± := inf
{
M±

ε (u,Q1(0)) : ε ∈ (0, 1], u ∈ D
}
, (3.4)

with

D :=
{
u ∈ W 2,2

loc (R
n), u = 1 near x · en =

1

2
, u = −1 near x · en = −1

2
,

u(x+ ei) = u(x) for all x ∈ Rn, i = 1, ..., n− 1
}
.

Here with “u = 1 near x · en = 1
2” and “u = −1 near x · en = − 1

2” we mean that there exists a

neighborhood N+ of {x ∈ Q1(0) : x · en = 1
2} and a neighborhood N− of {x ∈ Q1(0) : x · en = − 1

2}
such that u(x) = 1 for every x ∈ N+ and u(x) = −1 for every x ∈ N−. In general, given a set U , with
“u = ũ near U” we will always intend that there exists a neighborhood N of U such that u = ũ on N .
We point out that the infimum problem (3.4) is taken also over 0 < ε ≤ 1 and not only over a space of
functions. Notice that by virtue of (f2)–(f3) it holds

c1M−
ε (u,A) ≤ Eε(u,A) ≤ c2M+

ε (u,A). (3.5)
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Thus it is natural to expect that M−
ε and M+

ε play a role in the analysis of the asymptotic behavior of
Eε. If ε = 1, we will write E instead of E1 and M± instead of M±

1 . Let η ∈ C2(R) be such that η(t) = 1

if t > 1
2 and η(t) = −1 if t < − 1

2 . For every y ∈ Rn we define uν
x,ε(y) := η

(
(y−x)·ν

ε

)
. We point out,

for arguments that will be used in the following, that uν
x,ε is constant along all directions orthogonal to

ν. To simplify the notation, if ε = 1 we write uν
x instead of uν

x,1. For every x ∈ Rn and ν ∈ Sn−1, we
consider the oriented piecewise constant function uν

x : Rn → {−1, 1} defined as

uν
x(y) =

{
1 if (y − x) · ν ≥ 0

−1 if (y − x) · ν < 0.
(3.6)

Notice that the function uν
x,ε can be seen as regularizations of the jump function uν

x. We highlight to
the reader that, frequently in the literature, the notation for uν

x and uν
x are inverted. The choice of

switching these two notations is motivated by the fact that we use the regularizations of (3.6) more
frequently than the function itself.
Given A ∈ A and ũ ∈ W 2,2(A), we define

S(ũ, A) := {u ∈ W 2,2(A) : u = ũ near ∂A}.
Furthermore, for every ε > 0, A ∈ A, and ũ ∈ W 2,2(A) we define the infimum problem

mEε
(ũ, A) := inf{Eε(u,A) : u ∈ S(ũ, A)}, (3.7)

and the following two densities:

f ′(x, ν) := lim sup
ρ→0

lim inf
ε→0

mEε(u
ν
x,ε, Q

ν
ρ(x))

ρn−1
(3.8)

and

f ′′(x, ν) := lim sup
ρ→0

lim sup
ε→0

mEε
(uν

x,ε, Q
ν
ρ(x))

ρn−1
. (3.9)

Now, we proceed by reviewing the results in [11] and highlighting the properties needed for the next
sections. Let A ∈ A be such that A = A′ × I, with A′ ⊂ Rn−1 open and bounded, and I be an open
bounded interval. Let Rν ∈ O(n) as in Section 2 and let Aν = RνA. Let M±

ε be as in (3.2). By
applying Fubini’s theorem and a change of variable we get

M±
ε (u

ν
x,ε, Aν) ≤

ˆ
A′

ˆ
I/ε

W (η(t))+q|η(t)′|2+ |η′′(t)|2 dtdx′ ≤
ˆ
A′

ˆ
R
W (η(t))+q|η(t)′|2+ |η′′(t)|2 dtdx′

(3.10)
Notice that, by virtue of (W2), the inner integral on the right hand-side of the last equation is finite.
Hence, by setting

Cη :=

ˆ
R
W (η(t)) + q|η(t)′|2 + |η′′(t)|2 dt < ∞ (3.11)

we get
M±

ε (u
ν
x,ε, Aν) ≤ CηLn−1(A′). (3.12)

For every ν ∈ Sn−1 consider the orthonormal basis e′1, ..., ν, where e
′
i := Rνei for every i ∈ {1, ..., n−1}.

For every x ∈ Rn and ρ > ε > 0 consider the infimum problem

m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)) := inf

{
M±

ε (u,Q
ν
ρ(x)) : u ∈ D(uν

x,ε, Q
ν
ρ(x))

}
, (3.13)

where

D(uν
x,ε, Q

ν
ρ(x)) :=

{
u ∈ W 2,2

loc (R
n), u = uν

x,ε near (y − x) · ν =
ρ

2
and near (y − x) · ν = −ρ

2
,

u(x+ ρe′i) = u(x) for all x ∈ Rn, i = 1, ..., n− 1
}
.
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We point out that D(uν
0,ε, Q

ν
1(0)) = D if ν = en and ε < 1. In the next Remark we state that (3.4) can

be viewed also as limit of the infimum problems defined in (3.13).

Remark 3.3. Let σ+ and σ− be the infima defined in (3.4) respectively for M+
ε and M−

ε . Then for
every x ∈ Rn, ν ∈ Sn−1, and ρ > 0 it holds

lim
ε→0

m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)) = σ±ρn−1. (3.14)

The proof is based on the idea that uν
x,ε coincides with uν

x in a neighborhood of {y ∈ Qν
ρ(x) : (y − x) · ν =

±ρ
2} if ε < ρ. In particular, with [11, Remark 4.3], in (3.4) one can replace Q1(0) with general cubes

of side length equal to 1. Then, with a change of variable one can show that, for every ε < ρ, all
uε ∈ D(uν

x,ε, Q
ν
ρ(x)), up to a rescaling by ρ, are admissible for the infimum problem (3.4) on rotated

cubes and that they satisfy

σ±ρn−1 ≤ M±
ε (uε, Q

ν
ρ(x)),

and thus

σ±ρn−1 ≤ lim inf
ε→0

m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)).

In order to obtain the other desired inequality, i.e.,

lim sup
ε→0

m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)) ≤ σ±ρn−1,

the strategy is to apply [11, Proof of Theorem 1.3, Substep 2A] getting in this way a recovery sequence
(uε)ε for uν

x on Qν
ρ(x) such that, for every ε small enough, uε is admissible for the infimum problem

(3.13).

3.2. Compactness and integral representation. In this subsection, we give our main result on the
compactness (with respect to Γ-convergence) for functionals of type (3.1) and the integral representation
of their limit. Subsequently we also state the main properties of the limit densities: in particular, they
coincide with f ′ and f ′′ along the Γ-converging subsequence, and they are bounded from above and
from below by two quantities depending only on c1, c2, n, and q.

Theorem 3.4 (Compactness and integral representation). Let (Eε)ε be as in (3.1). Then, there exists
a subsequence (Eεj )j of (Eε)ε and a functional E0(·, A) such that Eεj (·, A) Γ-converges to E0(·, A) with

respect to the strong L2(A) topology, for every A ∈ A1. Moreover, for every u ∈ L2
loc(Rn) and A ∈ A,

E0 is given by

E0(u,A) =

{´
Ju∩A

f0(x, u
+, u−, νu) dHn−1(x) if u|A ∈ BV (A; {−1, 1})

+∞ otherwise,
(3.15)

with f0 : Rn × {−1, 1} × {−1, 1} × Sn−1 → [0,∞) defined by

f0(x, 1,−1, ν) = lim sup
ρ→0

1

ρn−1
mE0

(uν
x, Q

ν
ρ(x)) (3.16)

and

f0(x,−1, 1, ν) = lim sup
ρ→0

1

ρn−1
mE0

(−uν
x, Q

ν
ρ(x)), (3.17)

for every x ∈ Rn and ν ∈ Sn−1, where

mE0
(u,A) := inf{E0(u,A) : u ∈ BV (A; {−1, 1}) and u = u near ∂A} (3.18)

for A ∈ A and u ∈ BV (A; {−1, 1}).
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Remark 3.5. It can be shown that f0(x, 1,−1, ν) = f0(x,−1, 1,−ν), for every x ∈ Rn and for every
ν ∈ Sn−1. Hence, in order to uniquely determine f0, it is sufficient to study the dependence on x and
ν of f0(x, 1,−1, ν). For this reason, only with the purpose of simplifying the notation, in the following
we assume f0(x, ν) := f0(x,−1, 1, ν) = f0(x, 1,−1, ν). This is the case for example when fε satisfy
fε(x, u, ξ, ζ) = fε(x,−u,−ξ,−ζ) for every ε > 0.

Proposition 3.6 (Properties of f0). Let (Eε)ε be as in (3.1) and let (εj)j and f0 be as in Theorem 3.4
under the assumption of Remark 3.5. Let f ′ and f ′′ be defined as in (3.8) and (3.9), with ε replaced by
εj, let σ

± be as in (3.4). Then, f0 is Borel measurable and, for every x ∈ Rn and ν ∈ Sn−1, it holds

f ′(x, ν) = f ′′(x, ν) = f0(x, ν) (3.19)

and

c1σ
− ≤ f0(x, ν) ≤ c2σ

+, (3.20)

Let us assume that fε has the form fε(x, u, ξ, ζ) = f(xε , u, ξ, ζ), for some f ∈ F . Then further
information can be added to the previous results. In particular, if a certain limit exists and does not
depend on x (see (3.21)), then actually the Γ-limit exists, i.e., there exists a unique limit density which
does not depend on the extracted Γ-converging subsequence of energies. In Theorem 3.10 below, we
show that this assumption is always verified if f is stationary in the sense of Definition 3.9. Specifically,
we have the following.

Theorem 3.7 (Deterministic homogenization). Let f ∈ F and let mE(u
ν
rx, Q

ν
rx(rx)) be as in (3.7) with

ε = 1, ũ = uν
rx and A = Qν

rx(rx). Assume that for every x ∈ Rn, ν ∈ Sn−1 the limit

fhom(ν) := lim
r→∞

mE(u
ν
rx, Q

ν
rx(rx))

rn−1
, (3.21)

exists and is independent of x. Then, under the assumption of Remark 3.5, for every A ∈ A1 the
functionals Eε defined in (3.1) with fε(x, u, ξ, ζ) := f(xε , u, ξ, ζ), Γ-converge, with respect to the strong

L2(A) topology, to the functional Ehom : L2
loc(Rn)×A → [0,∞] given by

Ehom(u,A) =

{´
Ju∩A

fhom(νu(x)) dHn−1(x) u|A ∈ BV (A; {−1, 1}),
+∞ otherwise.

(3.22)

Proof. The proof follows the same lines of the one in [26, Theorem 3.3] (see also [9, Theorem 3.8]). Let
f ′, f ′′ as in (3.8) and (3.9) respectively. By virtue of Theorem 3.4, Proposition 3.6, and the Urysohn’s
lemma [16, Proposition 8.3], it is sufficient to show

fhom(ν) = f ′(x, ν) = f ′′(x, ν), (3.23)

for every x ∈ Rn and ν ∈ Sn−1. Let x ∈ Rn, ν ∈ Sn−1 and ρ > ε > 0 be fixed. Given u ∈ S(uν
x,ε, Q

ν
ρ(x)),

we can define uε : Q
ν
ρ/ε(x/ε) → R as uε(y) := u(εy). Clearly, uε ∈ S(uν

x, Q
ν
ρ/ε(x/ε)). With a change of

variable we get

Eε(u,Qν
ρ(x)) = εn−1

ˆ
Qν

ρ/ε
(x/ε)

f(y, uε,∇uε,∇2uε) dy.

Hence, by setting r := ρ
ε we obtain

mEε
(uν

x,ε, Q
ν
ρ(x)) =

ρn−1

rn−1
mE(u

ν
rx/ρ, Q

ν
r (rx/ρ)).

Passing to the limit as ε → 0 (i.e., r → ∞), and using (3.21) with x/ρ instead of x, the thesis follows. □

Theorem 3.4 and Proposition 3.6 are proved in Section 4.
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3.3. Setting in random environments and stochastic homogenization. We now move to a prob-
abilistic setting. Here and in the following, we denote with (Ω, I,P) a complete probability space. We
consider a family of functions (fε)ε>0, with fε : Ω× Rn × R× Rn × Rn×n → R defined as

fε(ω, x, u, ξ, ζ) = f
(
ω,

x

ε
, u, ξ, ζ

)
,

for some function f : Ω× Rn × R× Rn × Rn×n → R satisfying

(F1) f is I × Bn × B × Bn × Bn×n measurable,
(F2) for every ω ∈ Ω, f(ω, ·, ·, ·, ·) ∈ F .

In particular, we call a function f satisfying these properties a random density. The previously mentioned
concepts of stationarity and ergodicity for random densities are defined using groups of P-preserving
transformations, as we will explain in the following definitions.

Definition 3.8. (Group of P-preserving transformations) An n-dimensional group of P-preserving trans-
formations on (Ω, I,P) is a family (τz)z∈Zn (resp. (τz)z∈Rn) of transformations τz : Ω → Ω satisfying
the following properties:

(τ1) (measurability) τz is I-measurable for every z ∈ Zn (resp. for every z ∈ Rn),
(τ2) (group property) (τz)z∈Zn (resp. (τz)z∈Rn) is a group with respect to the composition operation,

stable with the sum in Rn, that is τx ◦ τy = τy ◦ τx = τx+y for every x, y ∈ Zn (resp. for every
x, y ∈ Rn), and τ0 : Ω → Ω is the identity,

(τ3) (invariance) (τz)z∈Zn (resp. (τz)z∈Rn) preserves probability, that is P(τz(E)) = P(E) for every
z ∈ Zn (resp. for every z ∈ Rn) and for every E ∈ I.

In addition, if it also holds that

(τ4) given E ∈ I, P(E△τz(E)) = 0 for every z ∈ Zn (resp. for every z ∈ Rn) implies P(E) = 0 or
P(E) = 1,

we say that (τz)z∈Zn (resp. (τz)z∈Rn) is ergodic.

We emphasize that (τ4) will be needed only to show that the homogenized Γ-limit is deterministic
whereas all other results in this paper hold also without this property.

Definition 3.9. (Stationarity) We say that a random density f is stationary with respect to a (n-
dimensional) group of P-preserving transformations (τz)z∈Zn (resp. (τz)z∈Rn) on (Ω, I,P) if

f(τzω, x, u, ξ, ζ) = f(ω, x+ z, u, ξ, ζ),

for every ω ∈ Ω, x ∈ Rn, u ∈ R, ξ ∈ Rn, ζ ∈ Rn×n, and z ∈ Zn (resp. z ∈ Rn).

Let f be a random density and let Eε : Ω× L2
loc(Rn)×A → R be the corresponding energies defined

by

Eε[ω](u,A) =

{
1
ε

´
A
f
(
ω, x

ε , u, ε∇u, ε2∇2u
)
dx if u|A ∈ W 2,2(A)

+∞ otherwise.
(3.24)

If ε = 1 we again write E instead of E1. For every ω ∈ Ω, A ∈ A, and ũ ∈ W 2,2(A), we consider the
stochastic infimum problem defined as

mE[ω](ũ, A) := inf{E [ω](u,A) : u ∈ S(ũ, A)}. (3.25)

Notice that (3.25) is obtained from (3.7) by replacing Eε with E [ω]. The following theorem on existence
of limits of asymptotic cell formulas will be used in the statement of the stochastic homogenization
result.
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Theorem 3.10 (Homogenization formula). Let f be a stationary random density with respect to a group
{τz}z∈Zn (resp. {τz}z∈Rn) of P-preserving transformations on (Ω, I,P), and let (Eε)ε be the correspond-
ing random energies defined according to (3.24). In addition, for every ω ∈ Ω let mE[ω] be as in Definition

3.25. Then, there exists an event Ω′ ∈ I, with P(Ω′) = 1, and a function fhom : Ω×Sn−1 → [0,∞], inde-
pendent of x, such that for every ω ∈ Ω′, x ∈ Rn, ν ∈ Sn−1 and for every function r : (0,∞) → (0,∞),
with r(t) ≥ t for every t > 0, it holds

fhom(ω, ν) = lim
t→∞

mE[ω](u
ν
tx, Q

ν
r(t)(tx))

r(t)
n−1 . (3.26)

Moreover, if (τz)z∈Zn (resp. (τz)z∈Rn) is ergodic, then fhom does not depend on ω, and we have

fhom(ν) = lim
t→∞

1

r(t)
n−1

ˆ
Ω

mE[ω](u
ν
0 , Q

ν
r(t)(0)) dP(ω). (3.27)

We now come to the main statement.

Theorem 3.11 (Stochastic homogenization). Let f be a stationary random density with respect to a
group (τz)z∈Zn (resp. (τz)z∈Rn) of P-preserving transformations on (Ω, I,P). Let Eε be as in (3.24), let
Ω′ ∈ I (with P(Ω′) = 1), fhom as in Theorem 3.10, and let Ehom : Ω × L2

loc(Rn) × A → [0,∞] be the
surface functional defined by

Ehom[ω](u,A) =

{´
Ju∩A

fhom(ω, νu(x)) dHn−1(x) u|A ∈ BV (A; {−1, 1}),
+∞ otherwise

(3.28)

for ω ∈ Ω and A ∈ A. Then, under the assumption of Remark 3.5,

Eε[ω](·, A) Γ-converge to Ehom[ω](·, A) with respect to the strong L2(A) topology, (3.29)

for every ω ∈ Ω′ and every A ∈ A1. Furthermore, if (τz)z∈Zn (resp. (τz)z∈Rn) is ergodic, then Ehom is
a deterministic functional, i.e. it does not depend on ω.

The results in this subsection are proved in Section 5.

4. Γ-convergence

For convenience of the reader, we divide this section in two parts. The first subsection is devoted
to the statement and the proof of the fundamental estimate (Proposition 4.2) and its application to
Theorem 3.4. In the second subsection, we study and characterize the surface integrand of the Γ-limit,
establishing its relationship with the original densities (fε)ε. Finally we prove Proposition 3.6.

4.1. Γ-convergence and integral representation. We start this subsection by proving a fundamen-
tal estimate for (Eε)ε. Fundamental estimates have been proved to be standard tools in the field of
homogenization. For instance, together with abstract Γ-convergence compactness results, they ensure
the existence of Γ-converging subsequences independent of the chosen subdomain. We refer to the proof
of Theorem 3.4 for further details.
In the following, for every u ∈ L2

loc(Rn) and A ∈ A, we set

E ′
0(u,A) := Γ− lim inf

ε→0
Eε(u,A) and E ′′

0 (u,A) := Γ− lim sup
ε→0

Eε(u,A), (4.1)

meant with respect to the strong L2(A) topology. We notice that, because of (3.5) and [11, Theorem
1.3], for every A ∈ A1 it holds

c1M−
0 (u,A) ≤ E ′

0(u,A) ≤ E ′′
0 (u,A) ≤ c2M+

0 (u,A), (4.2)
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where M±
0 are the functionals defined in (3.3). Finally, we recall that given a set function F : A → R+,

its inner regular envelope, denoted by F−, is defined as

F−(A) := sup{F (U) : U ⊂⊂ A, U ∈ A},
for every A ∈ A. Before proceeding with the fundamental estimate, we make a remark on [11, Theorem
1.2].

Remark 4.1. Let A′ ∈ A1. Because of [11, Theorem 1.2] there exists an ε0(A
′, q) such that

M−
ε (u,A

′) ≥ 0 for every u ∈ L2
loc(Rn) whenever 0 < ε < ε0(A

′, q).

In this remark we want to show that, for a certain family of sets, ε0 can be chosen uniformly. More
precisely, there exists a family of sets (Oδ)δ∈(0,δ0) ⊂ A1, with δ0 > 0, such that Oδ2 ⊂⊂ Oδ1 ⊂⊂ A′ if
δ1 < δ2, and an ε ∈ (0, ε0(A

′, q)) such that

inf
δ∈(0,δ0)

M−
ε (u,Oδ) ≥ 0 for every u ∈ L2

loc(Rn) whenever 0 < ε < ε. (4.3)

Sets of the type Oδ will be used as intermediate sets for the proof of Proposition 4.2 as they will guarantee
the possibility to take only one ε small enough making the energy positive on all the sets involved in the
proof.
For every x ∈ ∂A′ and r > 0, let us denote with Cr(x) the right circular cylinder centered at x and with
height 2r, radius r and axis parallel to ν∂A′(x). As given by [11, Section 3.2], ε0(q, A

′) coincides with
some r

2 small enough to have

Cr(x) ∩ ∂A′ is the graph of a C1-function defined on the basis of the cylinder,

and
sup

x∈∂A′
Hn−1({ξ ∈ Sn−1 : ξ ∈ T∂A′(y), y ∈ Cr(x) ∩ ∂A′}) < η,

where η > 0 depends only on q and n, and T∂A′(y) denotes the tangent space to ∂A′ in y ∈ ∂A′.
Let us fix O ⊂⊂ A′ with O open, bounded and with C2-boundary. For every δ > 0 we define

Oδ := {x ∈ O : dist(x, ∂O) > δ}.
Notice that the sets Oδ approximate O, as δ becomes smaller and smaller, in the sense of [19, Theorem
4.1] and [23, Proposition 3, (12)-(13) and Lemma 2] (see also [18, Theorem 16.25.2]). In particular, we
notice that there exists a δ0 = δ0(O) > 0 small enough such that, for every δ < δ0, it holds Oδ ∈ A1 and
T∂Oδ

(x − δν∂O(x)) = T∂O(x) for every x ∈ ∂O. In addition, up to taking δ0 > 0 even smaller but still
depending on O, we can find an 0 < r = r(q,O) < r depending only on q and O, such that

Cr(x) ∩ ∂Oδ is the graph of a C1-function defined on the basis of the cylinder, for every δ ∈ (0, δ0),

and
sup

x∈∂Oδ

Hn−1({ξ ∈ Sn−1 : ξ ∈ T∂Oδ
(y), y ∈ Cr(x) ∩ ∂Oδ}) < η.

In particular, by setting ε = r
2 we have (4.3). Similarly, if A ∈ A1 with A ⊂⊂ A′ and dist(A,Rn \A′) =

d > 0, it holds

M−
ε (u,A

′ \A) ≥ 0 for every u ∈ L2
loc(Rn) whenever 0 < ε < min

{
ε0(A, q), ε0(A

′, q),
d

8

}
. (4.4)

Proposition 4.2 (Fundamental estimate). Let (Eε)ε be as in (3.1). Let A, A′ ∈ A1 with A ⊂⊂ A′.
Let B ∈ A1 be such that A′ \ A ⊂ B. Let S := A′ \ A and let (uε)ε ⊂ W 2,2(A′) and (vε)ε ⊂ W 2,2(B).
Then there exists a ε0 > 0, depending on q, A, A′ and B, and functions wε ∈ W 2,2(A ∪ B), such that
for every ε ≤ ε0 it holds

wε = uε a.e in A, wε = vε a.e in B \A′
,
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and

Eε(wε, A ∪B) ≤ Eε(uε, A
′) + Eε(vε, B) + ωε(uε, vε, A,A′), (4.5)

where ωε : (L
2
loc(Rn))2 ×A2

1 → [0,∞) satisfies, for every measurable set S̃ ⊂ S such that uε = vε on S̃,

ωε(uε, vε, A,A′) ≤ CLn(S \ S̃) + C

ˆ
S\S̃

|uε − vε|2 dx+ Cε(M−
ε (uε, S) +M−

ε (vε, S)), (4.6)

for some constant C = C(c1, c2,W, q) > 0, and

lim
ε→0

ωε(uε, vε, A,A′) = 0, (4.7)

whenever supε Eε(uε, S) + Eε(vε, S) < ∞ and uε − vε converges to zero in L2(S).

Proof. Step 1 : Let A, A′, B ∈ A1 and (uε)ε, (vε)ε be as in the statement. In this step we show a
preliminary inequality. Let ε > 0 and O be open, bounded, with C2 boundary and such that A ⊂⊂
O ⊂⊂ A′. Let d = dist(A;Rn \O) and Nε = ⌊2ε−1⌋. Let us define intermediate sets O1, ..., ONε+1 ∈ A1

with

A ⊂⊂ O1 ⊂⊂ ... ⊂⊂ ONε+1 ⊂⊂ O ⊂⊂ A′,

and such that Oi := Oδi , for some δi ∈ (0, δ0) where

Oδi = {x ∈ O : dist(x, ∂O) > δi},

and δ0 = δ0(O) is the parameter defined in Remark 4.1. Notice that for every i ∈ {1, ..., Nε + 1}, we
have Oi ∩ B ∈ A1. Furthermore, up to assuming without loss of generality δ0 < d, we choose (Oi)i to
satisfy also

dist(Oi,Rn \Oi+1) ≥
δ0

Nε + 2
, for every i = 1, ..., Nε.

For each i = 1, ..., Nε let φi be a smooth function with compact support such that φi takes values in
[0, 1], φi = 1 on Oi, suppφi ⊂ Oi+1,

Lε := max
i=1,...,Nε

|∇φi| ≤
2(Nε + 2)

δ0
(4.8)

and

Mε := max
i=1,...,Nε

|∇2φi| ≤ 4
(Nε + 2

δ0

)2

. (4.9)

For i = 1, ..., Nε we define wi
ε ∈ W 2,2(A ∪B) by

wi
ε := φiuε + (1− φi)vε. (4.10)

Because of (3.5), [11, Theorem 1.2] and (4.3)–(4.4) in Remark 4.1, there exists a ε0 = ε0(q,A,A′, B,O)
such that for every ε ∈ (0, ε0] it holds

Eε(z, U) ≥ 0 for every z ∈ W 2,2(U) with U ∈ {A′ \Oi, Oi ∩B : i = 1, ..., Nε}. (4.11)

We set Si := Oi+1 \Oi. Thus, we obtain

Eε(wi
ε, A ∪B) = Eε(wi

ε, Oi+1 ∪B) = Eε(uε, Oi) + Eε(vε, B \Oi+1) + Eε(wi
ε, Si)

≤ Eε(uε, Oi) + Eε(uε, A
′ \Oi) + Eε(vε, B \Oi+1) + Eε(vε, Oi+1 ∩B) + Eε(wi

ε, Si)

= Eε(uε, A
′) + Eε(vε, B) + Eε(wi

ε, Si), (4.12)

where we used (4.11), the fact that Eε(z, ·) is an additive set function, and that for every z ∈ W 2,2
loc (Rn)

the integral defining Eε(z, ·) vanishes on sets with zero Lebesgue measure.
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Step 2 : In this step we define the functions wε and ωε of the statement, and we show (4.5). We focus
on studying Eε(wi

ε, Si). Because of (3.5) it holds

Eε(wi
ε, Si) ≤ c2

ˆ
Si

W (wi
ε)

ε
+ qε|∇wi

ε|2 + ε3|∇2wi
ε|2 dx. (4.13)

Using the convexity of the function | · |2, and that |φi| ≤ 1, we deduce that there exists a universal
constant C > 0 such that

|∇wi
ε|2 ≤ C(|∇φi|2|uε − vε|2 + |∇uε|2 + |∇vε|2) (4.14)

and
|∇2wi

ε|2 ≤ C[|∇2φi|2|uε − vε|2 + |∇φi|2(|∇uε|2 + |∇vε|2) + |∇2uε|2 + |∇2vε|2]. (4.15)

Combining (4.8), (4.9), (4.13), (4.14) and (4.15), we get that there exists a constant C̃ = C̃(q, c1, c2)
such that

Eε(wi
ε, Si) ≤ c2

ˆ
Si

W (wi
ε)

ε
dx+ C̃εL2

ε

ˆ
Si

|uε − vε|2 dx+ C̃ε

ˆ
Si

|∇uε|2 + |∇vε|2 dx

+ C̃ε3
ˆ
Si

L2
ε(|∇uε|2 + |∇vε|2) +M2

ε |uε − vε|2 + |∇2uε|2 + |∇2vε|2 dx. (4.16)

Using that (Si)i are disjoint and Si ⊂ S, we can sum and average in (4.12) and then apply (4.16). In
this way, we find that there exists an i∗ ∈ 1, ..., Nε such that

Eε(wi∗

ε , A ∪B) ≤ Eε(uε, A
′) + Eε(vε, B) +

1

Nε

Nε∑
i=1

Eε(wi
ε, Si) (4.17)

with

1

Nε

Nε∑
i=1

Eε(wi
ε, Si) ≤ C̃

(εL2
ε

Nε
+

M2
ε ε

3

Nε

) ˆ
S

|uε − vε|2 dx+ C̃
( ε

Nε
+

L2
εε

3

Nε

) ˆ
S

|∇uε|2 + |∇vε|2 dx (4.18)

+
C̃ε3

Nε

ˆ
S

|∇2uε|2 + |∇2vε|2 dx+
c2
Nε

Nε∑
i=1

ˆ
Si

W (wi
ε)

ε
dx. (4.19)

Now, taking ε ∈ (0, 1) and using that 2−ε
ε ≤ Nε ≤ 2

ε , (4.8) and (4.9), we get that there exist a constant
C = C(q, c1, c2, δ0) > 4 such that

C̃εL2
ε

Nε
≤ C

2
,

C̃ε

Nε
≤ Cε2,

C̃L2
εε

3

Nε
≤ C

2
ε2 ,

C̃M2
ε ε

3

Nε
≤ C

2
,

C̃c2
εNε

≤ C, (4.20)

which implies

Eε(wi∗

ε , A ∪B) ≤ Eε(uε, A
′) + Eε(vε, B) + ωε(uε, vε, A,A′),

where

ωε(uε, vε, A,A′) =C
[ ˆ

S

|uε − vε|2 dx+ ε2
ˆ
S

|∇uε|2 + |∇vε|2 dx

+ ε4
ˆ
S

|∇2uε|2 + |∇2vε|2 dx+

Nε∑
i=1

ˆ
Si

W (wi
ε) dx

]
.

(4.21)

Denoting wε := wi∗

ε , (4.5) follows.

Step 3 : In this step we prove (4.6). Let S̃ ⊂ S measurable and such that uε = vε a.e in S̃. Then it
clearly holds ˆ

S̃

|uε − vε|2 dx = 0.
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Hence, in view of (4.21), in order to prove (4.6) we just have to show that there exists a constant C > 0
such that, for ε small enough, it holds

ε2
ˆ
S

|∇uε|2 + |∇vε|2 dx+ ε4
ˆ
S

|∇2uε|2 + |∇2vε|2 dx+

Nε∑
i=1

ˆ
Si

W (wi
ε) dx

≤ CLn(S \ S̃) + Cε(M−
ε (uε, S) +M−

ε (vε, S)).

(4.22)

We start by noticing that since uε = vε on S̃ ⊂ S and the Si are disjoint and contained in S, we have

Nε∑
i=1

ˆ
Si∩S̃

W (wi
ε) dx =

Nε∑
i=1

ˆ
Si∩S̃

W (uε) dx ≤
ˆ
S

W (uε) dx. (4.23)

We first want to show ˆ
S

W (uε) dx ≤ CεM−
ε (uε, S) (4.24)

and
Nε∑
i=1

ˆ
Si\S̃

W (wi
ε) dx ≤ CLn(S \ S̃) + Cε(M−

ε (uε, S) +M−
ε (vε, S)). (4.25)

Because of the convexity of | · |, (W4), and φi ∈ [0, 1], it must hold max{c0W (uε) + c0, c0W (vε) + c0} ≥
W (wi

ε). Consequently, we haveˆ
Si\S̃

W (wi
ε) dx ≤ 2c0Ln(Si \ S̃) + c0

ˆ
Si\S̃

(W (uε) +W (vε)) dx. (4.26)

By virtue of [11, Theorem 1.2], since q < q∗

n , there exist α = α(q) ∈ (0, 1) and ε′0 = ε′0(q, A,A′) > 0
such that ˆ

S

αW (z)

ε
− qε|∇z|2 + ε3α|∇2z|2 dx > 0 (4.27)

for every ε ≤ ε′0 and for every z ∈ W 2,2(S). Then, from (4.27), it easily follows that, up to taking
ε0 ≤ ε′0 (from which ε ≤ ε′0 follows), it holdsˆ

S

W (uε) dx ≤ ε

(1− α)
M−

ε (uε, S) ≤ CεM−
ε (uε, S) (4.28)

and ˆ
S\S̃

(W (uε) +W (vε)) dx ≤ ε

(1− α)
(M−

ε (uε, S) +M−
ε (vε, S))

≤ Cε(M−
ε (uε, S) +M−

ε (vε, S))

(4.29)

for some suitable constant C = C(q) > 0, where we used (3.2). Finally, (4.24) follows from (4.28) while
(4.25) follows from (4.29), by summing over i = 1, ..., Nε in (4.26), and recalling that all the Si are
disjoint and contained in S.
Because of (4.27), it also holds

ε2
ˆ
S

|∇uε|2 + |∇vε|2 dx ≤ 2αε

q(1− α)
(M−

ε (uε, S) +M−
ε (vε, S)). (4.30)

Similarly, it can be proved

ε4
ˆ
S

|∇2uε|2 + |∇2vε|2 dx ≤ ε

(1− α)
(M−

ε (uε, S) +M−
ε (vε, S)), (4.31)
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that together with (4.23)-(4.25) and (4.30), implies (4.22).
Step 4 : In this step we prove (4.7). Let (uε)ε, (vε)ε be as in the statement and let w be their limit in
L2(S). Then we have

lim
j→∞

ˆ
S

|uε − vε|2 dx = 0.

In addition, because supε>0(Eε(uε, S) + Eε(vε, S)) < ∞, (3.5), (4.30) and (4.31), we have

lim
ε→0

ε2
ˆ
S

|∇uε|2 + |∇vε|2 dx+ ε4
ˆ
S

|∇2uε|2 + |∇2vε|2 dx = 0.

So, recalling (4.21), we have just to show that

lim
ε→0

Nε∑
i=1

ˆ
Si

W (wi
ε) dx = 0. (4.32)

For every ε > 0 consider w̃ε : S → R defined as

w̃ε(x) =

{
wi

ε(x) if x ∈ Si for i ∈ {1, ..., Nε},
w(x) otherwise.

Then, clearly w̃ε converges to w in L2(S) as ε → 0. Notice that, by virtue of [11, Theorem 1.1] applied
to the sequence (uε)ε (which also converges to w), we have that w ∈ BV (S; {−1, 1}) and so, because of
(W1) and (W2), up to subsequences W (w̃ε) → 0 a.e. in S. In addition, using (W4) and arguing like in
the proof (4.26), we can show thatˆ

S∩{|w̃ε|>1}
W (w̃ε) dx ≤ c0Ln(S ∩ {|w̃ε| > 1}) + c0

ˆ
S

W (uε) +W (vε) dx. (4.33)

Finally, arguing like in the proof of (4.29), using (4.33) and the reverse Fatou’s lemma, we have

lim sup
ε→0

Nε∑
i=1

ˆ
Si

W (wi
ε) dx ≤ lim sup

ε→0

ˆ
S

W (w̃ε) dx ≤

lim sup
ε→0

ˆ
S∩{|w̃ε|≤1}

W (w̃ε) dx+ C sup
δ>0

(M−
δ (uδ, S) +M−

δ (vδ, S)) lim sup
ε→0

ε ≤
ˆ
S

lim sup
ε→0

W (w̃ε) dx = 0

which implies (4.32). □

Now, let us provide a definition that will be used in the proof of Theorem 3.4.

Definition 4.3. Let P ′ be a family of subsets of Rn. A subfamily P ⊂ P ′ is said to be dense in P ′ if
for every A, C ∈ P ′, with A ⊂⊂ C, there exists a B ∈ P such that A ⊂ B ⊂ C.

Proof of Theorem 3.4. The proof follows the localization method of Γ-convergence.
Step 1: Since L2

loc(Rn) has a countable basis and [16, Theorem 8.5], for every A ∈ A1, the family of
functionals (Eε(·, A))ε admits a Γ-converging subsequence which in principle depends on A. Let D1 be
a countable dense subset of A1, intended in the sense of Definition 4.3. Indeed, one way to construct
D1 is the following: let (Rk)k be an enumeration of all the poly-rectangles with rational vertices. It
can be easily checked that such family is dense in A. Now, for every k ∈ N, we select a sequence
(Ak

n)n ⊂ A1 such that Ak
n ⊂⊂ Rk and Ak

n ↑ Rk as n → ∞. Then, one can set D1 := (Ak
n)k,n. Up

to a diagonal argument, we can find a subsequence (εj)j such that Eεj (·, A) Γ-converges with respect

to the strong L2(A) topology for every A ∈ D1. In particular, along the subsequence (εj)j , it holds
E ′
0(u,A) = E ′′

0 (u,A) for every u ∈ L2
loc(Rn) and A ∈ D1. Furthermore, we recall that, because of [16,

Proposition 6.8], the functionals E ′(·, A) and E ′′(·, A) are lower semicontinuous with respect to the strong
L2(A) topology for every A ∈ A. Combining this with Lemma A.4 in the appendix and [16, Theorem
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15.18 (b) and (e)], we get that the inner regular envelopes of E ′
0 and E ′′

0 coincide on L2
loc(Rn) × A1.

Thus, we define a functional E0 : L2
loc(Rn) × A1 → [0,∞] by setting it to be equal to the inner regular

envelope of E ′
0 : L

2
loc(Rn)×A1 → [0,∞] i.e.

E0(u,A) := sup{E ′
0(u, U) : U ∈ A1 and U ⊂⊂ A} for every u ∈ L2

loc(Rn) and A ∈ A1. (4.34)

Step 2: In this step we consider E ′
0 and E ′′

0 evaluated only along the sequence (εj)j of Step 1. Because
of Step 1 and Lemma A.4, we have E0(u, U) ≤ E ′

0(u, U) ≤ E ′′
0 (u, U) for every u ∈ L2

loc(Rn) and
U ∈ A1. So to prove that Eεj (·, U) Γ-converges to E0(·, U) for every U ∈ A1, it is sufficient to prove that

E0(u, U) ≥ E ′′
0 (u, U) for every U ∈ A1. Notice that, by virtue of (3.3) and (4.2), and since M−

0 is inner
regular, it holds E0(u, U) ≥ c1M−

0 (u, U) = ∞ if u /∈ BV (U ; {−1, 1}). Hence, we only have to prove

E0(u, U) ≥ E ′′
0 (u, U) if u ∈ BV (U ; {−1, 1}). (4.35)

Let A, A′, B ∈ A1, A ⊂⊂ A′ and A′ \A ⊂ B. Notice that using Lemma A.4, the fundamental estimate
in Proposition 4.2, (4.2), and arguing like in the proof of [16, Proposition 18.3] we can show

E ′′
0 (u,A ∪B) ≤ E ′′

0 (u,A
′) + c2M+

0 (u,B). (4.36)

Indeed, let (uj)j ⊂ W 2,2(A′) and (vj)j ⊂ W 2,2(B) such that uj → u in L2(A′), vj → u in L2(B),

lim
j→∞

Eεj (uj , A
′) = E ′′

0 (u,A
′) and lim

j→∞
M+

εj (vj , B) = M+
0 (u,B).

Thanks to (4.5), (4.7) in Proposition 4.2 and (f2), up to taking εj smaller than some ε0, depending on
A, A′ and B, we can construct a sequence of functions (wj)j ⊂ W 2,2(A ∪B) such that wj converges to
u in L2(A ∪B) as j → ∞,

lim sup
j→∞

Eεj (wj , A ∪B) ≤ lim
j→∞

Eεj (uj , A
′) + c2 lim

j→∞
M+

εj (vj , B) = E ′′
0 (u,A

′) + c2M+
0 (u,B), (4.37)

and
E ′′
0 (u,A ∪B) ≤ lim sup

j→∞
Eεj (wj , A ∪B).

The last equation combined with (4.37) gives (4.36).
Let U ∈ A1, u ∈ BV (U ; {−1, 1}), δ > 0 and K be a compact set such that M+

0 (u, U \K) ≤ δ. Let us
choose A, A′ ∈ A1 such that K ⊂⊂ A ⊂⊂ A′ ⊂⊂ U . Thus, by setting B := U \K, we get from (4.36)

E ′′
0 (u, U) ≤ E ′′

0 (u,A
′) + c2M+

0 (u, U \K) ≤ E0(u, U) + c2δ, (4.38)

where we used that A′ ⊂⊂ U and the fact that E0 coincides with the inner regular envelope of E ′′
0 on

A1. By sending δ → 0 in (4.38), (4.35) follows.
Step 3 : In the previous steps, we proved that there exists a subsequence (εj)j such that Eεj (·, A) Γ-

converges to a functional E0(·, A) with respect to the strong L2(A) topology, for every A ∈ A1. In this
step we want to show that E0 admits an integral representation and that the limit integrand is given
by (3.16) and (3.17). To this purpose it is sufficient to show that the hypotheses of the representation
theorem [6, Theorem 3] hold.
We point out that in [6, Theorem 3] the domain of the energies is a space of functions defined on a
fixed open and bounded set. However, one can easily generalize the authors’ result to energies defined
on L1

loc(Rn)×A. For every u ∈ L2
loc(Rn) we extend E0(u, ·) to the whole A by setting

E0(u,A) := sup{E0(u, U) : U ∈ A1 and U ⊂⊂ A} for every A ∈ A. (4.39)

Then, for every A ∈ A we extend E0(·, A) to L1
loc(Rn) by taking

E0(u,A) =

{
∞ if u ∈ L1

loc(Rn) \ L2
loc(Rn) and A ̸= ∅,

0 if u ∈ L1
loc(Rn) \ L2

loc(Rn) and A = ∅.

We do the same for M±
0 . We claim that E0 satisfies the assumptions of [6, Theorem 3], i.e.,
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i) 1
CHn−1(Ju ∩ A) ≤ E0(u,A) ≤ CHn−1(Ju ∩ A), for some C ≥ 1, for every A ∈ A and u ∈
BV (A; {−1, 1});

ii) E0(u,A) = E0(v,A) whenever u = v Ln-a.e. on A ∈ A;
iii) E0(·, A) is lower semicontinuous with respect to the strong L1(A) topology;
iv) E0(u, ·) is the restriction to A of a Radon measure.

Property i) is a consequence of (4.2), (4.39), and the fact that M±
0 are inner regular. We notice that

property ii) follows using Lemma A.4, [16, Remark 15.25] and arguing like in the proof of [16, Proposition
16.15]). Because of [16, Proposition 6.8], [16, Remark 15.10], and the fact that the supremum of lower
semicontinuous functions is still lower semicontinuous, we have that for every A ∈ A the function
u ∈ L2(A) 7→ E0(u,A) is lower semicontinuous with respect to the strong L2(A) topology. Combining
this with (4.2), which implies that E0(u,A) < ∞ if and only if u ∈ BV (A; {−1, 1}), iii) follows. Indeed
on L∞ functions defined on bounded domains, the notion of L1 convergence and L2 convergence coincide.
Thus we are left with proving iv). Notice that, by construction, E0 defines an increasing set function. In
addition, from [16, Remark 15.10]), and the density of A1 in A, it follows that E0 is also inner regular.
Arguing like in Lemma A.4 below, and using the additivity of Eε, it can be shown that the set function
E0(u, ·) is superadditive on A1, and thus, with a density argument, on the whole A.
We are left to prove that E0(u, ·) is a subadditive set function for every u ∈ L2

loc(Rn). Indeed, by
combining this and the previous properties with the De Giorgi-Letta criterium [16, Theorem 14.23], we
will get that E0(u, ·) is the restriction to A of a Borel measure and so iv) holds.
Let U , V ∈ A. Because of (4.2), we can restrict the proof to the case u ∈ BV (U ∪ V ; {−1, 1}). Let
O, A, A′, C ∈ A1 with O ⊂⊂ A ⊂⊂ A′ ⊂⊂ U and C ⊂⊂ V . We choose C also in such a way that
Hn−1(Ju ∩ ∂C) = 0. Let B ∈ A1, such that (A′ \ A) ∪ C ⊂⊂ B ⊂⊂ (U \O) ∪ V . Since Eε Γ-converges
to E0 on sets in A1, there exist sequences (uε)ε ⊂ W 2,2(A′) and (vε)ε ⊂ W 2,2(B) such that uε → u in
L2(A′), vε → u in L2(B),

lim
ε→0

Eε(uε, A
′) = E0(u,A′), and lim

ε→0
Eε(vε, B) = E0(u,B). (4.40)

At the end of the proof we will show that

E0(u,B) = E0(u,B \ C) + E0(u,C). (4.41)

With this, by applying Proposition 4.2,(4.2), (4.40) and (4.41), we get

E0(u,A ∪B) ≤E0(u,A′) + E0(u,B) = E0(u,A′) + E0(u,B \ C) + E0(u,C)

≤E0(u,A′) + c2M+
0 (u, (U \O) ∪ (V \ C)) + E0(u,C).

(4.42)

By sending O ↑ U , C ↑ V , using [16, Lemma 14.20] and the inner regularity of E0(u, ·), we get E0(u, U ∪
V ) ≤ E0(u, U) + E0(u, V ) and so the subadditivity of E0(u, ·).
Thus, we are left with showing (4.41). We start by observing that

E0(u,B \ ∂C) = E0(u,B \ C) + E0(u,C). (4.43)

In fact, one inequality follows from the superadditivity of E0(u, ·). The other inequality is a consequence
of the following argument. Let W ⊂⊂ B \ C, with W ∈ A1. Let (ũε)ε be a recovery sequence for u on
W and (ṽε)ε be a recovery sequence for u on C. We define w̃ε ∈ W 2,2(W ∪ C) as

w̃ε(x) =

{
ũε(x) if x ∈ W

ṽε(x) if x ∈ C.

Then, from Eε(w̃ε,W ∪C) = Eε(ũε,W )+Eε(ṽε, C) we obtain, by sending ε → 0, using that W ∪C ∈ A1

and that E0(u, ·) is an increasing set function,

E0(u,W ∪ C) ≤ E0(u,W ) + E0(u,C) ≤ E0(u,B \ C) + E0(u,C).
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By sending W ↑ B \ C, using the inner regularity of E0(u, ·) and [16, Lemma 14.20], (4.43) follows.
Thus, in order to obtain (4.41), it is sufficient to show that

E0(u,B \ ∂C) = E0(u,B). (4.44)

To this end, let D ⊂⊂ E ⊂⊂ E′ ⊂⊂ B \ ∂C, with D, E, E′ ∈ A1. We notice that E′ \ E ⊂ B \ D.
Applying Proposition 4.2, on the sets E, E′ and B \D (in place of A, A′ and B respectively), (3.5), and
using standard arguments involving recovery sequences for u combined with fact thatHn−1(Ju∩∂C) = 0,
one can prove

E0(u,B \ ∂C) ≤ E0(u,B) = E0(u,E ∪ (B \D)) ≤ E0(u,E′) + E0(u,B \D)

≤ E0(u,B \ ∂C) + c2M+
0 (u,B \D)

= E0(u,B \ ∂C) + c2M+
0 (u, (B \ ∂C) \D),

Then by arbitrariness of D ⊂⊂ B \ ∂C we obtain (4.44).
□

4.2. Properties and identification of the Γ-limit. This subsection is dedicated to the study of the
limit density f0 and to the proof of Proposition 3.6.

For ρ, δ, ε > 0 with ρ > δ > 2ε we set

mδ
Eε
(uν

x,ε, Q
ν
ρ(x)) := inf{Eε(u,Qν

ρ(x)) : u ∈ Sδ(uν
x,ε, Q

ν
ρ(x))},

where
Sδ(uν

x,ε, Q
ν
ρ(x)) := {u ∈ W 2,2(Qν

ρ(x)) : u = uν
x,ε on Qν

ρ(x) \Q
ν

ρ−δ(x)}.
Then, for every x ∈ Rn and Sn−1, we define

f ′
ρ(x, ν) := inf

δ>0
lim inf
ε→0

mδ
Eε
(uν

x,ε, Q
ν
ρ(x)) = lim

δ→0
lim inf
ε→0

mδ
Eε
(uν

x,ε, Q
ν
ρ(x)), (4.45)

and
f ′′
ρ (x, ν) := inf

δ>0
lim sup

ε→0
mδ

Eε
(uν

x,ε, Q
ν
ρ(x)) = lim

δ→0
lim sup

ε→0
mδ

Eε
(uν

x,ε, Q
ν
ρ(x)). (4.46)

Proposition 4.4. Let f ′
ρ, f

′′
ρ as in (4.45) and (4.46) respectively. Then the following holds:

(i) The restrictions of f ′
ρ, f

′′
ρ to the sets Rn × Ŝn−1

+ and Rn × Ŝn−1
− are upper semicontinuous.

(ii) For every x ∈ Rn and ν ∈ Sn−1, the functions ρ → f ′
ρ(x, ν) − c2Cηρ

n−1 and ρ → f ′′
ρ (x, ν) −

c2Cηρ
n−1 are not increasing on (0,∞), where Cη is the positive constant defined in (3.11).

(iii) For every x ∈ Rn and ν ∈ Sn−1 we have

f ′(x, ν) = lim sup
ρ→0

1

ρn−1
f ′
ρ(x, ν) (4.47)

and

f ′′(x, ν) = lim sup
ρ→0

1

ρn−1
f ′′
ρ (x, ν). (4.48)

Proof. The proof is an adaptation of the one in [26, Lemma 6.1] up to some modifications. These
modifications are mostly due to the fact that the statement of our fundamental estimate requires the
sets to have C1-boundaries. As a matter of fact, the only information regarding the explicit form of
the energies that the author makes use of are the fundamental estimate and an analogue version of
(3.12). We give a sketch of the proof only for (i) and for f ′

ρ, since (ii)–(iii) can be obtained following
exactly the one of [26, Lemma 6.1 (ii)–(iii)] up to replace [26, (2.10)] with (3.12). Let ρ > 0 and let

(xj , νj) ⊂ Rn × Ŝn−1
± be a sequence converging to (x, ν) ∈ Rn × Ŝn−1. We claim that

lim sup
j→∞

f ′
ρ(xj , νj) ≤ f ′

ρ(x, ν). (4.49)
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Let γ > 0. Up to passing to a subsequence (not relabeled) we can assume that the lim inf in (4.45) is
a limit. Following the same argument of [26, Lemma 6.1 (i)], which mostly only exploits the continuity

of the restrictions of the map ν → Rν on Ŝn−1
± , we get that for δ > 0 sufficiently small there exist a

j0 = j0(δ) such that

Q
νj

ρ−5δ(xj) ⊂ Qν
ρ−4δ(x) ⊂ Qν

ρ−2δ(x) ⊂ Q
νj

ρ−δ(xj)

for every j ≥ j0, and a sequence (uε)ε ⊂ S3δ(uν
x,ε, Q

ν
ρ(x)) satisfying

Eε(uε, Q
ν
ρ(x)) ≤ m3δ

Eε
(uν

x,ε, Q
ν
ρ(x)) + γ ≤ c2Cηρ

n−1 + γ (4.50)

and

uε = uν
x,ε = uνj

xj ,ε on (Qν
ρ−2δ(x) \Q

ν

ρ−3δ(x)) \Rε,j , (4.51)

where

Rε,j := Rν

(
(Q′

ρ−2δ \Q
′
ρ−3δ)× (−hε,j , hε,j)

)
+ x,

with hε,j := ε+ |x− xj |+
√
n
2 ρ|ν − νj |. Let U ′

j , Uj ∈ A1 such that Q
νj

ρ−5δ(xj) ⊂⊂ Uj ⊂⊂ Qν
ρ−2δ(x) ⊂⊂

U ′
j ⊂⊂ Q

νj

ρ−δ(xj). Fix a j ≥ j0. Now, we can apply Proposition 4.2 with A, A′ ∈ A1 such that

Qν
ρ−3δ(x) ⊂⊂ Uj ⊂⊂ A ⊂⊂ A′ ⊂⊂ Qν

ρ−2δ(x) ⊂⊂ U ′
j , B = U ′

j \U j , vε = u
νj
xj ,ε, obtaining, up to taking ε

smaller than some ε0 depending on A, A′ and B, functions wε ∈ W 2,2(U ′
j) such that

Eε(wε, U
′
j) ≤ Eε(uε, A

′) + Eε(uνj
xj ,ε, B) + ωε(uε, u

νj
xj ,ε, A,A′)

= Eε(uε, Q
ν
ρ(x))− Eε(uν

x,ε, Q
ν
ρ(x) \A

′
) + Eε(uνj

xj ,ε, B) + ωε(uε, u
νj
xj ,ε, A,A′)

≤ Eε(uε, Q
ν
ρ(x)) + c2Cη[(ρ− 2δ)n−1 − (ρ− 3δ)n−1) + ρn−1 − (ρ− 5δ)n−1)] + ωε(uε, u

νj
xj ,ε, A,A′),

(4.52)

and wε = u
νj
xj ,ε on B\A′

= U ′
j \A

′
. In (4.52) we also used that −Eε(z,A) ≤ −c1M−

ε (z,A) ≤ c2M+
ε (z,A)

for every A ∈ A and z ∈ W 2,2(A). We extend then wε on the whole Q
νj
ρ (xj) by setting it equal to u

νj
x,εj

in Q
νj
ρ (xj) \ U

′
j . As a consequence, wε is admissible for mδ

Eε
(u

νj
xj ,ε, Q

νj
ρ (xj)) and we have, by virtue of

(f3) and (3.12),

Eε(wε, Q
νj
ρ (xj)) ≤ Eε(wε, U

′
j) + c2Cη(ρ

n−1 − (ρ− 5δ)n−1). (4.53)

Since Rε,j ⊂ Qν
ρ−2δ \ Q

ν

ρ−3δ, we have uε = uν
x,ε and |uε − uν

xj ,ε| ≤ 2 on Rε,j . In addition, because of

(3.12), we have

sup
j

sup
ε
(M−

ε (uε, A
′ \A) +M−

ε (u
ν
xj ,ε, A

′ \A))

≤ sup
j

sup
ε
(M+

ε (u
ν
xj ,ε, Q

ν
ρ(x)) +M+

ε (u
ν
xj ,ε, Q

ν
ρ(x)) < 2Cηρ

n−1 < C,

for some C large enough. Combining this fact with (4.51) and (4.6) in Proposition 4.2, with S̃ =
(A′ \A) \Rε,j , we get it holds

ωε(uε, u
νj
xj ,ε, A,A′) ≤ CLn(Rε,j) + Cε. (4.54)

Notice now that

Ln(Rε,j) ≤ Cδρn−2hε,j . (4.55)

Combining (4.50) and (4.52)–(4.55) we get

mδ
Eε
(uνj

xj ,ε, Q
νj
ρ (xj)) ≤ m3δ

Eε
(uν

x,ε, Q
ν
ρ(x)) + γ + c2Cη((ρ− 2δ)n−1 − (ρ− 3δ)n−1)

+ c2Cη(ρ
n−1 − (ρ− 5δ)n−1)) + Cδρn−2hε,j + Cε,
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and by sending, in this order, ε → 0, then δ → 0 , j → ∞, and γ → 0, we obtain

lim sup
j→∞

f ′
ρ(xj , νj) ≤ f ′

ρ(x, ν)

from which (4.49) follows. □

Lemma 4.5 (Equivalence of infimum problems with different boundary conditions). Define for every
x ∈ Rn, ν ∈ Sn−1 and ε, ρ > 0, mM±

ε
(uν

x,ε, Q
ν
ρ(x)) as in (3.7) up to replace Eε with M±

ε , ũ with uν
x,ε,

and A with Qν
ρ(x). Then, it holds

lim
ε→0

mM±
ε
(uν

x,ε, Q
ν
ρ(x)) = σ±ρn−1. (4.56)

Proof. Let m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)) be as in (3.13). Clearly by virtue of Proposition 3.3 and the properties of

the infimum it holds

σ±ρn−1 = lim
ε→0

m̃M±
ε
(uν

x,ε, Q
ν
ρ(x)) ≤ lim inf

ε→0
mM±

ε
(uν

x,ε, Q
ν
ρ(x)). (4.57)

Thus, we have just to show

lim sup
ε→0

mM±
ε
(uν

x,ε, Q
ν
ρ(x)) ≤ σ±ρn−1. (4.58)

Up to extracting a subsequence (not relabeled) we can assume that the lim sup in (4.58) is a limit. Let
δ ∈ (0, 1) and A, A′, U ∈ A1 such that Qν

(1−δ)ρ(x) ⊂⊂ A ⊂⊂ A′ ⊂⊂ U ⊂⊂ Qν
ρ(x) and B := U \ A.

Thanks to [11, Theorem 1.3], there exists a recovery sequence (u±
ε )ε ⊂ W 2,2(A′) such that u±

ε → uν
x in

L2(A′) and

lim sup
ε→0

M±
ε (u

±
ε , A

′) ≤ M±
0 (u

ν
x, A

′) ≤ σ±ρn−1. (4.59)

We now apply Proposition 4.2 with c1M−
ε and c2M+

ε instead of Eε, u := u±
ε and v := uν

x,ε, obtaining,

up to taking ε small, functions w±
ε ∈ W 2,2(U) such that w±

ε = uν
x,ε on U \A′

and

M±
ε (w

±
ε , U) ≤ M±

ε (u
±
ε , A

′) +
c2
c1

M+
ε (u

ν
x,ε, Q

ν
ρ(x) \Q

ν

(1−δ)ρ(x)) +
ωε(uε, u

ν
x,ε, A,A′)

c1
, (4.60)

where we also used (3.5) and that M+
ε , having a nonnegative density, defines an increasing set function.

Now we can extend w±
ε on all Qν

ρ(x) by setting it equal to uν
x,ε on Qν

ρ(x) \ U . Notice that, since
Qν

(1−δ)ρ(x) ⊂ U ⊂ Qν
ρ(x) and because of (3.12), we have

M±
ε (w

±
ε , Q

ν
ρ(x)) ≤ M±

ε (w
±
ε , U) + Cηρ

n−1(1− (1− δ)n−1).

By applying again (3.12), we get from (4.60)

M±
ε (w

±
ε , Q

ν
ρ(x)) ≤ M±

ε (u
±
ε , A

′) +
(c2
c1

+ 1
)
Cηρ

n−1(1− (1− δ)n−1) +
ωε(uε, u

ν
x,ε, A,A′)

c1
. (4.61)

Finally, notice that w±
ε is admissible for mM±

ε
(uν

x,ε, Q
ν
ρ(x)) and that uε−uν

x,ε → 0 in L2(A′\A). Passing

to the limit as ε → 0 in (4.61), using (4.7) in Proposition 4.2, and (4.59), we get

lim sup
ε→0

mM±
ε
(uν

x,ε, Q
ν
ρ(x)) ≤ σ±ρn−1 +

(c2
c1

+ 1
)
Cηρ

n−1(1− (1− δ)n−1), (4.62)

and by letting δ → 0 we obtain (4.58). □

Finally, Proposition 3.6 follows from the previous results of this section.
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Proof of Proposition 3.6. The proof of (3.19) relies on standard arguments, for convenience of the reader
we include it in the Appendix (Proposition A.3). The proof of the Borel measurability can be easily
adapted from the one of [26, Proposition 6.2, Step 1 ] up to take into account Proposition 4.4. To
conclude we just need to prove (3.20). Clearly, because of (3.5), it holds

c1mM−
ε
(uν

x,ε, Q
ν
ρ(x)) ≤ mEε(u

ν
x,ε, Q

ν
ρ(x)) ≤ c2mM+

ε
(uν

x,ε, Q
ν
ρ(x)). (4.63)

Hence, (3.20) follows by Lemma 4.5 and the definitions in (3.8) and (3.9). □

5. Stochastic homogenization

This section is devoted to the proof of Theorem 3.10 and Theorem 3.11. We state two lemmas that
will be used in the proof of one of the main results of this section, namely Proposition 5.5.

Lemma 5.1. Let f ∈ F , let ν ∈ Sn−1, x, x̃ ∈ Rn, and r̃ > r > 4 be such that

(i) Qν
r+2(x) ⊂⊂ Qν

r̃ (x̃) (ii) dist(x̃,Πν(x)) <
r

4
,

where Πν(x) is the hyperplane orthogonal to ν and passing through x. Then there exists a constant
L > 0 (independent of ν, x, x̃, r, r̃) such that

mE(u
ν
x̃, Q

ν
r̃ (x̃)) ≤ mE(u

ν
x, Q

ν
r (x)) + L(|x− x̃|+ |r − r̃|+ 1)r̃n−2. (5.1)

Lemma 5.2. Let f ∈ F , α ∈
(
0, 1

2

)
, and ν, ν̃ ∈ Sn−1 be such that

max
1≤i≤n−1

|Rνei −Rν̃ei|+ |ν − ν̃| ≤ α√
n
. (5.2)

Then there exists a constant cα > 0 (independent of ν, ν̃), with cα → 0 as α → 0, such that for every
x ∈ Rn and every r > 2 we have

mE(u
ν̃
rx, Q

ν̃
(1+α)r(rx))− cαr

n−1 ≤ mE(u
ν
rx, Q

ν
r (rx)). (5.3)

The proof of Lemma 5.1 and Lemma 5.2 can be easily adapted from the ones in [26, Lemma A.1,
Lemma A.2] up to minor modifications. Indeed we can observe that because of Theorem 3.1 and (f2),
mE(u

ν
x, Q

ν
r (x)) ≥ 0 if r ≥ 1, and thus one can find competitors with energy equal to mE(u

ν
x, Q

ν
r (x)) up

to an arbitrary small error. Then, the only modifications of the proofs are related to the fact that our
energies are not necessarily subadditive set functions. However one can check that an analogue version
of [26][(A.3) and (A.11)], as well as the remaining inequalities in the proofs can be obtained using the
additivity of the functional E , (3.5) (which implies |E(·, A)| ≤ c2M+(·, A)), (3.12) and the fact that M+

defines an increasing set function.
For any positive integer k and for any a, b ∈ Rk, with ai < bi for all i = 1, ..., k, we define the cuboids

[a, b) =

k∏
i=1

[ai, bi) = {x ∈ Rk : ai ≤ xi < bi ∀ i = 1, ..., k},

and

Rk = {[a, b) : ai < bi ∀ i = 1, ..., k}.
Then, given R =

∏n−1
j=1 [aj , bj) ∈ Rn−1, for every ν ∈ Sn−1 ∩ Qn, we define the rotated n-dimensional

cuboid TνR as

TνR := MνRν(R× [−c, c)), where c := max
{1

2
, max
1≤j≤n−1

(bj − aj)

2

}
. (5.4)

Notice that the set Rν(R × [−c, c)) adds to R a thin layer of at least length 1 along the ν direction.
This is related to the length of the transition layer described by the function uν

x.
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Definition 5.3. (Subadditive process) A (bounded) subadditive process with respect to a group (τz)z∈Zk

(resp. (τz)z∈Rk) of P-preserving transformations on (Ω, I,P) is a function µ : Ω×Rk → R satisfying:

(i) (measurability) for any R ∈ Rk the function ω → µ(ω,R) is I measurable,
(ii) (stationarity) for any ω ∈ Ω, R ∈ Rk, z ∈ Zk (resp. z ∈ Rk) it holds µ(τzω,R) = µ(ω, z +R),
(iii) (subadditivity) for any R ∈ Rk and for any finite family (Ri)i∈I ⊂ Rk of pairwise disjoint sets

such that
⋃

i∈I Ri = R, it holds

µ(ω,R) ≤
∑
i∈I

µ(ω,Ri) for every ω ∈ Ω,

(iv) (uniform boundedness) there exists a constant c > 0 such that 0 ≤ µ(ω,R) ≤ cLk(R) for every
ω ∈ Ω and for every R ∈ Rk.

For every ν ∈ Sn−1 we consider the function µν : Ω×Rn−1 → R defined by

µν(ω,R) :=

{
mE[ω](u

ν
0 ,int(TνR))

Mn−1
ν

if L1(Ii) ≥ 1 for every i ∈ {1, ..., n− 1}
c2CηLn−1(R) otherwise,

(5.5)

for every ω ∈ Ω and R =
∏n−1

i=1 Ii ∈ Rn−1. We notice that because of Theorem 3.1, (f2), and the
definition of Tν , it holds µν(ω,R) ≥ 0. Notice that the definition of µν is slightly different compared to
the ones that can be found in the literature (see for example [10, (5.3)], [26, (7.5)]). The main reason, is
that mE[ω](u

ν
0 , int(TνR)) is in principle not positive if R has one side of length strictly less than 1. Our

definition coincides with the one in [10] and [26] on large cuboids. In addition, using (f3) and (3.12) we
get

mE[ω](u
ν
0 , int(TνR))

Mn−1
ν

≤ E [ω](uν
0 , int(TνR))

Mn−1
ν

≤ c2CηLn−1(R). (5.6)

Proposition 5.4. Let f be a random density which is stationary with respect to a group of P-preserving
transformation (τz)z∈Zn (resp. (τz)z∈Rn) on (Ω, I,P). Let ν ∈ Sn−1 ∩ Qn and let µν be as in (5.5).
Then, there exists a group of P-preserving transformations (τz′)z′∈Zn−1 (resp. (τz′)z′∈Rn−1) such that µν

is a (bounded) subadditive process on (Ω, I,P) with respect to (τz′)z′∈Zn−1 (resp. (τz′)z′∈Rn−1). Moreover
it holds

0 ≤ µν(ω,R) ≤ c2CηLn−1(R), (5.7)

for P-almost every ω ∈ Ω and R ∈ Rn−1.

Proof. Step 1: Measurability. The proof of the measurability of ω 7→ µν(ω,R) can be easily adapted
from the one in [30, Lemma B.1] (see also [8, Lemma A.8]) up to some minor modifications.
In particular, for every l ∈ N let f l be defined as

f l(ω, x, u, ξ, ζ) :=

{
f(ω, x, u, ξ, ζ) if f(ω, x, u, ξ, ζ) ≥ −l,

−l otherwise,

and let E l be the corresponding energy. Because of Lemma A.5 in the Appendix, it is sufficient to prove
that for every l ∈ N

ω → mEl[ω](ũ, A) is I-measurable, for every A ∈ A and ũ ∈ W 2,2(A). (5.8)

Notice also that

inf
u∈S(ũ,A)

ˆ
A

(
f l(ω, x, u,∇u,∇2u) + l

)
dx = mEl[ω](ũ, A) + lLn(A)
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for every ω ∈ Ω. Hence, it is not restrictive to assume f ≥ 0 in this step. Let A ∈ A and let (Aj)j ⊂ A
be such that Aj ↑ A. Consider the set

Sj(ũ, A) := {u ∈ W 2,2(A) : u = ũ Ln-a.e on A \Aj}.

Notice that Sj(ũ, A) is a closed subset of W 2,2
0 (A) + ũ and thus it defines a complete, separable metric

space if equipped with the metric induced by the ∥ · ∥W 2,2(A) norm. Since 0 ≤ infu∈Sj(ũ,A) E [ω](u,A) ≤
E [ω](ũ, A) < ∞ for every j ∈ N, it holds

lim
j→∞

inf
u∈Sj(ũ,A)

E [ω](u,A) = mE[ω](ũ, A). (5.9)

Hence, in order to prove (5.8), it is sufficient to show that

ω → inf
u∈Sj(ũ,A)

E [ω](u,A) is I-measurable. (5.10)

We focus for the rest of the proof of this step in showing (5.10). The strategy consists in showing first
that

(ω, u) ∈ Ω× Sj(ũ, A) 7→
ˆ
A

f(ω, x, u,∇u,∇2u) dx is I ⊗ B(Sj(ũ, A))-measurable, (5.11)

if (u, ξ, ζ) → f(ω, x, u, ξ, ζ) is continuous for every ω ∈ Ω and x ∈ Rn. Then, we apply the monotone
class theorem ([17, Chapter 1, Theorem 21]) in order to show (5.11) for general nonnegative random
densities. Finally, we deduce (5.10) by applying the measurable projection theorem ([17, Theorem
III.13 and 33(a)]). Hence, let us assume that the function (u, ξ, ζ) 7→ f(ω, x, u, ξ, ζ) is continuous for
every ω ∈ Ω and x ∈ Rn. Up to a truncation argument, it is not restrictive to assume that f is also
bounded from above. The joint measurability of (ω, u) 7→

´
A
f(ω, u,∇u,∇2u) dx then follows from the

Fubini’s theorem, the continuity of (u, ξ, ζ) 7→ f(ω, x, u, ξ, ζ) and the separability of Sj(ũ, A). Indeed,
by Fubini’s theorem the map ω 7→

´
A
f(ω, x, u,∇u,∇2u) dx is I-measurable, while, with the dominated

convergence theorem, one can show that the functional u ∈ Sj(ũ, A) 7→
´
A
f(ω, x, u,∇u,∇2u) dx is

continuous with respect to the strong W 2,2(A) topology, for every ω ∈ Ω. Then the joint measurability
is just a consequence of these facts and the separability of Sj(ũ, A) (see for example [24, Section 11C,
Exercise 11.3]). We proceed now by showing that (5.11) holds for general nonnegative random densities.

Because of (f3), there exists a function f̂ : Ω×Rn ×R×Rn ×Rn×n → [0, c2] such that f(ω, x, u, ξ, ζ) =

f̂(ω, x, u, ξ, ζ)(W (u) + |ξ|2 + |ζ|2). Define the sets

C := {f̂ : Ω× Rn × R× Rn × Rn×n → [0, c2] : f̂(ω, x, u, ξ, ζ) = α(ω)β(x)γ(u, ξ, ζ), with

α bounded and I-measurable, β bounded and Bn-measurable, γ continuous and bounded}
and

R := {f̂ : Ω× Rn × R× Rn × Rn×n → [0, c2] : (5.11) holds with

f(ω, x, u, ξ, ζ) = f̂(ω, x, u, ξ, ζ)(W (u) + |ξ|2 + |ζ|2)}.
Notice that C is stable under multiplication and that the σ-algebra generated by C coincides with
I ⊗ Bn ⊗ B ⊗ Bn ⊗ Bn×n. Instead, R satisfies the definition of monotone class (see for example [2,
Definition 4.12]). Because of what we showed before, we have C ⊂ R and so the monotone class

theorem implies that R must contain all the bounded functions f̂ , proving in this way (5.11) for general
nonnegative random densities. Now, we notice that (5.11) implies{

(ω, u) ∈ Ω× Sj(ũ, A) :

ˆ
A

f(ω, x, u,∇u,∇2u) dx < t
}

is I ⊗ B(Sj(ũ, A))-measurable, (5.12)

for every t ∈ R. Finally (5.10), follows by the measurable projection theorem. Indeed, let us denote
with π : Ω×Sj(ũ, A) → Ω the canonical projection of Ω×Sj(ũ, A) onto Ω. Since (Ω, I,P) is a complete
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probability space and since Sj(ũ, A) is a complete, separable metric space, the measurable projection
theorem and (5.12) lead to the I-measurability of

π
({

(ω, u) ∈ Ω× Sj(ũ, A) :

ˆ
A

f(ω, x, u,∇u,∇2u) dx < t
})

=
{
ω ∈ Ω: inf

u∈Sj(ũ,A)
E [ω](u,A) < t

}
,

for every t ∈ R, and so to (5.10).
Step 2: Stationarity. The proof of the stationarity is rather standard (see [10] for example) but we
report it for sake of completeness. We show this property only for the more difficult case, which is the
one with a discrete group (τz′)z′∈Zn−1 . In view of (5.5), one has to check only the case in which R has
all sides of at least length 1. For every z′ ∈ Zn−1 and R ∈ Rn−1 it holds

Tν(R+ z′) = TνR+ z′ν ,

where z′ν := MνRν(z
′, 0) ∈ Zn ∩Πν . Thus, we have

µν(ω,R+ z′) =
1

Mn−1
ν

mE[ω](u
ν
0 , int(TνR) + z′ν).

Now, let u ∈ S(uν
0 , TνR+ z′ν) and define ũ : int(TνR) → R as ũ(y) := u(y+ z′ν). Since z′ν ∈ Πν , we have

that uν
0(y) = uν

0(y + z′ν) for every y ∈ Rn. Hence, ũ ∈ S(uν
0 , TνR). With a change of variable and using

the stationarity of f we get

E [ω](u, int(TνR+ z′ν)) =

ˆ
TνR+z′

ν

f(ω, x, u,∇u,∇2u) dx =

ˆ
TνR

f(ω, x+ z′ν , ũ,∇ũ,∇2ũ) dx

=

ˆ
TνR

f(τz′
ν
ω, x, ũ,∇ũ,∇2ũ) dx = E [τz′

ν
ω](ũ, int(TνR)). (5.13)

As a consequence, it is natural to consider the group of P-preserving transformations (τνz′)z′∈Zn−1 defined
by (τz′

ν
)z′∈Zn−1 . Equation (5.13), combined with the arbitrariness of u, gives

µν(ω,R+ z′) = µν(τ
ν
z′ω,R),

which proves the stationarity of µν with respect to the previously defined group (τνz′)z′∈Zn−1 .
Step 3: Subadditivity. Let R ∈ Rn−1 and let R1, ..., RN ∈ Rn−1 be pairwise disjoint and such that

R =
⋃N−1

i=1 Ri. For every i ∈ {1, ..., N}, we take (uj
i )j ⊂ W 2,2(int(TνRi)) as minimizing sequences for

mE[ω](u
ν
0 , TνRi). Then, we define then uj : TνR → R as

uj(x) =

{
uj
i (x) if x ∈ TνRi

uν
0(x) otherwise.

Notice that uj ∈ W 2,2(int(TνR)) since, for every i ∈ {1, ..., N}, uj
i is equal to uν

0 in a neighborhood of
∂(TνRi). In particular, by construction uj is admissible for mE[ω](u

ν
0 , TνR) and it holds

mE[ω](u
ν
0 , int(TνR)) ≤ E [ω](uj , int(TνR)) =

N∑
i=1

E [ω](uj
i , int(TνRi)) + E [ω]

(
uν
0 , int(TνR \ (

N⋃
i=1

TνRi))
)
.

(5.14)

Now notice that E [ω](uν
0 , int(TνR \ (

⋃N
i=1 TνRi)) = 0, in fact since c ≥ 1

2 and Mν ≥ 2 we have {y ∈
TνR : |y · ν| ≤ 1

2} ⊂
⋃N

i=1 TνRi. As a consequence of this, it must hold uν
0 = uν

0 in TνR \ (
⋃N

i=1 TνRi).
Thus, by sending j → ∞ in (5.14) it follows

mE[ω](u
ν
0 , TνR) ≤

N∑
i=1

mE[ω](u
ν
0 , TνRi). (5.15)
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From the last equation and by the definition in (5.5), we obtain that µν satisfies the subadditivity
inequality when all the Ri have sides of length larger or equal than 1.
If at least one Ri has at least one side of length strictly less than 1, we have two possible cases. If R has
still all sides of length larger or equal than one, then the subadditivity inequality follows by (5.15) and
(5.6). If R has at least one side of length lesser or equal than 1, then all the Ri must have at least one
side of length lesser or equal than 1 as well. Hence, in this case, the subadditive inequality follows from
the additivity of the n−1 dimensional Lebesgue measure and observing that µν(ω,Ri) = c2CηLn−1(Ri)
for every i. □

Proposition 5.5 (Homogenized surface integrand for x = 0). Let f be a random density which is
stationary with respect to a group of P-preserving transformations (τz)z∈Zn (resp. (τz)z∈Rn ) on (Ω, I,P).
For every ω ∈ Ω let mE[ω] as in (3.25). Then, there exists an I⊗B(Sn−1)-measurable function fhom : Ω×
Sn−1 → [0,∞) such that, given

Ω̃ :=
{
ω ∈ Ω: lim

r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
= fhom(ω, ν) for every ν ∈ Sn−1

}
, (5.16)

we have Ω̃ ∈ I and P(Ω̃) = 1. Moreover, Ω̃ and fhom are (τz)z∈Zn (resp. (τz)z∈Rn) invariant, i.e.,

τz(Ω̃) = Ω̃ for every z ∈ Zn (resp. for every z ∈ Rn) and

fhom(τzω, ν) = fhom(ω, ν), (5.17)

for every z ∈ Zn (resp. z ∈ Rn), ω ∈ Ω̃ and ν ∈ Sn−1. Eventually, if (τz)z∈Zn (resp. (τz)z∈Rn) is
ergodic, then fhom is independent of ω and given by

fhom(ν) = lim
r→∞

1

rn−1

ˆ
Ω

mE[ω](u
ν
0 , Q

ν
r (0)) dP(ω). (5.18)

Proof. The proof follows the same steps as in [26, Proposition 7.7] that we report for convenience of the
reader. We divide the proof in three steps.
Step 1: Existence of the limit for ν ∈ Sn−1 ∩Qn. In this step we show that there exists an event Ω ∈ I,
with P(Ω) = 1, such that for every ν ∈ Sn−1 ∩Qn there exists an I-measurable function fν : Ω → [0,∞)
satisfying

lim
r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
= fν(ω)

for every ω ∈ Ω. Fix ν ∈ Sn−1 ∩ Qn−1. Because of Proposition 5.4, we know that µν defines a
subadditive process. Thus, we can apply the Subadditive Ergodic Theorem in [10, Theorem 3.11] (see
also [1, Theorem 2.7]) with µν instead of µ and 2Q′ replacing Q, finding in this way an event Ων ∈ I
with probability 1, and an I-measurable function fν : Ω → [0,∞) such that

fν(ω) = lim
r→∞

mE[ω](u
ν
0 , 2MνQ

ν
r (0))

(2Mνr)n−1
for every ω ∈ Ων , (5.19)

where we used that Tν(2Q
′
1) = 2MνQ

ν
1(0). Now we claim that

fν(ω) = lim
r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
, (5.20)

for every ω ∈ Ων . Let (rj)j be a sequence such that rj → ∞ as j → ∞, and define

r−j := 2Mν

(⌊ rj
2Mν

⌋
− 1

)
and r+j := 2Mν

(⌊ rj
2Mν

⌋
+ 2

)
.

Now, up to take j sufficiently large we can assume rj > 4(1 +Mν) and thus r−j > 4. Furthermore, it
holds

Qν
r−j +2

(0) ⊂⊂ Qν
rj (0) ⊂⊂ Qν

rj+2(0) ⊂⊂ Qν
r+j

(0).
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We apply Lemma 5.1 twice: the first time with x = x̃ = 0, r = r−j and r̃ = rj , the second time with

x = x̃ = 0, r = rj , and r̃ = r+j , and get the two following estimates

mE[ω](u
ν
0 , Q

ν
rj (0))

rn−1
j

≤
mE[ω]

(
uν
0 , Q

ν
r−j

(0)
)

(r−j )
n−1

+
L(rj − r−j + 1)

rj
, (5.21)

mE[ω](u
ν
0 , Q

ν
rj (0))

rn−1
j

≥
mE[ω]

(
uν
0 , Q

ν
r+j

(0)
)

(r+j )
n−1

−
L(r+j − rj + 1)

rj
. (5.22)

Using that r+j − rj ≤ 4Mν and rj − r−j ≤ 4Mν , (5.19), passing to the lim sup in (5.21) and to the lim inf

in (5.22) as j → ∞, yields

lim sup
j→∞

mE[ω](u
ν
0 , Q

ν
rj (0))

rn−1
j

≤ fν(ω)

and

lim inf
j→∞

mE[ω](u
ν
0 , Q

ν
rj (0))

rn−1
j

≥ fν(ω),

for every ω ∈ Ων . Thus (5.20) holds since the sequence (rj)j was chosen arbitrarily. Finally, we conclude
by setting

Ω :=
⋂

ν∈Sn−1∩Qn

Ων (5.23)

and by noticing Ω ∈ I and P(Ω) = 1, being Ω the countable intesection of probability 1 elements of I.
Step 2: Existence of the limit for ν ∈ Sn−1 \Qn. In this step we prove that there exists a I ⊗ B(Sn−1)-
measurable function fhom : Ω× Sn−1 → [0,∞) such that

lim
r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
= fhom(ω, ν) (5.24)

holds for every ω ∈ Ω and ν ∈ Sn−1. Let f, f : Ω× Sn−1 → [0,∞) be defined by

f(ω, ν) := lim inf
r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
and f(ω, ν) := lim sup

r→∞

mE[ω](u
ν
0 , Q

ν
r (0))

rn−1
.

Notice that using Proposition 5.4, and arguing like in Step 1, it can be deduced that, for every ν ∈ Sn−1,
f(·, ν) and f(·, ν), can be written as lim inf and lim sup of sequence of I-measurable functions (see also

for example [29, proof of Theorem 7]). Now we observe that Ŝn−1
± ∩ Qn is dense in Ŝn−1

± , and that

Sn−1 = Ŝn−1
− ∪ Ŝn−1

+ . Furthermore, because of Step 1, it holds f(ω, ν) = f(ω, ν) = fν(ω) for every ω ∈ Ω

and ν ∈ Sn−1 ∩ Qn. Hence, it is enough to show that, for every ω ∈ Ω, the restrictions of f(ω, ·) and

f(ω, ·) to Ŝn−1
± are continuous. Indeed, this implies f(ω, ν) = f(ω, ν) for every ν ∈ Sn−1 and ω ∈ Ω. In

addition, we point out that one can deduce from

for every ν ∈ Sn−1, ω → f(ω, ν) is I −measurable,

together with
for every ω ∈ Ω, ν → f(ω, ν) is continuous on Sn−1

± ,

that f is I ⊗ B(Sn−1)-measurable. The same applies to f .

From now on, we focus on showing that f(ω, ·) is continuous on Ŝn−1
+ . The proof considering f(ω, ·)

and/or Ŝn−1
− is analogous. Consider the function fhom : Ω× Sn−1 → [0,∞) defined as

fhom(ω, ν) :=

{
f(ω, ν) if ω ∈ Ω

c2σ
+ otherwise.
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Let (νj)j ⊂ Ŝn−1
+ and ν ∈ Ŝn−1

+ be such that νj → ν as j → ∞. For every α ∈ (0, 1
2 ) we can find a

jα ∈ N such that (5.2) (with νj instead of ν) holds for every j ≥ jα. Hence, we can apply Lemma 5.2
with x = 0 and ν̃ = νj getting

mE[ω](u
νj

0 , Q
νj

(1+α)r(0))− cαr
n−1 ≤ mE[ω](u

ν
0 , Q

ν
r (0)) ≤ mE[ω](u

νj

0 , Q
νj

(1−α)r(0)) + cαr
n−1,

where cα → 0 as α → 0. By dividing the above inequality by rn−1 and passing to the lim sup as r → ∞
we get

(1 + α)n−1f(ω, νj) ≤ f(ω, ν) + cα, (5.25)

(1− α)n−1f(ω, νj) ≥ f(ω, ν)− cα. (5.26)

Now, we can pass to the lim sup as j → ∞ in (5.25) and to the lim inf as j → ∞ in (5.26), and then let
α → 0, obtaining

lim sup
j→∞

f(ω, νj) ≤ f(ω, ν) ≤ lim inf
j→∞

f(ω, νj),

for every ω ∈ Ω. Let Ω̃ be as in (5.16). From the fact that Ω ⊂ Ω̃, P(Ω) = 1 and (Ω, I,P) is a complete

probability space, it follows Ω̃ ∈ I and P(Ω̃) = 1.

Step 3: Translation invariance. In this step we show that Ω̃ and fhom are (τz)z∈Zn (resp. (τz)z∈Rn)
invariant. Notice that, by virtue of the group properties of (τz)z∈Zn (resp. (τz)z∈Rn), in order to show
that Ω is (τz)z∈Zn -invariant (resp. (τz)z∈Rn-invariant), it is sufficient to show

τz(Ω̃) ⊂ Ω̃ for every z ∈ Zn (resp. z ∈ Rn).

Let z ∈ Zn (resp. z ∈ Rn), ω ∈ Ω̃, and ν ∈ Sn−1 be fixed. Let r > 4. Because of Theorem 3.1 and
(f2), we know that mE[ω](u

ν
0 , Q

ν
r (0)) is bounded from below and thus there exists some u ∈ S(uν

0 , Q
ν
r (0))

satisfying
E [ω](u,Qν

r (0)) ≤ mE[ω](u
ν
0 , Q

ν
r (0)) + 1. (5.27)

Setting ũ(z) := u(y + z) and using the stationarity of f , we obtain

E [ω](u,Qν
r (0)) = E [τzω](ũ, Qν

r (−z)).

This together with (5.27) and the fact that ũ ∈ S(uν
−z, Q

ν
r (−z)) yields

mE[τz(ω)](u
ν
−z, Q

ν
r (−z)) ≤ mE[ω](u

ν
0 , Q

ν
r (0)) + 1. (5.28)

We choose r, r̃ such that r̃ > r and

Qν
r+2(−z) ⊂⊂ Qν

r̃ (0) and dist(0,Πν(−z)) ≤ r

4
.

Then we apply Lemma 5.1 twice: once with x = −z and x̃ = 0 to the minimization problem mE[τ−z(ω)]

and once with x = z and x̃ = 0 to the minimization problem mE[ω]. Thus, we get

mE[τzω](u
ν
0 , Q

ν
r̃ (0)) ≤ mE[τzω](u

ν
−z, Q

ν
r (−z)) + L(|z|+ |r − r̃|+ 1)(r̃)n−2, (5.29)

and
mE[ω](u

ν
0 , Q

ν
r̃ (0)) ≤ mE[ω](u

ν
z , Q

ν
r (z)) + L(|z|+ |r − r̃|+ 1)(r̃)n−2. (5.30)

Thus combining (5.27)–(5.30) we obtain

mE[τzω](u
ν
0 , Q

ν
r̃ (0))

r̃n−1
≤

mE[ω](u
ν
0 , Q

ν
r̃ (0)) + 1

rn−1
+

L(|z|+ |r − r̃|+ 1)

r̃
(5.31)

and
mE[ω](u

ν
0 , Q

ν
r̃ (0))

r̃n−1
≤

mE[τzω](u
ν
0 , Q

ν
r̃ (0)) + 1

rn−1
+

L(|z|+ |r − r̃|+ 1)

r̃
. (5.32)

Now we take the lim sup as r̃ → ∞ and the limit as r → ∞ in (5.31) to find

lim sup
r̃→∞

mE[τzω](u
ν
0 , Q

ν
r̃ (0))

r̃n−1
≤ fhom(ω, ν). (5.33)
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Similarly we take in (5.30) the limit as r̃ → ∞ and the lim inf as r → ∞, obtaining

fhom(ω, ν) ≤ lim inf
r→∞

mE[τzω](u
ν
0 , Q

ν
r̃ (0))

rn−1
. (5.34)

Gathering (5.33) and (5.34) we deduce τz(ω) ∈ Ω̃ and that

fhom(τz(ω), ν) = fhom(ω, ν),

for every z ∈ Zn (resp. z ∈ Rn), ω ∈ Ω̃ and ν ∈ Sn−1.
When (τz)z∈Zn (resp. (τz)z∈Rn) is ergodic, using the fact that fhom is (τz)z∈Zn-invariant (resp. (τz)z∈Rn -
invariant), and arguing like at the end of the proof of [10, Theorem 3.11] it can be shown that actually
fhom(ω, ν) does not depend on ω for P-a.e ω. Finally, (5.18) can be deduced from Proposition 3.6 and
the Dominated Convergence Theorem. □

Remark 5.6. We observe that arguing like in the second step of the proof of Proposition 5.5 it can be
shown that the functions

ν → lim inf
r→∞

mE[ω](u
ν
rx, Q

ν
r (rx))

rn−1
and ν → lim sup

r→∞

mE[ω](u
ν
rx, Q

ν
r (rx))

rn−1

are continuous on Ŝn−1
± , for every ω ∈ Ω and x ∈ Rn.

Proof of Theorem 3.10 and Theorem 3.11. Arguing like in [10, Theorem 6.1] up to minor modifications,
replacing [10, Theorem 5.1] with Proposition 5.5 and [10, Lemma 5.5] with Remark 5.6, Theorem 3.10
follows. Indeed the authors’ proof relies on general arguments coming from probability theory (e.g.
the Birkhoff Theorem and Conditional Dominated Convergence Theorem) and a property analogues
to (3.12). In addition, the proof in our case is even simpler since it does not require to estimate the
energies added by the presence of jumps. Finally, Theorem 3.11 can be proved by combining Theorem
3.7 and Theorem 3.10. □
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Appendix A.

In this section we prove the results whose proofs rely on arguments that are standard but included
for convenience of the reader, for example the proof of Proposition A.3. Instead, Lemma A.4 is used in
the proof of Theorem 3.4 and it states that the Γ − lim inf and the Γ − lim sup, of the energies (3.1),
define increasing set functions on A1. Indeed, this allows to apply a big part of the localization method
arguments to our setting. Lemma A.5 states that the infimum problem (3.7) can be approximated with
other infimum problems bounded from below. This fact is used in the proof of Proposition 5.4.
Before proving Proposition A.3, we state and prove two intermediate results (Lemma A.1 and Lemma
A.2) that will be useful for applying Theorem 3.4 and Proposition 4.2 to suitable functions defined on
cubes.

Lemma A.1. Let (εj)j and E0 as in Theorem 3.4. Then, for every x ∈ Rn, ν ∈ Sn−1, and ρ > 0, if
uε → u in L2(Qν

ρ(x)) and uε = uν
x,ε in a neighborhood of ∂Qν

ρ(x), then it holds

E0(u,Qν
ρ(x)) ≤ lim inf

j→∞
Eεj (uεj , Q

ν
ρ(x)). (A.1)
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Proof. By virtue of Theorem 3.4 we have that (A.1) clearly holds if Qν
ρ(x) is replaced by A ∈ A1. Let

δ > 0 and A ∈ A1 such that Qν
ρ(x) ⊂ A ⊂ Qν

(1+δ)ρ(x). We extend uε and u on the whole Qν
(1+δ)ρ(x)

by setting them respectively equal to uν
x,ε and uν

x outside Qν
ρ(x). Notice that the extension of uε still

converges to the extension of u in L2(Qν
(1+δ)ρ(x)). Using that E0 defines an increasing set function,

(3.5), (3.12), the additivity of the set function defined by Eε, and that −Eε(z, U) ≤ −c1M−
ε (z, U) ≤

c2M+
ε (z, U) for every z ∈ L2

loc(Rn) and U ∈ A, we have

E0(u,Qν
ρ(x)) ≤ E0(u,A) ≤ lim inf

j→∞
Eεj (uεj , A) = lim inf

j→∞
Eεj (uεj , Q

ν
(1+δ)ρ(x))− Eεj (uν

x,εj , Q
ν
(1+δ)ρ(x) \A)

≤ lim inf
j→∞

Eεj (uεj , Q
ν
ρ(x)) + Eεj (uν

x.εj , Q
ν
(1+δ)ρ(x) \Q

ν

ρ(x)) + c2M+
εj (u

ν
x,εj , Q

ν
(1+δ)ρ(x) \Q

ν

ρ(x))

≤ lim inf
j→∞

Eεj (uεj , Q
ν
ρ(x)) + 2c2Cη((ρ+ δ)n−1 − ρn−1).

Hence, (A.1) easily follows by sending δ → 0 in the last equation. □

Lemma A.2. Let E0 as in Theorem 3.4. Then, for every x ∈ Rn, ν ∈ Sn−1 and δ, ρ > 0 and for every
A ∈ A1 such that Qν

ρ(x) ⊂⊂ A ⊂⊂ Qν
(1+δ)ρ(x), it holds

mE0
(uν

x, Q
ν
(1+δ)ρ(x)) ≤ mE0

(uν
x, A) + c2Cηρ

n−1((1 + δ)n−1 − 1).

Proof. Let λ > 0, u ∈ BV (A, {−1, 1}) such that u = uν
x in a neighborhood of ∂A and

E0(u,A) ≤ mE0(u
ν
x, A) + λ. (A.2)

Let A′ ∈ A1 such that Qν
(1+δ)ρ(x) ⊂⊂ A′ ⊂⊂ Qν

(1+δ+λ)ρ(x) and A′ \ A ∈ A1. Define now ũ ∈
BV (A′; {−1, 1}) as

ũ(y) =

{
u(y) if y ∈ A

uν
x if y ∈ A′ \A.

Then, clearly ũ is admissible for mE0
(uν

x, Q
ν
(1+δ)ρ(x)) and we have

mE0
(uν

x, Q
ν
(1+δ)ρ(x)) ≤ E0(ũ, Qν

(1+δ)ρ(x)) ≤ E0(u,A) + E0(uν
x, A

′ \A). (A.3)

Because of (3.3) and (3.5) , we have

E0(uν
x, A

′ \A) ≤ E0(uν
x, Q

ν
(1+δ+λ)ρ(x) \Q

ν

ρ(x)) ≤ c2M+
0 (u

ν
x, Q

ν
(1+δ+λ)ρ(x) \Q

ν

ρ(x)) (A.4)

≤ c2σ
+ρn−1((1 + δ + λ)n−1 − 1) ≤ c2Cηρ

n−1((1 + δ + λ)n−1 − 1), (A.5)

where we recall that σ+ is the density of M+
0 (see (3.3)-(3.4)) and we used that, by virtue of (3.12) and

[11, Theorem 1.3], it can be easily shown σ+ ≤ Cη. Up to letting λ → 0, and combining (A.2)–(A.4),
the thesis follows. □

Proposition A.3. Let (fε)ε ⊂ F and let f0 and (εj)j be as in Theorem 3.4. Then it holds

f0(x, ν) = f ′(x, ν) = f ′′(x, ν)

for every x ∈ Rn and ν ∈ Sn−1, where f ′ and f ′′ are as in (3.8) and (3.9) respectively, but with ε
replaced by εj.

Proof. Notice that by definition f ′′ ≥ f ′, thus it is sufficient to prove f ′ ≥ f0 ≥ f ′′. In the following,
for notational convenience, we will still denote with ε the subsequence εj of Theorem 3.4.
Step 1 : In this step we prove f0 ≤ f ′. Fix x ∈ Rn, ν ∈ Sn−1 and ρ > 0. Because of (f2), we have
mEε

(uν
x,ε, Q

ν
ρ(x)) ≥ c1mM−

ε
(uν

x,ε, Q
ν
ρ(x)) ≥ c1m̃M−

ε
(uν

x,ε, Q
ν
ρ(x)), where m̃M−

ε
(uν

x,ε, Q
ν
ρ(x)) is defined as
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in (3.13). Hence, by virtue of Proposition 3.3, we have mEε
(uν

x,ε, Q
ν
ρ(x)) > −1 for every ε small enough.

Let δ > 0 and let uε admissible for mEε(u
ν
x,ε, Q

ν
ρ(x)) such that

Eε(uε, Q
ν
ρ(x)) ≤ mEε

(uν
x,ε, Q

ν
ρ(x)) + δρn−1 ≤ (c2Cη + δ)ρn−1, (A.6)

where in the last inequality we used that uν
x,ε is also admissible for mEε

(uν
x,ε, Q

ν
ρ(x)) and (3.12). Clearly,

(A.6) implies

sup
ε>0

Eε(uε, Q
ν
ρ(x)) < ∞.

We can extend uε to Rn by setting it equal to uν
x,ε outside Qν

ρ(x). Notice that (uε)ε ⊂ W 2,2
loc (Rn) and

that, because of (3.5) and [11, Theorem 1.1], for every A ∈ A1 such that Qν
ρ(x) ⊂⊂ A, there exists a

function u ∈ L2
loc(Rn) ∩BV (A; {−1, 1}) such that

uε → u in L2(A) up to subsequence,

and u = uν
x in a neighborhood of ∂A. Let δ > 0 and A ∈ A1 such that Qν

ρ(x) ⊂⊂ A ⊂⊂ Qν
(1+δ)ρ(x). By

virtue of Lemma A.1 and Lemma A.2 we have

mE0
(uν

x, Q
ν
(1+δ)ρ(x))− c2Cηρ

n−1((1 + δ)n−1 − 1) ≤ m0(u
ν
x, A) ≤ E0(u,A)

≤ E0(u,Qν
(1+δ)ρ(x)) ≤ lim inf

ε→0
Eε(uε, Q

ν
ρ(x)) + Eε(uν

x,ε, Q
ν
(1+δ)ρ(x) \Q

ν

ρ(x)),

that together with (3.12) implies

m0(u
ν
x, Q

ν
(1+δ)ρ(x)) ≤ lim inf

ε→0
mEε

(uν
x,ε, Q

ν
ρ(x)) + δρn−1 + 2c2Cηδρ

n−1. (A.7)

By dividing at both sides of (A.7) by ρn−1, sending ρ → 0 and using (3.16), we get

(1 + δ)n−1f0(x, ν) ≤ f ′(x, ν) + δ + 2c2Cη((1 + δ)n−1 − 1).

Finally sending δ → 0 in the last equation implies f0 ≤ f ′.
Step 2 : In this step we will prove f ′′ ≤ f0. Let δ ∈ (0, 1) and let u be admissible for m0(u

ν
x, Q

ν
ρ(x)) and

such that

E0(u,Qν
ρ(x)) ≤ m0(u

ν
x, Q

ν
ρ(x)) + δρn−1. (A.8)

Let A′ ∈ A1 with Qν
(1−δ)ρ(x) ⊂⊂ A′ ⊂⊂ Qν

ρ(x). By virtue of the Γ-limsup inequality induced by

Theorem 3.4, there exists a sequence (uε)ε ⊂ W 2,2(A′) such that uε → u strongly in L2(A′) and

lim sup
ε→0

Eε(uε, A
′) ≤ E0(u,A′). (A.9)

We extend u to Rn by setting it equal to uν
x outside A′. Let 0 < ρ′ < ρ, with ρ′ close enough to ρ to

ensure

u = uν
x on Qν

ρ(x) \Q
ν

ρ′(x). (A.10)

Up to take δ small enough, we can also suppose Qν
ρ′(x) ⊂⊂ A′. Let A, A′, U ∈ A1 such that Qν

ρ′(x) ⊂⊂
A ⊂⊂ A′ ⊂⊂ U ⊂⊂ Qν

ρ(x) and B := U \ A ∈ A1. We apply Proposition 4.2 getting a sequence

(ũε)ε ⊂ W 2,2(U) such that ũε = uε on A, ũε = uν
x,ε on B \A′

and

lim sup
ε→0

Eε(ũε, U) ≤ lim sup
ε→0

Eε(uε, A
′) + Eε(uν

x,ε, U \A) ≤ lim sup
ε→0

Eε(uε, A
′) + c2M+

ε (u
ν
x,ε, Q

ν
ρ(x) \Q

ν

ρ′(x))

≤ E0(u,A′) + c2Cη(ρ
n−1 − (ρ′)n−1) ≤ m0(u

ν
x, Q

ν
ρ(x)) + δρn−1 + c2Cη(ρ

n−1 − (ρ′)n−1),

(A.11)

where we used (3.12), (A.10) and so ∥uε − uν
x,ε∥L2((A′\A)∩B) → 0, (A.8) and (A.9). Now, we extend ũε

on all Qν
ρ(x) by setting it equal to uν

x,ε outside U . Thus, we get

Eε(ũε, Q
ν
ρ(x)) ≤ Eε(ũε, U) + c2Cη(ρ

n−1 − (ρ′)n−1), (A.12)
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where we used Qν
ρ(x) \ U ⊂ Qν

ρ(x) \ Q
ν

ρ′(x), (f3), and (3.12). In this way, we can notice that since

ũε = uν
x,ε on Qν

ρ(x) \Q
ν

ρ′(x), ũε is admissible for mEε(u
ν
x,ε, Q

ν
ρ(x)) and so (A.11) implies

lim sup
ε→0

mEε
(uν

x,ε, Q
ν
ρ(x)) ≤ m0(u

ν
x, Q

ν
ρ(x)) + δρn−1 + 2c2Cη(ρ

n−1 − (ρ′)n−1). (A.13)

Finally, f ′′ ≤ f0 follows by sending ρ′ ↑ ρ in (A.13) and then arguing like at the end of Step 1. □

Lemma A.4. Let Eε be as in (3.1). For every u ∈ L2
loc(Rn) and A ∈ A, let E ′

0 and E ′′
0 be as in (4.1).

Then, the set functions E ′
0(u, ·) and E ′′

0 (u, ·) are increasing on A1.

Proof. Let A,B ∈ A1 with A ⊂ B. Because of (3.3) and (4.2), it is sufficient to show the lemma only
for BV functions taking values in {−1, 1}. Let (uε)ε ⊂ L2

loc(Rn) and u ∈ BV (B; {−1, 1}) be such that
uε → u strongly in L2(B). Then we have

lim inf
ε→0

Eε(uε, B) = lim inf
ε→0

Eε(uε, B)− c1M−
ε (uε, B) + c1M−

ε (uε, B)

≥ lim inf
ε→0

Eε(uε, A)− c1M−
ε (uε, A) + c1M−

ε (uε, B) (A.14)

≥ lim inf
ε→0

Eε(uε, A) + c1M−
0 (u,B \A) ≥ lim inf

ε→0
Eε(uε, A),

where we used that Eε − c1M−
ε has positive density and so defines an increasing set function, and

that the Γ − lim inf inequality in [11, Theorem 1.3] holds also for open and bounded subsets once we
assume u ∈ BV (B; {−1, 1}). Indeed, for the proof of the Γ− lim inf inequality in [11, Theorem 1.3], the
condition to have C1 boundary is used only in order to apply the compactness result [11, Theorem 1.1]
and to apply [11, Theorem 1.2] in order to bound the integrands of M−

ε (uε, B) in L1(B) (and thus the
integrands of M−

ε (uε, B \ A) are bounded in L1(B \ A) as well). By passing in (A.14) to the infimum
along all sequences uε converging to u strongly in L2(B), it easily follows E ′

0(u,B) ≥ E ′
0(u,A). Similarly,

it can be proved E ′′
0 (u,B) ≥ E ′′

0 (u,A). □

Lemma A.5. Let f be a random density, A ∈ A, and ũ ∈ W 2,2(A). For every l ∈ N define

f l(ω, x, u, ξ, ζ) :=

{
f(ω, x, u, ξ, ζ) if f(ω, x, u, ξ, ζ) ≥ −l,

−l otherwise,

and denote by E l the corresponding energy. Then, it holds

lim
l→∞

mEl[ω](ũ, A) = mE[ω](ũ, A),

for every ω ∈ Ω.

Proof. Since f l ≥ f , it clearly holds

lim inf
l→∞

mEl[ω](ũ, A) ≥ mE[ω](ũ, A).

Before showing the other inequality, we restrict the space of competitors for mE(ũ, A) to the ones only
having finite M+(·, A). Indeed, let u ∈ W 2,2(A) be such that

M+(u,A) = ∞ but ∞ > E [ω](u,A) ≥ c1M−(u,A).

Then, we would have ∞ = M+(u,A)−M−(u,A) = 2q
´
A
|∇u|2 dx, which contradicts ∇u ∈ L2(A;Rn).

Now notice that fl ↓ f pointwise and so, because of (f3), c2(W (u)+q|∇u|2+|∇2u|2)−f l(ω, x, u,∇u,∇2u) ↑
c2(W (u)+ q|∇u|2+ |∇2u|2)−f(ω, x, u,∇u,∇2u) pointwise as l → ∞. Thus, by Monotone Convergence
Theorem, it holds

E [ω](u,A) = lim
l→∞

E l[ω](u,A) ≥ lim sup
l→∞

mEl[ω](ũ, A),
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for every u ∈ S(ũ, A) such that M+(u,A) < ∞, which implies

mE[ω](ũ, A) ≥ lim sup
l→∞

mEl[ω](ũ, A).

□
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