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Abstract. In the present article we study diffuse interface models for two-phase biomembranes.

We will do so by starting off with a diffuse interface model on Rn defined by two coupled phase
fields u, v. The first phase field u is the diffuse approximation of the interior of the membrane;

the second phase field v is the diffuse approximation of the two phases of the membrane. We

prove a compactness result and a lower bound in the sense of Γ-convergence for pairs of phase
functions (uε, vε). As an application of this first result, we consider a diffuse approximation of

a two-phase Willmore functional plus line tension energy.

1. Introduction

The rigorous variational framework for the diffuse approximation of the area of a hypersurface in Rn is
the well-known analysis by Modica and Mortola [MM77, Mod87]: To a smooth function on Ω ⊆ Rn, one
associates the Van der Waals-Cahn-Hilliard energy

Mε(u) =

∫
Ω

(
ε

2
|∇u|2 + W (u)

ε

)
dx . (1.1)

Here W is a non-negative double-well potential with exactly two zeros, for example W (u) = (1 − u2)2.
The integrand above will be called “Modica-Mortola integrand” in the sequel. In the sharp interface limit
ε → 0, Iε converges in the sense of Γ-convergence to a multiple of the perimeter functional

P(u) =

{
PerE if u = χE for some set of finite perimeter E

+∞ else.

In the last decades this result has been generalized in several directions. For example we mention [Bal90]
for the multi-phase case, [Bou90] where heterogeneous fluids which may undergo temperature changes are
taken into account, [BF94, OS91] for anisotropic models, and [ABCP03, BZ09, CFG23, CFHP19, Mor20,
Mar23] where the interaction between singular perturbations and homogenization is considered (see also
[BMZ23, BEMZ22, BEMZ23] for the homogenization of Ambrosio-Tortorelli functionals).

With certain applications in biophysics in mind, we are going to call boundaries of sets of finite perimeter
membranes in the sequel. In some of these applications, one is interested in models for membranes that
themselves possess two different phases (with different physical properties), and the interface between such
phases should again be associated to an energy measuring its length. We will call such membranes two-
phase membranes. A concrete example are the Jülicher-Lipowsky energies [JL96] associated to a membrane
∂E ⊆ R3,

E(S1, S2) =
∑
j=1,2

∫
∂E

(
kj
1(H −Hj

0)
2 + kj

2K
)
dH2 + σ

∫
Γ

1 dH1,

where the membrane ∂E is decomposed into the two phases S1, S2, with common boundary Γ, H denotes
the mean curvature of ∂E, Hj

0 , j = 1, 2 are different reference values for the mean curvature, K denotes

Gauss curvature of ∂E, kj
i , i, j = 1, 2, are phase dependent elastic moduli, and σ is the interfacial energy

density.
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Similar to the manner in which we approximated the interior of the membrane ∂E by a phase function
u, we may now wish to approximate the two phases S1, S2 by a phase function v, defined on ∂E.

Such an effort has been undertaken in [OR23], where diffuse interface energies of Modica-Mortola type
have been considered on (generalized) hypersurfaces. Using the concept of generalized BV functions on
currents from [ADS96], the paper [OR23] contains a compactness result and lower bound in the sense of
Γ-convergence for the Modica-Mortola functional evaluated on sequences of current-function pairs (Sε, vε).
As an application of that first result, it also contains a compactness result and a lower bound in the sense
of Γ-convergence for the diffuse approximation of a two-phase Willmore functional combined with a line
tension energy (for the case n = 3). Other noteworthy research efforts concerning the variational analysis of
multiphase membranes are [CMV13, Hel12, Hel14] for the rotationally symmetric case, and more recently
[BLS20] in a more general setting.

In the present article, we study the diffuse approximation of a two-phase membrane starting from a
pair of phase functions (u, v). The diffuse surface energy of the membrane is (1.1), while the diffuse
interfacial energy between the two phases of the membrane is given by the integral of the product of the
Modica-Mortola integrands for u and v,

Iε(u, v) =

∫
Ω

(
ε

2
|∇u|2 + W (u)

ε

)(
ε

2
|∇v|2 + W (v)

ε

)
dx . (1.2)

In the first main contribution of the present paper, we will consider a sequence uε of phase fields such

that
1 + uε

2
converges strictly in BV towards the indicator function 1+u

2
= χE of a set of finite perimeter E

in Rn. We assume that the diffuse energies Mε(uε)+Iε(uε, vε) are uniformly bounded, and show that there
exists a phase function v that has values in {−1, 1} Hn−1 almost everywhere on the reduced boundary of
E, and a subsequence of (uε, vε)ε such that this sequence of pairs converges in a suitable sense to the pair
(u, v).

Our second contribution is a translation of the compactness result and the lower bound in the sense of
Γ-convergence for the two-phase Willmore functional plus line tension from [OR23] to the setting of pairs
of coupled phase functions (u, v).

To explain this second result of the present paper in slightly more detail, let us consider the diffuse
approximation of the Willmore energy for the phase function u in R3,

Fε(u) :=

∫
R3

1

ε

(
W ′(u)

ε
− ε∆u

)2

dx .

It has been shown in [BP93, RS06] that Mε + Fε converges to the sum of the area functional and the
Willmore functional as ε → 0, in the sense of Γ-convergence. We will consider couplings of the phase field
v the diffuse Willmore energy density,

Jε(u, v) =

∫
R3

a(v)

ε

(
W ′(u)

ε
− ε∆u

)2

dx

where a(v) can be thought of as a phase-dependent elastic modulus. Adopting suitable variants of the
hypotheses from [OR23], we make the assumption that Jε is uniformly bounded in a way that allows for
an application of the Li-Yau inequality [LY82], and which hence guarantees strict convergence in BV of a
subsequence of 1+uε

2
to the indicator function χE of a set of finite perimeter E ⊂ R3. We show that there

exists a further subsequence such that the pairs (uε, vε) converge to a limit pair (u, v) as in our first result,
and prove that the associated energy functionals (which in the limit is the two-phase Willmore functional
with line tension) satisfy a lower bound inequality in the sense of Γ-convergence in the limit ε → 0.

In the proof of our results we make extensive use, on the one hand, of the analysis of Modica-Mortola type
functionals on current-function pairs from [OR23], which in turn is based on the theory of BV functions
on currents from [ADS96], and on the other hand, of the analysis of the diffuse Willmore functional from
[RS06]. Our first main result is obtained by a slicing argument: To each of the slices we may apply the
compactness theorem and the lower bound from [OR23]. It then remains to show that the limit is the same
for each of the slices, which is achieved by a blow-up argument (see Step 2 in the proof of Proposition 3.6).
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In the application of the first result to the diffuse approximation of a two-phase Willmore functional, we
rely crucially on the estimates for the “discrepancy measures”

ξε =

(
ε

2
|∇uε|2 −

W (uε)

ε

)
L3

from [RS06]. It is shown there that |ξε| → 0. We may use this result to control the behavior of the
push-forward of measures

µε =

(
ε

2
|∇uε|2 +

W (uε)

ε

)
L3

under the graph map x 7→ (x, uε(x)), and show that this yields sufficiently strong convergence of the
3-tuples (µε, uε, vε) (see Lemma 4.9) in order to obtain our result from standard lower semicontinuity
theorems for measure-function pairs.

In order to obtain full Γ-convergence statements, we would have to supply upper bound constructions
matching the lower bounds provided by Theorems 3.1 and 4.1. However, we refrain from treating the
general construction in the present paper. We only construct upper bounds (corresponding to the situation
encountered in Theorem 4.1) for the case of limits given by a smooth two-dimensional surface in R3

possessing a smooth one-dimensional interface between the two phases defined on it. For this case, the
generalization of the constructions from [BP93] is relatively straightforward, and is carried out in Appendix
A. The question how to generalize this construction to non-smooth limit surfaces is left open for future
research.

The plan of the paper is as follows: In Section 2 we introduce some notation and preliminaries concerning
BV functions, Sobolev spaces and BV spaces on rectifiable currents, oriented varifolds and measure-
function pairs. In Section 3 we state and prove our first result, Theorem 3.1. Our second result, Theorem
4.1, will be stated and proved in Section 4. The upper bound construction for the smooth case is contained
in Appendix A, whereas Appendix B contains some properties of Sobolev spaces with respect to measures.
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2. Notation and Preliminary results

In this section we collect some notation and recall some results that will be useful throughout the paper.

2.1. Notation.

(a) n,m ≥ 2 are fixed positive integers;
(b) Ln and Hn−1 denote the Lebesgue measure and the (n − 1)-dimensional Hausdorff measure on

Rn, respectively;
(c) for every A ⊂ Rn let χA denote the characteristic function of the set A;
(d) Ω is an open subset of Rn;
(e) M(Ω) is the space of finite Radon measures on Ω;
(f) BV (Ω) is the space of functions with bounded variation on Ω (see Section 2.2);
(g) Br(x) denotes the open ball in Rn of radius r > 0 centered at x;
(h) Λk(Rn) and Λk(Rn), 0 ≤ k ≤ n, are the space of k-vectors and k-covectors, respectively, in Rn;
(i) Dk(Ω), 0 ≤ k ≤ n, denotes the space of all infinitely differentiable k-differential forms Ω → Λk(Rn)

with compact support in Ω, and Dk(Ω), 0 ≤ k ≤ n, is the space of k-currents on Ω (see section
2.3).
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2.2. Functions of bounded variation. We say that a map u ∈ L1
loc.(Ω) is a function of bounded

variation if

|Du|(Ω) := sup

{∫
Ω

u divϕ dx : ϕ ∈ C1
c (Ω;Rn), ∥ϕ∥L∞(Ω) ≤ 1

}
< ∞ .

We denote by BV (Ω) the set of such maps. In this case, Du is a vector-valued finite Radon measure and
|Du| is the total variation of u. If u ∈ W 1,1(Ω), then Du is just the weak gradient of u.

We say that a set E has finite perimeter in Ω if χE ∈ BV (Ω) and we write Per (E,Ω) := |DχE |(Ω).
When Ω = Rn we simply write Per (E).

Definition 2.1. We say that a sequence (uε)ε>0 converges strictly in BVloc.(Rn) to u if uε converges to
u in L1

loc.(Rn) and |Duε|(Rn) converges to |Du|(Rn).

Definition 2.2 (Measure theoretic boundary). Let E be a set of finite perimeter and x ∈ Rn. We say
x ∈ ∂∗E, the measure theoretic boundary of E if

lim sup
r→0

Ln(Br(x) ∩ E)

rn
> 0

and

lim sup
r→0

Ln(Br(x)\E)

rn
> 0.

Proposition 2.3. Let E be a set of finite perimeter. For Hn−1 a.e. x ∈ ∂∗E, the generalized normal to
E:

νE(x) := lim
r→0

∫
B(x,r)

DχE∫
B(x,r)

|DχE |

exists and |νE(x)| = 1.

The family of sets with finite perimeter can be identified with the space BV (Ω; {0, 1}), that is, the
space of functions in BV (Ω) taking values in {0, 1} almost everywhere. Indeed if u ∈ BV (Ω; {0, 1}) then
u = χE with E = {x ∈ Ω: u(x) = 1} and

Du(B) =

∫
B∩Ju

νu dHn−1 ,

for every Borel set B ⊂ Rn, where Ju is the set of approximate jump points of u which, up to Hn−1-
negligible sets, coincides with ∂∗E ∩ Ω and νu is the external normal to Ju which coincides with νE
Hn−1-a.e. Moreover

Per (E,Ω) = |Du|(Ω) = Hn−1(Ju ∩ Ω) .

In a similar manner any u ∈ BV (Ω; {−1, 1}) is of the form u = 2χE − 1 for some set of finite perimeter E.

Proposition 2.4 (Co-area formula for BV -functions). If u ∈ BV (Ω), then for every non-negative mea-
surable function g we have that ∫

Ω

g d|Du| =
∫
R

∫
∂∗{u≥t}

g dHn−1 dt .

2.3. Currents and BV functions on currents. For 0 ≤ k ≤ n, we denote by Λk(Rn) the space of all
k−vectors and by Λk(Rn) the space of all k−covectors. The Hodge star isomorphism is denoted by

⋆ : Λk(Rn) → Λn−k(Rn) .

For Ω ⊂ Rn an open set, we denote by Dk(Ω) the space of all infinitely differentiable k−differential forms
Ω → Λk(Rn) with compact support in Ω. The dual Dk(Ω) of Dk(Ω) is the space of k−currents on Ω. The
boundary ∂T ∈ Dk−1(Ω) of a current T ∈ Dk(Ω) is defined as:

⟨∂T, ω⟩ = ⟨T, dω⟩ for all ω ∈ Dk−1(Ω).



PHASE-TRANSITION FUNCTIONALS 5

Definition 2.5. The mass of a current T ∈ Dk(Ω) is

MΩ(T ) = sup{⟨T, ω⟩ : ω ∈ Dk(Ω) , ∥ω∥L∞ ≤ 1} .

Moreover we say that a sequence (Th)h∈N ∈ Dk(Ω) converges to T ∈ Dk(Ω) in the sense of currents, and

we write Th
∗
⇀ T , if

⟨Th, ω⟩ → ⟨T, ω⟩ , for all ω ∈ Dk(Ω) .

If MΩ(T ) < +∞, then by the Riesz representation theorem there exists a Radon measure ∥T∥ on Ω

and a ∥T∥-measurable function
−→
T : Ω → Λk(Rn) such that |

−→
T | = 1 ∥T∥ a.e. on Ω and

⟨T, ω⟩ =
∫
Ω

⟨ω,
−→
T ⟩ d∥T∥ for all ω ∈ Dk(Ω) .

For a k-rectifiable set M ⊂ Rn, for Hk-a.e. x ∈ M there is measure theoretic tangent space TxM . A
map τ : M → Λk(Rn) is an orientation on M if τ is Hk-measurable and for Hka.e. x ∈ M , τ(x) is a unit
simple k-vector than spans TxM . For a k-rectifiable set M ⊂ Ω, τ an orientation on M and ρ : M → R+

a locally Hk-summable function, we define the rectifiable k-current T := JM, τ, ρK ∈ Dk(Ω) as:

⟨T, ω⟩ :=
∫
M

⟨ω, τ⟩ρ dHk , ∀ω ∈ Dk(Ω) .

The function ρ is called multiplicity of T . We denote by Rk(Ω) the set of rectifiable k-currents, and
by Ik(Ω) the set of integer rectifiable k-currents, i.e., the set of rectifiable k-currents with integer-valued
multiplicity ρ. A current T ∈ Ik(Ω) with ∂T ∈ Ik−1(Ω) is called integral.

In the context of graphs over sets in Rn it is convenient to identify Rn+1 = Rn
x × Ry for which the

standard basis is (e1, . . . , en, ey) and the corresponding coordinates are (x, y) = (x1, . . . , xn, y).

2.3.1. BV functions over currents. For a rectifiable k-current T = JM, τ, ρK and a function u : M → R we
introduce the set between the graph of u and 0:

Eu,T := {(x, y) ∈ M × R : 0 < y < u(x) if 0 < u(x) , u(x) < y < 0 if u(x) < 0}.

and for every (x, y) ∈ Eu,T an induced orientation:

α(x, y) :=

{
−ey ∧ τ(x) if y > 0,

ey ∧ τ(x) if y < 0.

We define the k + 1−current Σu,T := JEu,T , α, ρ ◦ pK with p(x, y) = x for every (x, y) ∈ Rn × R and we
obtain the generalized graph of u over T :

Gu,T := −∂Σu,T + T ⊗ δ0.

where T ⊗ δ0 is defined as ⟨T ⊗ δ0, ω⟩ = ⟨T, ω(·, 0)⟩. We now recall the definition of BV functions over
integer rectifiable currents [ADS96, Definition 2.5].

Definition 2.6. We consider a rectifiable k-current T = JM, τ, ρK and u : M → R. We say that u is a
function of bounded variation over T if the mass M(Gu,T ) of the generalized graph is finite. The set of
the functions of finite bounded variation over T is denoted by BV (T ). Moreover, we denote by BV (T ;A)
the set of functions in BV (T ) taking values in A ⊂ R Hk a.e..

2.3.2. Sobolev spaces with respect to currents. We define Sobolev spaces with respect to currents based on
the above definition of BV spaces. Let S = JM, τ, ρK be as above, and µ = ∥S∥. For Hk M almost every
x ∈ M , we may define P (x) as the the projection onto the tangent space of M at x. For such x we set

∇µu(x) := P (x)∇u(x) .

For p ∈ [1,∞) and u ∈ C∞
c (Rn), we define

∥u∥H1,p(S) = ∥u∥Lp
µ(Rn) + ∥∇µu∥Lp

µ(Rn) .

The Sobolev space H1,p(S) is defined as the closure of C∞
c (Rn) with respect to the norm ∥u∥H1,p(S).
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Remark 2.7. The definition of Sobolev spaces with respect to measures is a delicate issue that we will not
treat in any depth here; we refer the interested reader to [BBS97, BBF01, FM99]. Our definitions (the

one of H1,p(S) above, and the definition of Ĥ1,p
µε

(Rn) below) are slightly different to the one used in these
references and we cannot apply the theory developed there. The only property of these spaces that we
will prove (paralleling Proposition 2.1 in [BBS97]) is the uniqueness of the tangential gradient ∇∥S∥v for

a given v ∈ H1,p(S) or of the gradient ∇v for a given v ∈ Ĥ1,p
µε

(Rn), which does not immediately follow

from the definitions. As a straightforward consequence, one obtains that the spaces H1,p(S), Ĥ1,p
µε

(Rn) are
reflexive. However, since the only fact that will be of importance for us is that every element in these
spaces can be approximated by smooth functions (a fact that is implicitly exploited by appealing to [OR23,
Theorem 1] in the proof of Proposition 3.6 below), we have relegated the proof of the uniqueness of the
gradient to the appendix, see Lemmata B.2 and B.3.

2.4. Oriented Varifolds. We use the notations and definitions of [OR23, Section 2.2] and [Hut86]. We
denote the set of k−dimensional oriented subspaces of Rn by Go(n, k). We can identify this set with the
simple unit k-vectors in Λk(Rn).

Definition 2.8. An oriented k-varifold V is an element of M(Rn ×Go(n, k)):

V (φ) =

∫
Rn×Go(n,k)

φ(x, ξ) dV (x, ξ)

for every φ ∈ C0
c (Rn ×Go(n, k)).

For a k−rectifiable set M with orientation τ and θ± : M → R+ locally Hk-summable such that
θ+ + θ− > 0 we define v(M, τ, θ±) as the following k-dimensional rectifiable oriented varifold:

v(M, τ, θ±)(φ) =

∫
M

(
θ+(x)φ(x, τ(x)) + θ−(x)φ(x,−τ(x))

)
dHk .

If the multiplicity functions θ± are N-valued, then v(M, τ, θ±) is an integral oriented k−varifold. We denote
the set of k-dimensional oriented varifolds by Vo

k(Rn), the set of k-dimensional oriented rectifiable varifolds
by RVo

k(Rn), and the set of k-dimensional oriented integral varifolds by IVo
k(Rn).

To an oriented k-varifold V we can associate the k−current:

c(V )(φ) =

∫
Rn×Go(n,m)

⟨φ(x), ξ⟩ dV (x, ξ) .

Hence, the convergence as oriented varifolds implies the convergence of the associated currents.
The first variation of a varifold V ∈ V0

k(Rn) is the Rn valued distribution δV defined by

δV (X) = −
∫

∇X : PT dV (x, T ) for X ∈ C1
c (Rn;Rn) ,

where PT denotes projection to the tangent plane orthogonal to T ∈ Go(n, k) in matrix form. If there
exists HV ∈ L1

∥V ∥(Rn;Rn) such that

δV (X) =

∫
HV ·X d∥V ∥ ,

then we say that V possesses generalized mean curvature HV . If A ⊂ Rn is k-rectifiable and ∥V ∥ = Hk A
for some V ∈ IVo

k(Rn) possessing generalized mean curvature HV , then we also write HA ≡ HV .

2.5. Measure-function pairs. We recall the definition of measure-function pairs from [Mos01] (see also
[Hut86]). Let Ω ⊂ Rn. If µ ∈ M(Rn) and f ∈ L1

loc,µ(Ω;Rm), then we say that (µ, f) is a measure-function
pair over Ω with values in Rm.

Definition 2.9 (Convergence of measure-function pairs). Let {(µk, fk) : k ∈ N} and (µ, f) be measure-
function pairs over Ω with values in Rm, and 1 ≤ q < ∞.

(i) We say that (µk, fk) converges weakly in Lq to (µ, f) and write

(µk, fk) ⇀ (µ, f) in Lq

if µk
∗
⇀ µ in M(Ω), µk fk

∗
⇀ µ f in M(Ω;Rm), and ∥fk∥Lp

µk
(Ω;Rm) is uniformly bounded.
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(ii) We say that (µk, fk) converges strongly in Lq to (µ, f) and write

(µk, fk) → (µ, f) in Lq

if for all φ ∈ C0
c (Rn × Rm),

lim
k→∞

∫
Ω

φ(x, fk(x)) dµk(x) =

∫
Ω

φ(x, f(x)) dµ(x) ,

and

lim
j→∞

∫
Sk,j

|fk|q dµk = 0 uniformly in k ,

where Sk,j = {x ∈ Ω: |x| ≥ j or |fk(x)| ≥ j}.

3. Setting of the problem and first result

In this section we describe the setting of the problem we are considering. Afterwards we state and prove
our first main result: Theorem 3.1.

We let W : R → R be a double well potential, i.e., a continuous function, such that for some T, c > 0,
p > 1 it holds

W−1(0) = {−1, 1} , c|t|p ≤ W (t) ≤ 1

c
|t|p ∀|t| ≥ T . (3.1)

Let ϕ : R → R be defined by

ϕ(t) =

∫ t

−1

√
2W (s) ds , (3.2)

and set
σ = ϕ(1) . (3.3)

For ε > 0, let uε ∈ W 1,2
loc.(R

n) be such that

µε :=
( ε
2
|∇uε|2 + ε−1W (uε)

)
Ln

is a finite measure.
For p ∈ [1,∞) and v ∈ C∞

c (Rn), set

∥v∥
Ĥ

1,p
µε (Rn)

:= ∥v∥Lp
µε (Rn) + ∥∇v∥Lp

µε (Rn;Rn) .

We define Ĥ1,p
µε

as the completion of C∞
c (Rn) with respect to ∥v∥

Ĥ
1,p
µε (Rn)

. In Lemma B.3 in the appendix

we show that this definition yields a unique gradient ∇v for every v ∈ H1,p
µε

(Rn).
The above definition of the Sobolev spaces with respect to the measure µε has been chosen such that

we may perform a slicing procedure with respect to the level sets of uε, and obtain on every slice a Sobolev
function on the associated current, see Lemma 3.3 below.

For n ≥ 2, ε > 0 we consider the family of functionals Iε : (L
1
loc.(Rn))2 → [0,+∞] defined by

Iε(u, v) :=

∫
Rn

(
W (v)

ε
+

ε

2
|∇v|2

)(
W (u)

ε
+

ε

2
|∇u|2

)
dx , (3.4)

if u ∈ W 1,2
loc.(R

n), and v ∈ Ĥ1,2
µε

(Rn), and +∞ otherwise. We denote also by Mε : L
1
loc.(Rn) → [0,+∞] the

classical Modica-Mortola functional, i.e.,

Mε(u) :=

∫
Rn

(
W (u)

ε
+

ε

2
|∇u|2

)
dx = µε(Rn) , (3.5)

if u ∈ W 1,2
loc.(R

n), and +∞ otherwise.
In this model the variable u has to be understood as a regularization of a piecewise constant function
2χE − 1 where the surface ∂E represents a bio-membrane, whereas the variable v is a phase-field variable
modelling the phase separation on the membrane itself.

We now state the first main result of this paper.

Theorem 3.1 (Lower bound and compactness of Iε). Let Iε be defined as in (3.4). Then the following
hold:
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(1) Compactness. Let ((uε, vε))ε>0 ⊂ (L1
loc.(Rn))2 be a sequence such that sup Iε(uε, vε) < +∞.

Assume also that there exists u ∈ BVloc.(Rn; {−1, 1}) such that uε → u strictly in BVloc.(Rn) in
the sense of Definition 2.1. Then there exists v ∈ BV (S; {−1, 1}), with S = JJu, ∗νu, 1K, such
that, up to subsequence,

(|∇(ϕ ◦ uε)|Ln, vε) → (σHn−1 Ju, v) in Lq (3.6)

as measure-function pairs for every q ∈ [1, p), where ϕ is given in (3.2).
(2) Lower bound. Let ((uε, vε))ε>0 ⊂ (L1

loc.(Rn))2 be a sequence and (u, v) ∈ BVloc.(Rn; {−1, 1}) ×
BV (S; {−1, 1}) with S = JJu, ⋆νu, 1K, such that uε → u strictly in BV and the convergence (3.6)
holds. Then

lim inf
ε↘0

Iε(uε, vε) ≥ I(u, v) , (3.7)

where I : (L1
loc(Rn))2 → [0,+∞] is defined as

I(u, v) := σ2Hn−2(Jv) , (3.8)

with σ as in (3.3), if (u, v) ∈ BVloc(Rn; {−1, 1})×BV (S; {−1, 1}), and is equal to +∞ otherwise.

Proof of Theorem 3.1. The proof is the consequence of two upcoming propositions. Proposition 3.6 gives
the compactness part of the theorem. Moreover, we obtain that for a.e. t ∈ [0, σ], we have that∫

∂∗Et
ε

φ(x, vε) dHn−1 →
∫
Ju

φ(x, v) dHn−1 for every φ ∈ C0
c (Rn × R) ,

where Et
ε = {ϕ ◦ uε > t}. This additional property is the assumption of Proposition 3.7, which provides

the lower bound. □

3.1. Proof of Propositions 3.6 and 3.7. We first recall [OR23, Theorem 1] which will be used to obtain
compactness in the proof of Proposition 3.6 once we have performed a slicing procedure.

Theorem 3.2 ([OR23] Theorem 1). Let a family (Eε)ε>0 of finite perimeter sets in Rn, whose boundaries
carry the currents Sε = J∂∗E, ⋆νEε , 1K and a sequence (v′ε)ε ∈ H1,2(Sε) be given.

Assume that for some set E of finite perimeter χEε → χE strictly in BV (Rn). Let ν′ = νE : ∂∗E → Sn−1

denote the inner normal of E and set S′ = J∂∗E, ⋆ν′, 1K, µ = Hn−1 ∂∗E. Let us further assume that for
some Λ′ > 0 ∫

Rn

(
W (v′ε)

ε
+

ε

2
|∇v′ε|2

)
dµ′

ε ≤ Λ .

Then there exists v ∈ BV (S; {−1, 1}) and a subsequence ε → 0 such that the following holds:

(µ′
ε, v

′
ε) → (µ, v) as measure-function pairs in Lq for any 1 ≤ q < p .

Moreover, J{v = 1}, ⋆ν′, 1K is an integral (n− 1)−current and we have the lower bound estimate

lim inf
ε↘0

∫
Rn

(
W (v′ε)

ε
+

ε

2
|∇v′ε|2

)
dµ′

ε ≥ σHn−2(Jv) ,

where Jv = supp ∂J{v = 1}, ⋆ν′, 1K.

Next we give a lemma clarifying the relation between the different notions of Sobolev spaces over
currents and measures that we are using:

Lemma 3.3. Let ε > 0, uε ∈ W 1,2
loc.(R

n) such that µε =
(
ε
2
|∇uε|2 + ε−1W (uε)

)
Ln is a finite measure,

Et
ε = {x ∈ Rn : uε(x) > t}, and

Sε,t :=
r
∂∗{uε > t}, ⋆ ∇uε

|∇uε|
, 1

z
.

If v ∈ Ĥ1,2
µε

(Rn), then v ∈ H1,2(Sε,t) for almost every t.
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Proof. Assume that vj ∈ C∞
c (Rn) with vj → v, ∇vj → ∇v in L2

µε
(Rn). Then writing Uε = ϕ◦uε, we have

|∇Uε| ≤
ε

2
|∇uε|2 + ε−1W (uε)

and hence

0 = lim
j→∞

∫
|vj − v|2 + |∇vj −∇v|2 dµε

≥ lim
j→∞

∫
Rn

|vj − v|2 + |∇vj −∇v|2|∇Uε(x)| dx

≥ lim
j→∞

∫ ∞

−∞

∫
∂∗{Uε>t}

|vj − v|2 + |∇µε,tvj −∇µε,tv|
2 dHn−1 dt

where µε,t = ∥Sε,t∥. Our claim follows from the fact that ϕ is a homeomorphism. □

As a preparation of the proof of the compactness statement in Theorem 3.1, we introduce two preliminary
lemmata.

Lemma 3.4. Let Λ > 0 and let Gk : [a, b] → [0,∞) be a sequence of measurable functions with k ∈ N such
that

sup
k∈N

∫ b

a

Gk(t) dt ≤ Λ.

Then, for every k ∈ N, there exists hk : [a, b] → [a, b] such that

∀ t0 ∈ (a, b) , ∃C(Λ, t0) > 0 such that for a.e. t ∈ [a, t0] , sup
k∈N

Gk(hk(t)) ≤ C(Λ, t0) (3.9)

and

∀ t0 ∈ (a, b) , there exist a < s1 < s2 < b such that for every k ∈ N , s1 < hk(t0) < s2 . (3.10)

Moreover, ∫ b

a

f(hk(t)) dt =

∫ b

a

f(t) dt for every f non negative and measurable. (3.11)

Proof. For simplicity of notation, we will prove the statement for [a, b] = [0, 1].
We fix 0 < δ < 1

2
and k ∈ N and use a recursive argument. Since∫ 1

0

Gk(t) dt ≤ Λ

there exists a set A0
k ⊂ [ δ

4
, 1− δ

4
] such that

|A0
k| > 1− δ and ∀ t ∈ A0

k , Gk(t) ≤
3Λ

δ
.

Hence, we can find a compact set B0
k ⊂ [ δ

4
, 1− δ

4
] such that

|B0
k| = 1− δ and ∀ t ∈ B0

k , Gk(t) ≤
3Λ

δ
.

We then define the function:

h0
k : [0, 1− δ) −→ B0

k

t 7−→ inf{s ∈ B0
k, |{x ∈ B0

k, x ≤ s}| ≥ t}.

Analogously, there exists a compact set B1
k ⊂ [− δ

8
, 1− δ

8
] such that:

B0
k ∩B1

k = ∅ , |B1
k| =

δ

2
and ∀ t ∈ B1

k , Gk(t) ≤
5Λ

δ
.

We define the function:

h1
k : [1− δ, 1− δ

2
) −→ B1

k

t 7−→ inf{s ∈ B1
k, |{x ∈ B1

k, x ≤ s}| ≥ t− (1− δ)}.
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Carrying on in the same way, we can find a family of sets {Bi
k}i∈N and a family of functions {hi

k}i∈N such
that:

• {Bi
k}i∈N is a family of pairwise disjoint compact subsets of [0, 1] with | ∪i B

i
k| = 1, satisfying

|B0
k| = 1− δ , |Bi

k| =
δ

2i
, Bi

k ⊂ [
δ

2i+2
, 1− δ

2i+2
] ∀i ≥ 1 ,

and

Gk(t) ≤
Λ

δ
Ki ∀t ∈ Bi

k ,

with Ki := (2i+1 + 1)Λ
δ
;

• {hi
k}i∈N is a family of functions

h0
k : [0, 1− 2δ) → B0

k , hi
k : [1−

δ

2i−1
, 1− δ

2i
) → Bi

k ∀i ≥ 1

defined as

h0
k(t) := inf{s ∈ B0

k, |{x ∈ B0
k, x ≤ s}| ≥ t} ,

hi
k(t) := inf{s ∈ Bi

k, |{x ∈ Bi
k, x ≤ s}| ≥ t− (1− δ

2i−1
)} .

Hence, we define the function hk : [0, 1) → [0, 1] as

hk(t) :=

h0
k(t) if t ∈ [0, 1− δ)

hi
k(t) if t ∈ [1− δ

2i−1 , 1− δ
2i
) , i ≥ 1

.

Thanks to the definition of hk, for every 0 < t0 < 1, there exists i ∈ N such that t0 < 1 − δ
2i
. Hence,

for every k ∈ N and every t ∈ [0, t0] we have that

Gk(hk(t)) ≤ (2i+1 + 1)
Λ

δ
:= C(Λ, t0) .

By construction, (3.10) is satisfied. Moreover, for every s ∈ [0, 1],

|{t ∈ [0, 1], hk(t) < s}| =
∑
i∈N

|{t ∈ [0, 1], hk(t) < s and hk(t) ∈ Bi
k}|

=
∑
i∈N

|Bi
k ∩ [0, s]| = k .

Thus, by density, for every measurable function f : (0, 1) → R+, we also deduce the third property.
□

In the following lemma, we will consider a set X with a notion of convergence denoted by “→”. All
that we require of the “notion of convergence” is that it maps the set of sequences in X to the space X
with an additional symbol, reserved for non-convergent sequences, such that the following two properties
are fulfilled:

(i) If xk → x, then xkl → x for every strictly increasing sequence (kl)l∈N ⊂ N
(ii) If xk ̸→ x, then there exists a strictly increasing sequence (kl)l∈N ⊂ N such that no subsequence

(klm)m∈N satisfies xklm
→ x.

Lemma 3.5. Let X be a space with a notion of converging sequence and Fk : [0, 1] → X with k ∈ N such
that:

(1) For a.e. t ∈ [0, 1] and for every strictly monotone sequence (kl)l∈N ⊂ N, there exist Ft ∈ X and a
subsequence (k′

l)l∈N ⊂ N of (kl)l∈N ⊂ N such that Fk′
l
(t) → Ft ∈ X.

(2) If for a strictly monotone sequence (kl)l∈N ⊂ N we have that

Fkl(t1) → Ft1 and Fkl(t2) → Ft2 , (3.12)

then Ft1 = Ft2 .
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Then there exist F ∈ X and a strictly increasing sequence (kl)l such that for a.e. t ∈ [0, 1]:

Fkl(t) → F .

Proof. We choose a strictly monotone sequence (kl)l∈N ⊂ N such that F̃kl(t) → F̃t for a specific t ∈ [0, 1].
We assume by contradiction that there exists a set of positive measure Σ ⊂ [0, 1] such that for every

s ∈ Σ, F̃kl(s) is not converging to F̃t. Thus, for a.e. s ∈ Σ there exists a subsequence (ks
l )l∈N ⊂ N of

(kl)l∈N ⊂ N, such that for no further subsequences of (F̃ks
l
(s))l∈N is converging to F̃t. But, by assumption,

for a.e. s ∈ Σ, we can extract from (F̃ks
l
(s))l∈N a subsequence converging to F̃s ∈ X. By (3.12), this is a

contradiction.
□

We are ready to state the compactness result of Theorem 3.1.

Proposition 3.6 (Compactness). Let εk ↓ 0, and (uεk , vεk ) ⊂ (L1(Rn))2 be a sequence such that

sup Iεk (uεk , vεk ) < +∞ .

Assume also that there exists u ∈ BV (Rn; {−1, 1}) such that uεk → u strictly in BVloc(Rn). Then there
exists v ∈ BV (S; {−1, 1}), with S = JJu, ∗νu, 1K, such that, up to subsequence,

(|∇(ϕ ◦ uεk )|L
n, vεk ) → (σHn−1 Ju, v) in Lq (3.13)

as measure-function pairs for every q ∈ [1, p). Moreover, we also have for a.e. t ∈ [0, σ] that∫
∂∗Et

ε

φ(x, vε) dHn−1 →
∫
Ju

φ(x, v) dHn−1 for every φ ∈ C0
c (Rn × R) , (3.14)

where Et
ε = {ϕ ◦ uε > t}.

Proof. We restrict ourselves to a subsequence (that we do not relabel) such that Iεk (uεk , vεk ) converges
to the lim inf in (3.7).

In order to alleviate the notation, we will write uk and vk instead of uεk and vεk ,

Uk = ϕ ◦ uεk .

For the superlevel sets of Uk, we introduce the notation

Es
k := {x ∈ Rn : Uk > s} . (3.15)

Step 1: Slicing over uk. By the chain rule and the Cauchy-Schwarz inequality with εk,

|∇Uk(x)| ≤
√

2W (uk(x))|∇uk(x)| ≤
εk
2
|∇uk|2 + ε−1

k W (uk(x)) .

Hence, using the coarea formula,

Λ ≥ Iεk (uk, vk) ≥
∫
Rn

(
W (vk)

εk
+

εk
2
|∇vk|2

)
|∇Uk| dx

=

∫ +∞

−∞

∫
∂∗Es

k

(
W (vk)

εk
+

εk
2
|∇vk|2

)
dHn−1 ds .

(3.16)

Step 2: Equality of the limit on slices. We begin with the following observations:

O.1 By the coarea formula 2.4, for a.e. t ∈ [0, σ], the set Et
k is a set of finite perimeter for every k ∈ N .

O.2 For a.e. t ∈ [0, σ], χEt
k
→ 2χu − 1 in L1

loc.(Rn). By lower semicontinuity of the perimeter and the

fact that ∫ σ

0

Per(Et
k) dt → σHn−1(Ju) ,

we have that Et
k converges strictly in BVloc.(Rn) to 2χu − 1 for a.e. t ∈ [0, σ].

O.3 By [MSZ03, Theorem 1.1], for a.e. t ∈ [0, σ], Hn−1(U−1
k (t)∆∂∗E

t
k) = 0 for every k ∈ N for the

precise representative of the Sobolev map Uk .
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We define S ⊂ [0, σ] as the set of t ∈ [0, σ], such that one of the previous properties does not hold.
Hence, we have that |S| = 0.

We claim the following: If, for some t1, t2 ∈ [0, σ]\S, t1 < t2, there exists a subsequence (kl)l∈N and
vt1 , vt2 ∈ BV (S; {−1, 1}) such that

(Hn−1 ∂∗E
ti
kl
, vkl) → (Hn−1 Ju, v

ti) in Lq , ∀ 1 ≤ q < p , for l → ∞ (3.17)

as measure-function pairs for i = 1, 2, then vt1 = vt2 for Hn−1 a.e. x ∈ Ju. In order to alleviate the
notation, we will assume that the subsequence is the sequence itself, such that the assumption becomes

(Hn−1 ∂∗E
ti
k , vk) → (Hn−1 Ju, v

ti) in Lq , ∀ 1 ≤ q < p , for k → ∞ .

We introduce

B := {x ∈ Ju : v
t1(x) ̸= vt2(x)} = {x ∈ Ju : ϕ(v

t1(x)) ̸= ϕ(vt2(x))} .
We will prove our claim by contradiction: Assume that Hn−1(B) > 0. Assume also, without loss of
generality, that

B̃ := {x ∈ B : vt1(x) = 1, vt2(x) = −1} = {x ∈ B : ϕ(vt1(x)) = ϕ(1), ϕ(vt2(x)) = ϕ(−1)}

satisfies Hn−1(B̃) > 0. Let δ > 0. By the properties of sets of finite perimeter under blow-up (see

e.g. [EG92, Chapter 5.7]) for Hn−1 a.e. x0 ∈ B̃, we can find ρ0 > 0 such that for every 0 < ρ < ρ0 it holds:
|{u = 1} ∩B+

ρ (x0)| ≥ 1
2
|Bρ(x0)| − δ and |{u = 1} ∩B−

ρ (x0)| ≤ δ ,

1− δ ≤ Hn−1(Ju ∩Bρ(x0))

ω(π, n− 1)ρn−1
≤ 1 + δ ,

(3.18)

where B±
ρ (x0) are the half-balls separated by D0, the (n− 1)-dimensional unit disk of radius ρ, of center

x0 and orthogonal to νu(x0) and ω(π, n− 1) is the measure of the n− 1-dimensional unit ball. By (O.2),

Hn−1(∂∗E
ti
k ∩Bρ(x0)) → Hn−1(Ju ∩Bρ(x0)) , for i = 1, 2 . (3.19)

This together with (3.18) imply

1− 2δ ≤
Hn−1(∂∗E

ti
k ∩Bρ(x0))

ω(π, n− 1)ρn−1
≤ 1 + 2δ , for i = 1, 2 (3.20)

for k ∈ N large. By the Lebesgue Differentiation Theorem, up to possibly taking ρ0 smaller, we also have
that:

Hn−1({x ∈ Ju ∩Bρ(x0), v
t1(x) ≥ 1− δ})

ω(π, n− 1)ρn−1
≥ 1− δ , (3.21)

and
Hn−1({x ∈ Ju ∩Bρ(x0), v

t2(x) ≤ δ − 1})
ω(π, n− 1)ρn−1

≥ 1− δ .

Moreover, by the strong convergence (3.17) we have:∫
∂∗E

ti
k

φ(x, vk(x)) dHn−1 →
∫
Ju

φ(x, vti(x)) dHn−1 , for i = 1, 2

for every φ ∈ C0
c (Rn × R). Hence, by a density argument we obtain

Hn−1({x ∈ ∂∗E
t1
k ∩Bρ(x0), vk(x) ≥ 1− δ}) → Hn−1({x ∈ Ju ∩Bρ(x0), v

t1(x) ≥ 1− δ}) ,
and

Hn−1({x ∈ ∂∗E
t2
k ∩Bρ(x0), vk(x) ≤ δ − 1}) → Hn−1({x ∈ Ju ∩Bρ(x0), v

t2(x) ≤ δ − 1}) .
Therefore, for k large enough and using (3.18), (3.19) and (3.21) it holds

Hn−1(∂∗E
t1
k ∩Bρ(x0) ∩ {vk(x) ≥ 1− δ})

Hn−1(∂∗E
t1
k ∩Bρ(x0))

≥ 1− 2δ (3.22)

and
Hn−1(∂∗E

t2
k ∩Bρ(x0) ∩ {vk(x) ≤ δ − 1})

Hn−1(∂∗E
t2
k ∩Bρ(x0))

≥ 1− 2δ . (3.23)
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By the L1
loc. convergence of χ

E
ti
k

to (1 + u)/2 for i = 1, 2 and (3.18), for k large, we have:

|Eti
k ∩B+

ρ (x0)| ≥
1

2
|Bρ(x0)| − 2δ , for i = 1, 2 .

By Fubini’s theorem we have:

|Eti
k ∩B+

ρ (x0)| =
∫
D0

∫
x+Rνu(x0)

χ
E

ti
k

∩B+
ρ (x0)

(x, y) dy dHn−1(x) , for i = 1, 2 .

Hence, for δ chosen sufficiently small, we obtain that

Hn−1({x ∈ D0 , x+ Rνu(x0) intersects E
ti
k ∩Bρ(x0) for i = 1, 2}

)
≥ 5

6
ω(π, n− 1)ρn−1.

In a similar way, the estimate

|Eti
k ∩B−

ρ (x0)| ≤ 2δ for i = 1, 2

implies that

Hn−1({x ∈ D0 , x+ Rνu(x0) intersects (E
ti
k )c ∩Bρ(x0) for i = 1, 2}

)
≥ 5

6
ω(π, n− 1)ρn−1 ,

where (Eti
k )c denotes the complement of Eti

k . Hence,

Hn−1({x ∈ D0 , x+ Rνu(x0) intersects ∂E
ti
k ∩Bρ(x0) for i = 1, 2}

)
≥ 2

3
ω(π, n− 1)ρn−1.

Since Uk is a Sobolev function, Uk is absolutely continuous on x+ Rνu(x0) for Hn−1 a.e. x ∈ D0 and we
get

Hn−1({x ∈ D0 , x+ Rνu(x0) intersects U
−1
k (ti) ∩Bρ(x0) for i = 1, 2}

)
≥ 2

3
ω(π, n− 1)ρn−1.

By (O.3) it follows:

Hn−1({x ∈ D0 , x+ Rνu(x0) intersects ∂∗E
ti
k ∩Bρ(x0) for i = 1, 2}

)
≥ 2

3
ω(π, n− 1)ρn−1. (3.24)

Let us call D1 the set of points x′ ∈ D0 such that x′ + Rνu(x0) intersects

{x ∈ ∂∗E
t1
k ∩Bρ(x0), vk(x) ≥ 1− δ} and {x ∈ ∂∗E

t2
k ∩Bρ(x0), vk(x) ≤ δ − 1} .

Then, for k large enough, by (3.22), (3.23) and (3.24), we obtain that

Hn−1(D1) ≥
1

2
ω(π, n− 1)ρn−1.

We are ready to prove the contradiction. We have

Λ ≥ Iεk (uk, vk) ≥
∫
{t1≤Uk≤t2}

(
W (vk)

εk
+

εk
2
|∇vk|2

)
W (uk)

εk
dx .

Since 0 < t1 < t2 < σ, we have that

W (ϕ−1(t)) ≥ c(W, t1, t2) for t ∈ [t1, t2] .

Thus,

Λ ≥ c(t1, t2,W )

εk

∫
{t1≤Uk≤t2}

(
W (vk)

εk
+

εk
2
|∇vk|2

)
dx

≥ c(t1, t2,W )

εk

∫
{t1≤Uk≤t2}∩Bρ(x0)

|∇(ϕ(vk))| dx

≥ c(t1, t2,W )

εk

∫
D1

∫
R
χ{t1≤Uk≤t2}∩Bρ(x0)(x

′ + yνu(x0))|∇(ϕ(vk))(x
′ + yνu(x0))| dy dHn−1(x′)

≥ c(t1, t2,W )

εk

∫
D1

∫
R
χ{t1≤Uk≤t2}∩Bρ(x0)(x

′ + yνu(x0))|∂y(ϕ(vk))(x
′ + yνu(x0))|dy dHn−1(x′) .
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Then, by integrating over y and by definition of D1 we obtain

Λ ≥ c(t1, t2,W )

εk

∫
D1

ϕ(1− δ)− ϕ(δ − 1) dx′.

This last quantity goes to +∞ when k → ∞. Hence, Hn−1(B) = 0, which proves the claimed equality
vt1 = vt2 .

Step 3: Existence of a convergent subsequence. We claim that there exists a strictly monotone
sequence (kl)l∈N ⊂ N and v ∈ BV (S; {−1, 1}) such that for a.e. t ∈ (0, σ):∫

∂∗Et
k

φ(x, vk) dHn−1 →
∫
∂∗E

φ(x, v) dHn−1 for every φ ∈ C0
c (Rn × R) . (3.25)

Indeed, we apply Lemma 3.4 with:

Gk(t) :=

∫
∂∗Et

k

(
W (vk)

εk
+

εk
2
|∇vk|2

)
dHn−1 ,

for every t ∈ [0, σ]. Hence, there exists a sequence of functions (hk)k∈N mapping [0, σ] into itself such that
for a.e. t ∈ [0, σ]:

sup
k∈N

∫
∂∗E

hk(t)

k

(
W (vk)

εk
+

εk
2
|∇vk|2

)
dHn−1 < +∞ . (3.26)

Moreover, for a.e. t ∈ [0, σ], there exist 0 < s1 ≤ hk(t) ≤ s2 < σ ∀k ∈ N, such that χE
s1
k

and χE
s2
k

converge to 2χu − 1 in L1
loc.(Rn) when k → +∞. Since χE

s2
k

≤ χ
E

hk(t)

k

≤ χE
s1
k
, χ

E
hk(t)

k

→ (1 + u)/2 in

L1
loc.(Rn). By lower semicontinuity of the perimeter and the fact that∫ σ

0

Per(E
hk(t)
k ) dt =

∫ σ

0

Per(Et
k) dt → σHn−1(Ju) ,

we have that E
hk(t)
k converges strictly in BVloc.(Rn) to 2χu − 1 for a.e. t ∈ [0, σ].

Next we will apply Lemma 3.5. Using the notation from the hypothesis of that Lemma, we set X =
M(Rn+1), and as convergence “→” on X is the we take the weak-* convergence on M(Rn+1). The map
Fk : [0, σ] → X = M(Rn+1) is defined by∫

Rn×R
φ d(Fk(t)) =

∫
∂∗E

hk(t)

k

φ(x, vk) dHn−1 for every φ ∈ C0
c (Rn × R) .

By Lemma 3.3, (3.26) and the strict convergence of E
hk(t)
kt

in BVloc.(Rn) to (1 + u)/2, we can apply

Theorem 3.2 ([OR23, Theorem 1]) to the sequence (Fk(t))k∈N for a.e. t ∈ [0, σ] and for any subsequence.
Hence, (Fk)k∈N satisfies the first assumption of Lemma 3.5. By Step 2, it also satisfies the second
assumption.

Therefore, by Lemma 3.5, there exist v ∈ BV (S; {−1, 1}) and a strictly monotone sequence (kl)l∈N ⊂ N
such that for a.e. t ∈ [0, σ] :∫

∂∗E
hkl

(t)

kl

φ(x, vkl) dH
n−1 →

∫
∂∗E

φ(x, v) dHn−1 for every φ ∈ C0
c (Rn × R) .

In order to prove 3.25, it remains to get rid of the rearrangement hk. To do so we observe that by the
third property of (hk)k∈N in Lemma 3.4, we have that for every φ ∈ C0

c (Rn × R), and for every l ∈ N, the
quantity

Il1 :=

∫ σ

0

∣∣∣∣ ∫
∂∗E

hkl
(t)

kl

φ(x, vkl) dH
n−1 −

∫
∂∗E

φ(x, v) dHn−1

∣∣∣∣ dt
is equal to

Il2 :=

∫ σ

0

∣∣∣∣ ∫
∂∗Et

kl

φ(x, vkl) dH
n−1 −

∫
∂∗E

φ(x, v) dHn−1

∣∣∣∣ dt .



PHASE-TRANSITION FUNCTIONALS 15

But for a.e. t ∈ [0, σ],∣∣∣∣ ∫
∂∗Et

kl

φ(x, vkl) dH
n−1 −

∫
∂∗E

φ(x, v) dHn−1

∣∣∣∣ ≤ ∥φ∥L∞
(
Per(Et

kl
) +Hn−1(Ju)

)
,

and ∫ σ

0

∥φ∥L∞Per(Et
kl
) → σ∥φ∥L∞Hn−1(Ju) .

Hence, by the dominated convergence theorem, lim
l→+∞

Il2 = lim
l→+∞

Il1 = 0. Thus we have shown that for all

φ ∈ C0
c (Rn × R), the sequence of functions

t 7→
∫
∂∗Et

kl

φ(x, vkl(x)) dH
n−1(x)

converges in L1(0, σ) for l → ∞ to the constant function

t 7→
∫
∂∗E

φ(x, vkl(x)) dH
n−1(x) .

Taking further subsequences that converge for almost every t ∈ (0, σ) for a dense countable subset of
functions φ ∈ C0

c (Rn × R) and extracting a diagonal sequence yields the subsequence fulfilling 3.14.

Step 4: Measure-function pair convergence. Finally, we prove that the sequence from the previous
step also fulfills 3.13. We first have to prove that the strictly monotone sequence (kl)l∈N ⊂ N and v ∈
BV (S; {−1, 1}) obtained in Step 3 satisfy for every φ ∈ C0

c (Rn × R):

lim
l→∞

∫
Rn

φ(x, vkl(x))|∇Ukl |dx = σ

∫
Ju

φ(x, v(x)) dHn−1 .

Indeed, by the coarea formula, we have that∫
Rn

φ(x, vkl(x))|∇Ukl |dx =

∫
R

∫
∂∗Et

kl

φ(x, vkl(x)) dH
n−1 dt .

For a.e. t ∈ (0, σ), ∫
∂∗Et

kl

φ(x, vkl(x)) dH
n−1 →

∫
Ju

φ(x, v(x)) dHn−1 ,

and for a.e. t /∈ (0, σ), ∫
∂∗Et

kl

φ(x, vkl(x)) dH
n−1 → 0 .

Moreover, ∫
∂∗Et

kl

φ(x, vkl(x)) dH
n−1 ≤ ∥φ∥L∞Per(Et

kl
) ,

for a.e. t ∈ R
lim
l→∞

∥φ∥L∞Per(Et
kl
) = ∥φ∥L∞Per (E)χ(0,1)(t)

and

lim
l→∞

∫
R
∥φ∥L∞Per (Et

kl
) dt = ∥φ∥L∞Per (E).

Hence, by the dominated convergence theorem,

lim
l→∞

∫
Rn

φ(x, vkl(x))|∇Ukl | dx = σ

∫
Ju

φ(x, v(x)) dHn−1 .

It remains to show limj→∞
∫
Skl,j

|vkl |
q|∇Ukl | dx = 0 uniformly in l, where Skl,j := {x ∈ Rn : |x| ≥

j or |vkl(x)| ≥ j}. Since |∇Ukl |L
n ∗
⇀ σHn−1 Ju, we have by Prokhorov’s theorem (see [Bog07, Theorem

8.6.2])

lim
j→∞

∫
{x:|x|≥j}

|∇Ukl |dx = 0 uniformly in l ∈ N .
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Hence (supposing εkl ∈ (0, 1))

lim sup
j→∞

∫
{x:|x|≥j}

|vkl |
q|∇Ukl |dx

≤ lim sup
j→∞

(∫
{x:|x|≥j}

|vkl |
p|∇Ukl | dx

)q/p(∫
{x:|x|≥j}

|∇Ukl |dx

)1−q/p

≤ C lim sup
j→∞

(∫
{x:|x|≥j}

W (vkl)

εkl

(
εkl

2
|∇ukl |

2 +
W (ukl)

εkl

)
dx

)q/p(∫
{x:|x|≥j}

|∇Ukl | dx

)1−q/p

≤ C lim sup
j→∞

Λq/p

(∫
{x:|x|≥j}

|∇Ukl | dx

)1−q/p

= 0 uniformly in l ∈ N .

Furthermore, using again the same estimates,

lim sup
j→∞

∫
{x:vkl

(x)≥j}
|vkl |

q|∇Ukl | dx ≤ lim sup
j→∞

jq−p

∫
{x:vkl

(x)≥j}
|vkl |

p|∇Ukl | dx

≤ lim sup
j→∞

jq−pΛ .

This completes the proof of (3.13). □

We next prove the lim inf inequality.

Proposition 3.7 (Lower bound). Let ((uε, vε)) ⊂ (L1
loc.(Rn))2 be a sequence that converges to (u, v) ∈

BVloc.(Rn; {−1, 1}) × BV (S; {−1, 1}), with S = JJu, ⋆νu, 1K in the following sense: uε → u strictly in
BVloc.(Rn) and for a.e. t ∈ [0, σ]:∫

∂∗Et
ε

φ(x, vε) dHn−1 →
∫
Ju

φ(x, v) dHn−1 for every φ ∈ C0
c (Rn × R) , (3.27)

where Et
ε = {ϕ ◦ uε > t}. Then

lim inf
ε↘0

Iε(uε, vε) ≥ I(u, v) .

Proof. Combining the Modica-Mortola trick with the coarea formula,

Iε(uε, vε) =

∫
Rn

(
W (vε)

ε
+

ε

2
|∇vε|2

)(
W (uε)

ε
+

ε

2
|∇uε|2

)
dx

≥
∫
Rn

|∇Uε|
(
W (vε)

ε
+

ε

2
|∇vε|2

)
dx

≥
∫ σ

0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 .

By Fatou’s lemma,

lim inf
ε→0

∫ σ

0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 ≥

∫ σ

0

lim inf
ε→0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 .

The assumed convergence implies in particular that

χEt
ε
→ χ{u=1} strictly in BVloc.(Rn)

for every t ∈ (0, σ) \ T , where T is a null set. For such a t, if

lim inf
ε→0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 < +∞
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we obtain by Theorem 3.2 the existence of vt ∈ BV (S; {−1, 1}) such that

lim inf
ε→0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 ≥ σHn−2(Jvt) ,

and ∫
∂∗Et

ε

φ(x, vε) dHn−1 →
∫
Ju

φ(x, vt) dHn−1 for every φ ∈ C0
c (Rn × R) .

By assumption (3.27), for a.e. t ∈ [0, σ] we have v = vt. Moreover, if

lim inf
ε→0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 = +∞ ,

then σHn−2(Jv) ≤ +∞.
Hence,

lim inf
ε→0

∫ σ

0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1 ≥

∫ σ

0

lim inf
ε→0

∫
∂∗Et

ε

(
W (vε)

ε
+

ε

2
|∇vε|2

)
dHn−1

≥ σ2Hn−2(Jv) ,

which proves the claim. □

4. Second main result

In this section we state and prove our second main result. We stress that from now on we restrict the
analysis to functionals corresponding to the specific choice n = 3 and

W (t) = W̄ (t) := (1− t2)2 . (4.1)

As in the previous section we use the notation

ϕ(s) =

∫ s

−1

√
2W̄ (t) dt

σ = ϕ(1)

Uε = ϕ ◦ uε .

We introduce the function aω̄ : R → R given by

aω̄(t) := ω̄(t)a1 + (1− ω̄(t))a2 , (4.2)

with a1, a2 > 0, ω̄ ∈ C∞
c (R), 0 ≤ ω̄ ≤ 1, ω̄(−1) = 0 and ω̄(1) = 1. For later convenience, we observe that

min{a1, a2} ≤ aω̄(t) ≤ max{a1, a2} ∀t ∈ R . (4.3)

For ε > 0 we consider the family of functionals Jε : (L
1(R3))2 → [0,+∞] given by

Jε(u, v) :=

∫
R3

1

ε
aω̄(v)

(
W̄ ′(u)

ε
− ε∆u

)2

dx , (4.4)

if (u, v) ∈ W 2,2
loc.(R

3)× L1
loc(R3), and +∞ otherwise. Our second main result is the following.

Theorem 4.1 (Lower bound and compactness of Iε +Jε). Let n = 3 and W̄ be as in (4.1). Let Iε, Jε,Mε

be defined as in (3.4), (4.4) and (3.5) respectively, where we assume W (t) ≡ W̄ (t). Then the following
hold:

(1) Compactness. Let ((uε, vε))ε ⊂ (L1
loc.(R3))2 be a sequence such that

sup(Iε(uε, vε) + Jε(uε, vε) +Mε(uε)) < +∞ ,

Jε(uε, vε) < σ(8πmin{a1, a2} − δ) , (4.5)
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for some δ > 0. Then there exists (u, v) ∈ BVloc.(R3; {−1, 1}) × BV (S; {−1, 1}), with S =
JJu, ⋆νu, 1K, such that, up to subsequence,

uε → u strictly in BV(( ε
2
|∇uε|2 + ε−1W̄ (uε)

)
L3, vε

)
→ (σH2 Ju, v) in Lq (4.6)

for every q ∈ [1, 4) as measure-function pairs.
(2) Lower bound. Let ((uε, vε))ε ⊂ (L1

loc.(R3))2 be a sequence and (u, v) ∈ BVloc.(R3; {−1, 1}) ×
BV (S; {−1, 1}) with S = JJu, ∗νu, 1K, such that (4.6) holds. Then

lim inf
ε↘0

(Iε(uε, vε) + Jε(uε, vε)) ≥ I(u, v) + J(u, v) , (4.7)

where I is as in (3.8) and J : (L1
loc.(R3))2 → [0,+∞] is defined as

J(u, v) := σ

∫
Ju

(
a1

1 + v

2
+ a2

1− v

2

)
|HJu |

2 dH2 , (4.8)

if (u, v) ∈ BVloc.(R3; {−1, 1})×BV (S; {−1, 1}), and is equal to +∞ otherwise.

4.1. Proof of Theorem 4.1. In the proof of our second theorem, we are going to rely heavily on the
analysis from [RS06]. In the following, we summarize the results from that reference that will be useful
for our purpose.

Notation 4.2. For uε ∈ W 1,2
loc.(R

n) let

µε =
( ε
2
|∇uε|2 + ε−1W̄ (uε)

)
Ln

ξε =
( ε
2
|∇uε|2 − ε−1W̄ (uε)

)
Ln

(4.9)

We omit the dependence of µε, ξε from uε from the notation. No confusion will arise from this.

In all of the remaining statements of the current subsection, it will be assumed

µε
∗
⇀ µ in M(R3)

sup
ε>0

∫
R3

1

ε

(
ε−1W̄ ′(uε)− ε∆uε

)2
dx < +∞ .

Proposition 4.3 ([Ton02, Proposition 4.3] and [RS06, Proposition 4.9]). Under the above assumptions,

|ξε|
∗
⇀ 0 in M(R3).

In the statement of the following proposition we identify Go(3, 2) with the set of simple unit elements
of Λ2(R3).

Proposition 4.4 ([RS06, Proposition 4.10]). Let Vε ∈ M+(R3 ×Go(3, 2)) be the oriented varifold defined
by

Vε(φ) =

∫
R3

φ(x, ⋆∇uε(x)/|∇uε(x)|) dµε .

Then the first variation of Vε is given by

(δVε)(φ) = −
∫

(−ε∆uε + ε−1W̄ ′(uε))∇uε(x) · φ dx

+

∫
∇φ :

∇uε

|∇uε|
⊗ ∇uε

|∇uε|
dξε for φ ∈ C1

c (R3;R3) .

Theorem 4.5. [RS06, Theorems 4.1 and 5.1] There exists a rectifiable 2-varifold V with the following
properties:

(i) There exists a subsequence (no relabeling) such that Vε
∗
⇀ V in M(Rn ×Go(3, 2)). In particular

∥V ∥ = µ.
(ii) The varifold V has generalized mean curvature HV ∈ L2

∥V ∥,loc.(R3;R3) satisfying∫
|HV |2 d∥V ∥ ≤ lim inf

ε→0
ε−1

∫
Rn

(−ε∆uε + ε−1W̄ (uε))
2 dx .
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(iii) The varifold σ−1V is integral.

As in [OR23], we are going to use the Li-Yau inequality [LY82, KS04] to obtain the crucial property

that the limit surface is of density one. In order to state the Li-Yau inequality, suppose that Ṽ ∈ RVo
2(R3).

The two-dimensional density of ∥Ṽ ∥ at x ∈ R3 is defined by

θ2(x, ∥Ṽ ∥) = lim
r→0

∥Ṽ ∥(Br(x))

ω(2, r)
,

with ω(2, r) the volume of the ball of radius r in R2. This limit exists ∥Ṽ ∥-almost everywhere. The Li-Yau

inequality states that if Ṽ possesses a mean curvature vector HṼ ∈ L2
∥Ṽ ∥(R

3) then

θ2 ≤ 1

4π

∫
|HṼ |2 d∥Ṽ ∥ .

In particular, if Ṽ ∈ IVo
2(R3), the inequality implies∫
|HṼ |2 d∥Ṽ ∥ < 8π ⇒ θ2 = 1 ∥Ṽ ∥ − almost everywhere. (4.10)

We divide the proof of Theorem 4.1 into several steps. The next proposition is the Compactness part
of that Theorem.

Proposition 4.6 (Compactness). Let n = 3. Let Iε, Jε,Mε be defined as in (3.4), (4.4) and (3.5) respec-
tively. Let ((uε, vε))ε ⊂ (L1

loc.(R3))2 be a sequence such that

sup(Iε(uε, vε) + Jε(uε, vε) +Mε(uε)) < +∞ ,

Jε(uε, vε) < σ(8πmin{a1, a2} − δ) , (4.11)

for some δ > 0. Then there exists (u, v) ∈ BV (R3; {−1, 1})× BV (S; {−1, 1}), with S = JJu, ∗νu, 1K, such
that, up to a subsequence,

uε → u strictly in BVloc.(R3) ,(( ε
2
|∇uε|2 + ε−1W (uε)

)
L3, vε

)
→ (σH2 Ju, v) in Lq (4.12)

as measure-function pairs for every q ∈ [1, 4). Additionally we have the measure-function pair convergence(
|∇ϕ ◦ uε|L3, vε

)
→ (σH2 Ju, v) in Lq , (4.13)

again for q ∈ [1, 4).

Proof. We will show the convergence (4.13) using Proposition 3.6. Indeed, (4.13) follows from that propo-
sition if there exists u ∈ BV (R3; {−1, 1}) such that, up to subsequence, uε → u strictly in BV (R3). Since
Mε(uε) ≤ Λ, there exists u with u(x) ∈ {−1, 1} a.e. on R3 such that uε → u a.e. on R3. We define the set
of finite perimeter E ⊂ R3 by writing u(x) = 2χE(x)− 1. From the Modica-Mortola trick, we have that∫

R3

|∇(ϕ ◦ uε)| dx (4.14)

is uniformly bounded.

We have that ϕ(t) =
∫ t

−1
|1− s2| ds, and hence |ϕ(t)| ≤ C(|t|3 + 1). Let K ⊂ R3 be compact. We may

assume ε ∈ (0, 1). By
∫
K
|uε|4 ≤ C(K)(

∫
K
W̄ (uε) dx+1) ≤ C(K)(Λ+1), we get that ∥uε∥Lq(K) ≤ C(K,Λ)

for every q ≤ 4. In particular, ∥ϕ ◦ uε∥L1(K) ≤ C(K,Λ), independently of ε. Combining this with (4.14)

and the compactness theorem for BV functions, we can find a subsequence and U ∈ BV (R3) such that
ϕ ◦ uε → U in L1

loc.(R3) when ε → 0. Hence, for a.e. x ∈ R3, ϕ ◦ u(x) = U(x) and u ∈ BV (R3). Thus, up

to a subsequence, uε
∗
⇀ u in BV (R3).

Let µε be as in (4.9) and let νε : R3 → ∂B1(0) be a Borel-measurable function extending ∇uε/|∇uε| on
{∇uε = 0}. We define Vε := µε ⊗ νε to be the corresponding generalized varifold, that is∫

R3×G(3,2)

φ(x, S) dVε(x, S) =

∫
R3

φ(x, ⋆νε(x)) dµε(x) for φ ∈ C0
c (R3 × R) ,
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where we identify S ∈ Go(3, 2) with the simple unit vector in Λ(3, 2) orienting S. Then as ∥Vε∥ = µε

and µε
∗
⇀ µ ∈ M+(R3), we obtain by Theorem 4.5 that there exists V ∈ M+(R3 × Go(3, 2)) possessing

generalized mean curvature HV ∈ L2
∥V ∥(R3) such that

Vε
∗
⇀ V in M+(R3 ×Go(3, 2)) ,

σ−1∥V ∥ = H2 Ju ,∫
R3

|HV |2 d∥V ∥ ≤ lim inf
ε↘0

∫
R3

1

ε

(
W̄ ′(uε)

ε
− ε∆uε

)2

dx .

We write Ṽ = σ−1V . Since HṼ = HV , we obtain

∫
R3

|HṼ |2 d∥Ṽ ∥ ≤ 8π − δ̃ ,

with δ̃ = δ
σ
. By (4.10), Ṽ is of density one. Therefore S := c(Ṽ ) = JJu, ⋆νu, 1K and from [OR23, Lemma

1] we have that

∫
R3

(
W̄ (uε)

ε
+

ε

2
|∇uε|2

)
dx = M(c(Vε)) → M(c(V )) = σH2(Ju) = σ|Du|(R3) .

By the weak convergence uε
∗
⇀ u in BV (R3) we have

σ|Du|(R3) ≤ lim sup
ε→0

σ|Duε|(R3)

= lim sup
ε→0

|D(ϕ(uε))|(R3)

= lim sup
ε→0

∫
R3

√
2W̄ (uε)|∇uε| dx

≤ lim sup
ε→0

∫
R3

(
W̄ (uε)

ε
+

ε

2
|∇uε|2

)
dx = σ|Du|(R3)

which in turn implies |Duε|(R3) → |Du|(R3). Hence we infer that uε → u strictly in BV . This proves
(4.13).

To show (4.12), we can observe that for every φ ∈ C0
c (R3 × R),

∣∣∣∣ ∫
R3

φ(x, vε)dµε −
∫
R3

φ(x, vε)|∇Uε| dx
∣∣∣∣ ≤ ∥φ∥L∞(R3)

(
µε(R3)−

∫
R3

|∇Uε| dx
)

≤ ∥φ∥L∞(R3)|ξε|(R
3) ,

where we have used (a2 + b2) − ab = (a − b)2 ≤ |a2 − b2| with a =
√
ε|∇uε| and b =

√
2W (uε)/ε. The

right hand side above goes to 0 thanks to Proposition 4.3.
It remains to show lim

j→∞

∫
Sε,j

|vε|q dµε = 0 uniformly in l, where Sε,j := {x ∈ Rn : |x| ≥ j or |vε(x)| ≥ j}.

As in the Step 4 of the proof of Proposition 3.6, since µε
∗
⇀ σHn−1 Ju, we have by Prokhorov’s theorem

lim
j→∞

µε({x : |x| ≥ j}) = 0 uniformly in l ∈ N .
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Hence

lim sup
j→∞

∫
{x:|x|≥j}

|vε|q dµε

≤ lim sup
j→∞

(∫
{x:|x|≥j}

|vε|p dµε

)q/p(∫
{x:|x|≥j}

dµε

)1−q/p

≤ C lim sup
j→∞

(∫
{x:|x|≥j}

ε−1W̄ (vε)
( ε
2
|∇uε|2 + ε−1W̄ (uε)

)
dx

)q/p(∫
{x:|x|≥j}

dµε

)1−q/p

≤ C lim sup
j→∞

Λq/p

(∫
{x:|x|≥j}

dµε

)1−q/p

= 0 uniformly in l ∈ N .

Furthermore, using again the same estimates,

lim sup
j→∞

∫
{x:vε(x)≥j}

|vε|q dµε ≤ lim sup
j→∞

jq−p

∫
{x:vε(x)≥j}

|vε|p dµε

≤ lim sup
j→∞

jq−pΛ .

This completes the proof
□

Proposition 4.7 (Lower bound). Let n = 3. Let Iε, Jε,Mε be defined as in (3.4), (4.4) and (3.5)
respectively. Let ((uε, vε)) ⊂ (L1

loc.(R3))2 be a sequence that converges to (u, v) ∈ BV (R3; {−1, 1}) ×
BV (S; {−1, 1}), with S = JJu, ∗νu, 1K, in the following sense:

uε → u strictly in BVloc.(R3) ,(( ε
2
|∇uε|2 + ε−1W̄ (uε)

)
L3, vε

)
→ (σH2 Ju, v) in Lq (4.15)

as measure-function pairs for every q ∈ [1, 4). Then

lim inf
ε↘0

Iε(uε, vε) + Jε(uε, vε) ≥ I(u, v) + J(u, v) , (4.16)

where I is as in (3.8) and J : (L1
loc.(R3))2 → [0,+∞] is defined as

J(u, v) := σ

∫
Ju

(
a1

1 + v

2
+ a2

1− v

2

)
|HJu |

2 dH2 , (4.17)

if (u, v) ∈ BV (R3; {−1, 1})×BV (S; {−1, 1}), and is equal to +∞ otherwise.

In order to prove Proposition 4.7, we prove an intermediate result with an additional dimension. Given
(uε)ε>0 as above, let

Ẽt
ε = {x ∈ R3 : uε(x) > t}

for every ε > 0 and t ∈ R. Furthermore define µ̃ε,t ∈ M(R3) by µ̃ε,t := H2 ∂∗Ẽ
t
ε. Let ζε ∈ M(R4) be

defined by ∫
R4

g(x, t) dζε(x, t) =

∫
R

∫
R3

g(x, t) dµ̃ε,t(x) dt ,

for every g ∈ C0
c (R3 × R).

Lemma 4.8 (Higher dimension). Let (uε)ε>0 be as in Proposition 4.7. Then there holds

lim
ε→0

∫
R4

|ε|∇uε(x)| −
√

2W̄ (t)| dζε(x, t) = 0 .
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Proof. By Proposition 4.3,

lim
ε→0

∫
R3

∣∣∣∣ ε2 |∇uε|2 −
W̄ (uε)

ε

∣∣∣∣ dx = 0 . (4.18)

Multiplying the integrand with

√
W̄ (uε)√

W̄ (uε) +
ε√
2
|∇uε|

≤ 1 leads to

lim
ε→0

∫
R3

∣∣∣∣ ε2 |∇uε|2 −
W̄ (uε)

ε

∣∣∣∣
√

W̄ (uε)√
W̄ (uε) +

ε√
2
|∇uε|

dx = 0. (4.19)

The above integral can be rewritten as∫
R3

√
W̄ (uε)

ε

∣∣∣∣ ε√
2
|∇uε| −

√
W̄ (uε)

∣∣∣∣ dx =

∫
R3

|∇uε|
∣∣∣∣
√

W̄ (uε)√
2

− W̄ (uε)

ε|∇uε|

∣∣∣∣ dx . (4.20)

Now combining (4.18)–(4.20) and using the triangle inequality we find

lim
ε→0

∫
R3

|∇uε|
∣∣∣∣ ε2 |∇uε| −

√
W̄ (uε)√

2

∣∣∣∣ dx
≤ lim

ε→0

∫
R3

|∇uε|
∣∣∣∣W̄ (uε)

ε|∇uε|
−
√

W̄ (uε)√
2

∣∣∣∣dx+ lim
ε→0

∫
R3

∣∣∣∣ ε2 |∇uε|2 −
W̄ (uε)

ε

∣∣∣∣ dx = 0 .

Finally by the coarea formula

lim
ε→0

∫
R3

|∇uε|
∣∣∣∣ ε2 |∇uε| −

√
W̄ (uε)√

2

∣∣∣∣ dx = lim
ε→0

∫
R

∫
∂∗Et

ε

∣∣∣∣ ε2 |∇uε| −
√

W̄ (t)√
2

∣∣∣∣ dHn−1 dt

= lim
ε→0

∫
R

∫
R3

∣∣∣∣ ε2 |∇uε| −
√

W̄ (t)√
2

∣∣∣∣ dµ̃ε,t(x) dt = 0 ,

and thus we conclude. □

We prove the following convergence of the pair (uε, vε):

Lemma 4.9 (Strong convergence). Let (uε, vε)ε>0, and (u, v) be as in Proposition 4.7. Then for every
φ ∈ C0

c (R3 × R) we have

lim
ε→0

∫
R4

ε|∇uε(x)|φ(x, vε(x)) dζε(x, t) = σ

∫
Ju

φ(x, v(x)) dH2(x).

Proof. By Lemma 4.8, it is sufficient to show that

lim
ε→0

∫
R4

√
2W̄ (t)φ(x, vε(x)) dζε(x, t) = σ

∫
Ju

φ(x, v(x)) dH2(x) ,

for every f ∈ C0
c (R3 × R). By definition of ζε, and choosing g(x, t) =

√
2W̄ (t)φ(x, vε(x)), we have∫

R4

√
2W̄ (t)φ(x, vε) dζε =

∫
R

√
2W̄ (t)

∫
R3

φ(x, vε) dµ̃ε,t dt

=

∫
R

√
2W̄ (t)

∫
∂∗Et

ε

φ(x, vε) dH2 dt

By combining coarea formula and strict convergence,∫ ∞

−∞
H2(∂∗Ẽ

t
ε) dt = |Duε|(R3) → |Du|(R3) =

∫ ∞

−∞
H2(∂∗Ẽ

t) dt ,

with ∂Ẽt = {x ∈ R3 : u(x) > t}. Hence,

H2 ∂∗Ẽ
t
ε

∗
⇀

{
H2 Ju for a.e. t ∈ (−1, 1)

0 for a.e. t ∈ R \ (−1, 1)
in M(R3) .
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Thus we obtain

lim
ε→0

∫
R

√
2W̄ (t)

∫
∂∗Ẽt

ε

φ(x, vε) dH2 dt = lim
ε→0

∫ 1

−1

√
2W̄ (t)

∫
∂∗Ẽt

ε

φ(x, vε) dH2 dt

= σ

∫
Ju

φ(x, v) dH2 ,

with v from Proposition 4.6, concluding the proof. □

Lemma 4.10. With the above notation,

(ε|∇uε|2L3,
√

aω̄(vε)) → (σH2 ∂∗E,
√

aω̄(v))

in Lq as measure-function pairs, for every q ∈ [1,∞).

Proof. Let φ ∈ C0
c (R3 × R). Using the coarea formula, we obtain∫

R3

φ(x,
√

aω̄(vε(x)))ε|∇uε|2 dx =

∫
R

∫
∂∗Ẽt

ε

φ(x,
√

aω̄(vε(x)))ε|∇uε(x)|dHn−1(x) dt

=

∫
R4

φ(x,
√

aω̄(vε(x)))ε|∇uε(x)|dζε(x, t) .

Hence by Lemma 4.9,

lim
ε→0

∫
R3

φ(x,
√

aω̄(vε(x)))ε|∇uε|2 dx = σ

∫
Ju

φ(x,
√

aω̄(v(x))) dH2 .

It remains to show

lim
j→∞

∫
Sε,j

|
√

aω̄(vε)|qε|∇uε|2 dx → 0 uniformly in ε > 0 ,

where Sε,j = {x ∈ R3 : |x| ≥ j or |
√

aω̄(vε(x))| ≥ j}. We note that the proof of this estimate is easier to

achieve than in the proof of Theorem 3.1 in Step 4 thanks to the trivial L∞ bound
√
aω̄ ≤ max(

√
a1,

√
a2).

Indeed, since ε|∇uε|2L3 ≤ µε
∗
⇀ σH2 Ju, it follows from Prokhorov’s theorem

lim
j→∞

∫
{x:|x|≥j}

ε|∇uε|2 dx = 0 uniformly in ε > 0 .

By the L∞-bound on
√
aω̄, we obtain

lim
j→∞

∫
{x:|x|≥j}

ε|∇uε|2|aω̄(vε)|q/2 dx = 0 uniformly in ε > 0 .

The remaining estimate

lim
j→∞

∫
{x:

√
aω̄(vε(x))≥j}

ε|∇uε|2|aω̄(vε)|q/2 dx = 0 uniformly in ε > 0

holds trivially by the boundedness of
√
aω. □

We are now ready to prove Proposition 4.7.

Proof of Proposition 4.7. By Proposition 3.7 it readily follows that

lim inf
ε→0

Iε(uε, vε) ≥ I(u, v) .

Thus it suffices to prove that

lim inf
ε→0

Jε(uε, vε) ≥ J(u, v) .

By Proposition 4.4 and Theorem 4.5 (i), there exists a subsequence (no relabeling) such that

∇uε

(
W̄ ′(uε)

ε
− ε∆uε

)
L3 ∗

⇀ σH2HV Ju in M(R3) .
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Following [RM08], we rewrite this as

ε|∇uε|2
ε−1W̄ ′(uε)− ε∆uε

ε|∇uε|
∇uε

|∇uε|
L3 ∗

⇀ σH2HV Ju in M(R3) . (4.21)

Additionally, ∫
R3

ε|∇uε|2
∣∣∣∣ε−1W̄ ′(uε)− ε∆uε

ε|∇uε|

∣∣∣∣2 dx =

∫
R3

ε−1

(
W̄ ′(uε)

ε
− ε∆uε

)2

dx

≤ 1

min(a1, a2)
Jε(uε, vε)

≤ Λ .

(4.22)

By (4.21) and (4.22), (
ε|∇uε|2L3,

( W̄
′(uε)
ε

− ε∆uε)
∇uε
|∇uε|

ε|∇uε|

)
⇀ (σH2 Ju, HJu) (4.23)

weakly as a measure-function pairs in Lq for every q ∈ [1,∞). By [Mos01, Proposition 3.2], the weak
convergence from (4.23) and the strong convergence from Lemma 4.10 can be combined to obtain(

ε|∇uε|2L3,
√

aω(vε)
( W̄

′(uε)
ε

− ε∆uε)

ε|∇uε|
∇uε

|∇uε|

)
⇀ (σH2 Ju,

√
aω̄(v)HJu)

weakly in L1 (say) as measure-function pairs. Since
√

aω̄(vε)
( W̄

′(uε)
ε

− ε∆uε)

ε|∇uε|
is uniformly bounded in

L2
ε|∇uε|2L3(R3), we have(

ε|∇uε|2L3,
√

aω̄(vε)
( W̄

′(uε)
ε

− ε∆uε)

ε|∇uε|
∇uε

|∇uε|

)
⇀ (σH2 Ju,

√
aω̄(v)HJu)

weakly in L2 as measure-function pairs. The conclusion follows from the lower semi-continuity result for
convex functionals with respect to weak measure-function pair convergence [Hut86, Theorem 4.4.2 (ii)]. □

Appendix A. Upper bound in the smooth case

In this section we briefly discuss the construction of the recovery sequence when (u, v) are such that Ju

and Jv are smooth. We give details for the upper bound construction only in the setting of Theorem 4.1,
being the construction in the setting of Theorem 3.1, i.e., for n ≥ 2 and any potential W satisfying (3.1),
exactly the same.

Proposition A.1 (Upper bound). Let E,F be smooth subsets of R3 with F ⊂ ∂E. Let u = 2χE − 1 ∈
BVloc.(R3; {−1, 1}) and v = 2χF −1 ∈ BV (S; {−1, 1}) with S = J∂E, ∗νu, 1K. Then there exists a sequence

((uε, vε)) with uε ∈ W 2,2
loc.(R

3), vε ∈ Ĥ1,2
µε

(R3) ∩ L∞(R3) such that uε → u strictly in BV ,

(|∇(ϕ ◦ uε)|Ln, vε) → (σHn−1 Ju, v) in Lq

for every q ∈ [1, 4), and

lim sup
ε→0

Iε(uε, vε) ≤ I(u, v) , lim sup
ε→0

Jε(uε, vε) ≤ J(u, v) .

Proof. In order to ensure uε ∈ W 2,2
loc.(R

3) we follow the argument of [BP93].

Let (u, v) = (2χE − 1, 2χF − 1) where F,E are smooth subsets of R3 with F ⊂ ∂E. Let d(x) :=
dist(x,R3 \ E) − dist(x,E) be the signed distance to ∂E. Letting dist∂E denote the geodesic distance
on the smooth submanifold ∂E, we may define the signed geodesic distance to ∂F on ∂E by dg(y) :=
dist∂E(y, ∂E \F )−dist∂E(y, F ) for y ∈ ∂E. Since ∂E is smooth, for α > 0 sufficiently small the projection
π : {x ∈ R3 : |d(x)| < α} → ∂E is well defined. For x ∈ Et := {d(x) = t} we can write π(x) = x−d(x)ν(x)

with ν(x) = sgn(d(x)) x−π(x)
|x−π(x)| the normal to Et at x. Moreover ν(x) coincides with the unit normal to E

at π(x). We have that
∇π(x) = PTxEd(x) − d(x)∇ν(x) ,
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where PTxEd(x) denotes the projection onto the tangent space to Ed(x) at x. We recall that d and dg are

C2 in a sufficiently small tubular neighborhood of ∂E and ∂F respectively, |∇d(x)|, |∇∂Edg(y)| = 1 (where
∇∂E denotes the tangential derivative) and

−∆d(x) = Ht(x) =

n−1∑
i=1

ki(π(x))

1− ki(π(x))d(x)
, (A.1)

where Ht(x) denotes the sum of principal curvatures of the level set Et in x ∈ Et and k1(z), . . . , kn−1(z)
the principal curvatures of ∂E at z.

We recall also that the function w(t) = tanh (
√
2t) is a solution to the minimization problem

min
{∫ +∞

−∞
(W̄ (w) +

1

2
(w′)2) dt : w ∈ W 1,2

loc.(R), w(±∞) = ±1
}
.

Thus, in particular,∫ +∞

−∞
(W̄ (w) +

1

2
(w′)2) dt =

∫ +∞

−∞

√
2W̄ (w)|w′| dt =

∫ 1

−1

√
2W̄ (s) ds = σ , (A.2)

∫ +∞

−∞
|w′|2 dt =

∫ +∞

−∞

√
2W̄ (w)|w′| dt = σ , (A.3)

and

w′′(t)− W̄ ′(w(t)) = 0 ∀t ∈ R . (A.4)

Set Tε := | log ε| and define wε : R → R as

wε(t) :=



w(t) if t ∈ [0, Tε] ,

pε(t) if t ∈ (Tε, 2Tε] ,

1 if t ∈ (2Tε,+∞) ,

−wε(−t) if t ∈ (−∞, 0) ,

where pε : [Tε, 2Tε] → R is a third degree polynomial chosen in such a way that wε ∈ C1,1(R) ∩ C∞(R \
{±Tε,±2Tε}). Set also ŵε(t) := wε(t/ε). One can verify that

∥ŵ′
ε∥L∞(Tε,2Tε) = o(ε2) , ∥ŵ′′

ε ∥L∞(Tε,2Tε) = o(ε2) , ∥w − ŵε∥L∞(Tε,2Tε) = o(ε) . (A.5)

We use ŵε, d and dg to construct uε : R3 → R and ṽε : ∂E → R, precisely, we set

uε(x) := ŵε(d(x)) = wε(d(x)/ε) and ṽε(y) := ŵε(dg(y)) = wε(dg(y)/ε) .

Then we let vε : {x ∈ R3 : dist(x, ∂E) < α} → R be given by vε(x) := ṽε(π(x)) and take any extension

in R3 such that vε ∈ W 1,p
loc.(R

3).

We claim that the sequence ((uε, vε)) satisfies the thesis. By construction uε → u strictly in BVloc.(R3)
and

(|∇(ϕ ◦ uε)|Ln, vε) → (σHn−1 Ju, v) in Lq

as measure-function pairs for every q ∈ [1, 4). Moreover (ṽε) satisfies

lim sup
ε→0

∫
∂E

(
ε

2
|∇ṽε|2 +

W̄ (ṽε)

ε

)
dHn−1(y) ≤ σH1(∂F ) . (A.6)

For convenience we introduce the localized functional

Iε(uε, vε, A) :=

∫
A

(
ε

2
|∇uε|2 +

W (uε)

ε

)(
ε

2
|∇vε|2 +

W (vε)

ε

)
dx ,

with A ⊂ R3 open. Thus we have

Iε(uε, vε) = Iε(uε, vε, {|d(x)| < εTε}) + Iε(uε, vε, {εTε < |d(x)| < 2εTε}) .
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Using that |∇d(x)| = 1, the coarea formula, and the change of variable x = y+ tν with y = π(x) ∈ ∂E we
have

Iε(uε,vε, {|d(x)| < εTε}) =
∫
{|d(x)|<εTε}

(
1

2ε

∣∣∣w′
(d(x)

ε

)∣∣∣2 + 1

ε
W̄
(
w
(d(x)

ε

)))( ε

2
|∇vε(x)|2 +

W̄ (vε(x))

ε

)
dx

=

∫ εTε

−εTε

∫
Et

1

ε

(
1

2

∣∣∣w′
( t
ε

)∣∣∣2 + W̄
(
w
( t
ε

)))( ε

2
|∇ṽε(π(x))|2|∇π(x)|2 + W̄ (ṽε(π(x)))

ε

)
dHn−1(x) dt

= (1 + o(1))

∫ εTε

−εTε

1

ε

(
1

2

∣∣∣w′
( t
ε

)∣∣∣2 + W̄
(
w
( t
ε

)))
dt

∫
∂E

(
ε

2
|∇ṽε(y)|2 +

W̄ (ṽε(y))

ε

)
dHn−1(y)

≤ (1 + o(1))σ

∫
∂E

(
ε

2
|∇ṽε(y)|2 +

W̄ (ṽε(y))

ε

)
dHn−1(y) .

This together with (A.6) yields

lim sup
ε→0

Iε(uε, vε, {|d(x)| < εTε}) ≤ σ2H2(∂F ) = σ2H2(Jv) .

Similarly, from (A.5), one gets

Iε(uε, vε, {εTε < |d(x)| < 2εTε})

≤ 2(1 + o(1))

∫ 2εTε

εTε

(
1

2ε
|ŵ′

ε(t)|2 +
1

ε
W̄ (ŵε(t))

)
dt

∫
Et

(
ε

2
|∇ṽε(y)|2 +

W̄ (ṽε(y))

ε

)
dHn−1(y)

≤ C

ε
εTε ,

(A.7)

from which

lim sup
ε→0

Iε(uε, vε, {εTε < |d(x)| < 2εTε}) = 0 .

Hence we infer lim supε→0 Iε(uε, vε) ≤ I(u, v). It remains to prove the upper bound for Jε(uε, vε). As
before we write

Jε(uε, vε) = Jε(uε, vε, {|d(x)| < εTε}) + Jε(uε, vε, {εTε < |d(x)| < 2εTε}) .
By (A.1) and (A.4) it follows

W̄ ′(uε(x))

ε
− ε∆uε(x) =

W̄ ′(ŵε(d(x)))

ε
− ε
(
ŵ′′

ε (d(x)) + ŵ′
ε(d(x))∆d(x)

)
=

W̄ ′(wε(d(x)/ε))

ε
− w′′

ε (d(x)/ε)

ε
+ w′

ε(d(x)/ε)H
t(x)

= w′
ε(d(x)/ε)H

t(x) .

From (A.1) and the fact that ∥H∥L∞(∂E) < +∞ one can deduce that

Ht(x) = H(π(x)) + o(d(x)) = H(π(x)) + o(ε| log ε|) ∀x ∈ {|d(x)| < εTε} .
Hence we get

Jε(uε,vε, {|d(x)| < εTε}) =
∫
{|d(x)|<εTε}

1

ε
aω̄(vε)

(
w′

ε

(d(x)
ε

))2 ∣∣Ht(x)
∣∣2 dx

=

∫
{|d(x)|<εTε}

1

ε
aω̄(ṽε(π(x)))

(
w′
(d(x)

ε

))2 (
|H(π(x))|2 + o(ε2| log ε|2)

)
dx

=
1

ε

∫ εTε

−εTε

(
w′
( t
ε

))2 ∫
Et

aω̄(ṽε(π(x)))
(
|H(π(x))|2 + o(ε2| log ε|2)

)
dHn−1(x) dt

= (1 + o(1))
1

ε

∫ εTε

−εTε

(
w′
( t
ε

))2

dt

∫
∂E

aω̄(ṽε(y))
(
|H(y)|2 + o(ε2| log ε|2)

)
dHn−1(y) .

(A.8)

By (A.3) we find

1

ε

∫ εTε

−εTε

(
w′
( t
ε

))2

dt =

∫ Tε

−Tε

|w′|2 dt ≤ σ . (A.9)
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Whereas

lim sup
ε→0

∫
∂E

aω̄(ṽε(y))
(
|H(y)|2 + o(ε2| log ε|2)

)
dHn−1(y) ≤

∫
∂E

aω̄(v(y)) |H(y)|2 dHn−1(y) = J(u, v) .

(A.10)
Combining (A.8)–(A.10) we get

lim sup
ε→0

Jε(uε, vε, {|d(x)| < εTε}) ≤ J(u, v)

Finally from the second equality in (A.5) one can easily deduce that

lim sup
ε→0

Jε(uε, vε, {εTε < |d(x)| < 2εTε}) = 0 ,

and the proof is concluded. □

Appendix B. Uniqueness for the gradient in Sobolev spaces with respect to measures

As in Section 2.3, let M be a k-rectifiable, τ : M → Λk(Rn) an orientation of M , ρ : M → [0,∞) locally
Hk M integrable, and S = JM, τ, ρK. In the proof of the uniqueness of the gradient for u ∈ H1,p(S), we
will use the following lemma:

Lemma B.1. [ADS96, Corollary 2.10(ii)] Let S = JM, τ, ρK and u ∈ BV (S). Then there exists a
Λn−k+1(Rn) valued measure R(S, u) whose components Rγ(S, u), γ ∈ Λ(n, n− k + 1), are given by

⟨φ,Rγ(S, u)⟩ =
∫
M

u(ν ∧∇φ)γρ dHk for all φ ∈ C1
c (Rn) .

In the upcoming lemma, we write µ := ∥S∥. We will assume that ∂S = 0, since this is the case that we
are working with, and this alleviates the calculations.

Lemma B.2. Assume that S is as above with ∂S = 0. Let (vj)j∈N ⊂ C∞
c (Rn) such that

lim
j→∞

∥vj∥Lp
µ(Rn) = 0 and sup

j∈N
∥∇vj∥Lp

µ(Rn) < C ,

then ∇vj ⇀ 0 in Lp
µ(Rn).

Proof. Let φ ∈ C∞
c (Rn). Then R(S, φ) is in C∞

c (Rn; Λn−k+1(Rn)), and for γ ∈ Λ(n, n − k + 1) we have
that

0 = lim
j→∞

∫
M

Rγ(S, φ)vjρ dHk = − lim
j→∞

∫
M

Rγ(S, vj)φρdHk

Since R(S, vj) = ν ∧∇µvj and by the boundedness of (∇µvj)j∈N in Lp
µ(Rn;Rn), there exists a subsequence

(no relabeling) and w ∈ Lp
µ(Rn;Rn) such that ∇µvj ⇀ w in Lp

µ(Rn;Rn), and

lim
j→∞

∫
M

Rγ(S, vj)φρdHk =

∫
(ν ∧∇µvj)

γφρ dHk

=

∫
(ν ∧ w)γφρ dHk .

Since ∇µvj is orthogonal to ν, the same holds for w, and hence w = 0 follows since φ can be chosen
arbitrarily. □

Lemma B.3. Let ε > 0, W : R → [0,∞) as in Theorem 3.1, µε =
(
ε
2
|∇uε|2 + ε−1W (uε)

)
Ln. If

(vk)k∈N ⊂ C∞
c (Rn) is such that

lim
k→∞

∥vk∥Lp
µε (Rn) = 0 and sup

k∈N
∥∇vk∥Lp

µε (Rn) < C ,

then ∇vk ⇀ 0 in Lp
µε
(Rn).
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Proof. It suffices to show that for any subsequence, there exists a further subsequence for which the
gradient converges weakly to 0 in Lp

µε
. So let us start with an arbitrary subsequence. By boundedness of

the sequence in Lp
µε
, we may choose a further subsequence that is weakly convergent to some limit f ,

∇vk ⇀ f in Lp
µε

.

Here and in the following, we do not relabel when we take subsequences.

Suppose that −1 < t1 < t2 < 1. Then∫ t2

t1

∫
∂∗{uε≥t}

|vk| dHn−1 dt =

∫
{t1≤uε≤t2}

|vk∥∇uε| dx

≤
ε∥∇uε∥L2(Rn)

C(W, t1, t2)

(∫
{t1≤uε≤t2}

W (uε)

ε
|vk|2 dx

)2

≤
ε∥∇uε∥L2(Rn)

C(W, t1, t2)
∥vk∥2L2

µε
(Rn) → 0 as k → +∞ .

Therefore, there exists a subsequence such that for almost every s1, s2 with t1 < s1 < s2 < t2, we have
that {s1 ≤ uε ≤ s2} is a set of finite perimeter and∫

∂∗{uε≥si}
|vk|dHn−1 → 0 as k → +∞ for i = 1, 2 . (B.1)

For every φ ∈ C∞
0 (Rn) we can apply the Gauss-Green theorem:∫

{s1≤uε≤s2}
∇vk · φ dx =

∫
{s1≤uε≤s2}

vk div φ dx+

∫
∂∗{s1≤uε≤s2}

vk⟨φ, νuε⟩ dH
n−1 .

The last term converges to 0 by choice of s1 and s2. Moreover, we have∫
{s1≤uε≤s2}

|vk|2 dx ≤ ε

C(W, s1, s2)

∫
{s1≤uε≤s2}

W (uε)

ε
|vk|2 dx

≤ ε

C(W, s1, s2)
∥vk∥2L2

µε
(Rn)

→ 0 as k → +∞ .

Thus, ∫
{s1≤uε≤s2}

∇vk · φdx → 0 as k → +∞ .

This implies that f = 0 on {x : s1 ≤ uε(x) ≤ s2}. Since we may choose t1, s1 arbitrarily close to −1, and
t2, s2 arbitrarily close to 1, we obtain f = 0 on {x : −1 < uε(x) < 1}.

With the same arguments we can prove that f = 0 on {x : uε(x) < −1} and on {x : uε(x) > 1}. Since
µε({x : uε(x) = ±1}) = 0, we obtain that f = 0 µε-almost everywhere, which completes the proof of the
present lemma. □
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[OR23] H. Olbermann, and M. Röger, Phase separation on varying surfaces and convergence of diffuse interface
approximations, Calc. Var. Partial Differential Equations 62 (2023).

[OS91] N. C. Owen and P. Sternberg, Nonconvex variational problems with anisotropic perturbations, Nonlinear
Anal. 16 (1991), 705–719.
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Université catholique de Louvain, Belgium

Email address, Heiner Olbermann: heiner.olbermann@uclouvain.be


	1. Introduction
	Acknowledgements
	2. Notation and Preliminary results
	2.1. Notation
	2.2. Functions of bounded variation
	2.3. Currents and BV functions on currents
	2.4. Oriented Varifolds
	2.5. Measure-function pairs

	3. Setting of the problem and first result
	3.1. Proof of Propositions 3.6 and 3.7

	4. Second main result
	4.1. Proof of Theorem 4.1

	Appendix A. Upper bound in the smooth case
	Appendix B. Uniqueness for the gradient in Sobolev spaces with respect to measures
	References

