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Abstract. We show that there exists a family of mutually singular doubling

measures on Laakso space with respect to which real-valued Lipschitz functions

are almost everywhere differentiable. This implies that there exists a measure
zero universal differentiability set in Laakso space. Additionally, we show that

each of the measures constructed supports a Poincaré inequality.

1. Introduction

Rademacher’s theorem states that Lipschitz functions between Euclidean spaces
are differentiable Lebesgue almost everywhere. This result has many extensions
and applications. One direction of research extends Rademacher’s theorem to more
general spaces, such as Banach spaces [3], Carnot groups [20], and metric measure
spaces [7]. Another direction of research asks to what extent Rademacher’s theorem
is optimal [1, 8, 21, 24, 27]. The present paper contributes to this study in the
setting of Laakso space, a metric measure space in which a version of Rademacher’s
theorem holds. Laakso space (Definition 2.3) is of the form F := (I×K)/ ∼, where
K is the middle third Cantor set and ∼ is a suitable equivalence relation. It was first
constructed by Laakso [18] who gave a family of spaces, depending on parameters,
to show there exists an Ahlfors Q-regular metric measure space of any dimension
Q > 1 which supports a Poincare inequality. See also [6] for a nice overview of the
main properties of Laakso space.

It has been known for some time that Rademacher’s theorem does not admit
a converse for Lipschitz maps f : Rn → R for n ≥ 2, see e.g. [10, 11]. To be
more precise, there exists a Lebesgue measure zero set N ⊂ Rn containing a point
of differentiability for every real-valued Lipschitz map on Rn. Such a set N is
often called a universal differentiability set (UDS). In addition to the Euclidean
case, measure zero UDS are known to exist in some classes of Carnot groups,
which include all step two Carnot groups and examples of arbitrarily high step
[22, 19, 23]. The key technique used to prove these results is a refinement of the
fact that existence of a maximal directional derivative implies differentiability [15].
Surprisingly, the second and third authors showed in [5] that this fact does not
have a simple analogue in Laakso space. This left open the question of whether
measure zero UDS exist in Laakso space. The present paper answers this question
by showing that they do, by means of a different method.

Another natural way to study optimality of Rademacher’s theorem is to ask
whether Lipschitz functions can be differentiable almost everywhere with respect
to another measure on the same space. It is known that in Euclidean spaces such a
measure must be absolutely continuous with respect to Lebesgue measure [13] and
in Carnot groups it must be absolutely continuous with respect to the natural Haar
measure [12]. In this paper we show that these results do not extend to the Laakso
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space with its natural Hausdorff measure. In particular, there exists a family of
mutually singular measures with respect to which real-valued Lipschitz functions
are differentiable almost everywhere. It should be stressed that the idea behind the
construction of the measures comes from work of Schioppa [26], who constructed
a family of mutually singular measures on a metric measure space which are all
doubling and support a Poincare inequality. The space Schioppa used is different
from that of Laakso.

We now describe our main results. Our first main result gives a family of mutu-
ally singular doubling measures for which Rademacher’s theorem holds.

Theorem 1.1. There exist doubling measures µw on F for each w ∈ (0, 1) so that

(1) µw and µw′ are mutually singular whenever w ̸= w′, and
(2) for each w ∈ (0, 1), every Lipschitz map f : F → R is differentiable almost

everywhere with respect to µw.

Each measure µw is the push forward of H1×νw under the quotient map, where
νw is a suitable measure on K. The measure νw is defined by assigning a proportion
w of the measure to the left similar copy of K and a proportion 1 − w of the
measure to the right similar copy of K at any stage in the construction of K.
These measures are mutually singular for distinct w, while the measure ν1/2 is
proportional to the natural Hausdorff measure on K. Due to the structure of µw

(not least the Euclidean behavior in the I direction and that µw is doubling so the
Lebesgue density theorem holds), one can adapt the explicit proof of Rademacher’s
theorem given in [5] to µw for any w ∈ (0, 1). This gives Theorem 1.1.

Our second main result deduces the existence of measure zero UDS in Laakso
space. It is an immediate consequence of Theorem 1.1. To describe the UDS, first
denote the left and right similar copies of the middle third Cantor set K by K0

and K1 respectively. Similarly we define Ka for any finite string a of 0’s and 1’s.
For integer n ≥ 1, define Xn : K → R by Xn = 1 on Ka0 and Xn = 0 on Ka1 for
any binary string a of length greater or equal to 0. We set Q := 1 + (log 2/ log 3),
noting that F is Ahlfors Q-regular.

Theorem 1.2. There exists a Borel set N ⊂ F with HQ(N) = 0 such that every
Lipschitz map f : F → R is differentiable at a point of N .

More precisely, we can choose N to be q(I × Ew) for any w ̸= 1/2, where the
map q : I ×K → F is the quotient mapping sending x to [x] and

Ew = {x ∈ K :
1

n

n∑
k=1

Xn(x) → w as n → ∞}.

Historically, Rademacher’s theorem for general metric spaces was discovered by
Cheeger for spaces that satisfy a Poincaré inequality [7]. Despite this, a special fea-
ture of our work is that we do not use a Poincaré inequality to prove the above theo-
rems. However, as recognized in [14], there is a partial converse and a Rademacher’s
theorem (for certain Banach-valued Lipschitz functions) implies a Poincaré inequal-
ity. Thus, it is relevant to study whether the presently studied spaces also satisfy
a Poincaré inequality. This also draws a closer parallel to the work of Schioppa
in [26], and shows that this work completely extends to Laakso spaces. Indeed, it
shows that the Laakso space admits an uncountable family of mutually singular
measures supporting a Poincaré inequality. We defer to Section 5 for definitions
and a more detailed discussion.
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Theorem 1.3. For every w ∈ (0, 1) the space (F, d, µw) satisfies a (1, 1)-Poincaré
inequality.

The organization of the paper is as follows. In Section 2 we review relevant
background, including the definition of Laakso space and the notion of derivatives
in this context. In Section 3 we construct the measures and prove their main
properties. In Section 4 we show how the proof of Rademacher’s theorem can be
adapted from [5] and deduce the main results. We prove Theorem 1.3 in Section 5.
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2. Preliminaries

The terminology and construction in this paper follow that of [18]. Let I = [0, 1]
and let K ⊂ [0, 1] the standard middle third Cantor set. Define K0 := (1/3)K and
K1 := (1/3)K + (2/3) to be the left and right similar copies of K. We then define
K00 := (1/3)K0 = (1/9)K and K01 := (1/3)K1 = (1/9)K + (2/9) to be the left
and right similar copies of K0. The set Ka is defined similarly when a is any finite
string of 0’s and 1’s. We refer to such a string a as a binary string.

We define the height of a point (x1, x2) ∈ I×K by h(x1, x2) := x1. If n ∈ N and
mi ∈ {0, 1, 2} for 1 ≤ i ≤ n, we define w(m1, . . . ,mn) :=

∑n
i=1 mi/3i. A wormhole

level of order n is a set of the form

{w(m1, . . . ,mn)} ×K ⊂ I ×K, mn > 0.

Definition 2.1. We define an equivalence relation ∼ on I × K as follows. For
each n ∈ N and wormhole level {w(m1, . . . ,mn)} ×K of order n, identify pairwise
{w(m1, . . . ,mn)} × Ka0 and {w(m1, . . . ,mn)} × Ka1 for each binary string a of
length n−1. More precisely, a point (x1, x2) ∈ {w(m1, . . . ,mn)}×Ka0 is identified
with (x1, x2 + (2/3n)) ∈ {w(m1, . . . ,mn)}×Ka1. Such an identified point is called
a wormhole of order n.

We denote the set of wormholes of order n by Jn := {w(m1, . . . ,mn) : mi ∈
{0, 1, 2},mn > 0} ×K. Define F := (I ×K)/ ∼. Let q : I ×K → F be given by
q(x1, x2) = [x1, x2], where [x1, x2] denotes the equivalence class in F of (x1, x2) ∈
I ×K. We define the height h : F → I by h[x1, x2] = x1. We define a metric d on
F by

d(x, y) = inf{H1(p) : q(p) is a path joining x and y},
where p ⊂ I × K. In [18] it is shown that any pair of points can be connected
by a path and so the metric d is well defined. The following proposition gives
information about geodesics [18, Proposition 1.1].

Proposition 2.2. Fix x, y ∈ F with h(x) ≤ h(y). Let [a, b] ⊂ I be an interval of
minimum length that contains the heights of x and y and all the wormhole levels
needed to connect those points with a path. Let p be any path starting from x, going
down to height a, then up to height b, then down to y.
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Then p is a geodesic connecting x and y. All geodesics from x to y are of that
form for some interval [a′, b′] such that b′ − a′ = b− a.

Let Q := 1 + (log 2/ log 3). Note that K is Ahlfors (Q− 1)-regular. It is shown
in [18] that F is Ahflors Q-regular with respect to the metric d.

Definition 2.3. The Laakso space is the set of equivalence classes F := (I×K)/ ∼
equipped with the metric d and Hausdorff dimension HQ.

There are multiple ways that one can construct a Laakso space, and for simplicity
we focus on the one particular construction that we gave, and call it the Laakso
space.

Differentiability in F is meant with respect to the Lipschitz chart (F, h). This
can be written explicitly as in the following definition.

Definition 2.4. Let f : F → R and x ∈ F . We say that f is differentiable at x if
there exists Df(x) ∈ R such that

lim
y→x

f(y) − f(x) −Df(x)(h(y) − h(x))

d(y, x)
= 0.

The Laakso space is known to be a PI space [18], hence admits a differentiable
structure consisting of Lipschitz charts with respect to which Lipschitz functions are
almost everywhere differentiable [7]. However, these results do not give the charts
explicitly. The following theorem was proved explicitly in [5] with the Lipschitz
chart is (F, h), so the notion of differentiability is as in Definition 2.4.

Theorem 2.5. Every Lipschitz function f : F → R is differentiable almost every-
where.

Note that it seems likely Theorem 2.5 also follows from [9, Chapter 9, Theorem
9.1] on inverse limit spaces, once the Laakso space is recognized as such a space.

We will also make use of the directional derivatives defined below. As mentioned
in [5], this is a weaker requirement than being differentiable.

Definition 2.6. Let f : F → R and x = [x1, x2] ∈ F .
Suppose x is not a wormhole. Whenever the limit exists, we define

(2.1) fI(x) := lim
t→0

f [x1 + t, x2] − f [x1, x2]

t
.

The limit is one-sided if x1 = 0 or 1.
Suppose x is a wormhole of order n and (x1, x2) ∈ I ×K is the representative of

x with the smaller value of x2. Whenever the limit exists, we define

fL(x) := lim
t→0

f [x1 + t, x2] − f [x1, x2]

t

fR(x) := lim
t→0

f [x1 + t, x2 + (2/3n)] − f [x1, x2 + (2/3n)]

t
.

If fL(x) and fR(x) exist and are equal, we say that fI(x) exists and define it to be
the common value. The limits are one-sided if x1 = 0, 1.
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3. Singular Doubling Measures on K and F

3.1. Measures on K. Given w ∈ (0, 1) and a binary string a, let pw(Ka) :=
ws(1 − w)N−s where N is the length of the binary string a and s is the number of
zeros in a. Intuitively, as the Cantor set is constructed by removing open middle
thirds, pw assigns mass w to the left similar copy and mass 1−w to the right similar
copy.

Proposition 3.1. For any w ∈ (0, 1), there is a unique Borel probability measure
νw on K so that νw(Ka) = pw(Ka) for each binary string a. For any Borel set
E ⊂ K, we have

(3.1) νw(E) = inf

{ ∞∑
i=1

pw(Ei) : E ⊂
∞⋃
i=1

Ei, Ei similar copies of K

}
.

Proof. Let Σ = {0, 1}N be equipped with the product topology. Define a homeomor-
phism π : Σ → K by sending an infinite binary string (ai)

∞
i=1 to

∑∞
i=1 2ai3

−i ∈ K.
Let νw,Σ =

∏∞
i=1 ν0 be a Bernoulli probability measure on Σ, that is the infinite

product measure of binary probability measures ν0 on {0, 1} where ν0({0}) = w and
ν0({1}) = 1−w. Let νw = π∗(νw,Σ). Then, νw(Ka) = pw(Ka) follows directly from
the definition of νw. Equation (3.1)follows since the similar copies of K generate
the Borel σ-algebra of K, and uniqueness of νw follows for the same reason.

□

We equip K with the induced Euclidean metric. Recall that a measure m on
a metric space (X, d) is doubling if there is a constant D > 1 so that for all balls
B(x, r) in X it holds that m(B(x, 2r)) ≤ Dµ(B(x, r)).

Proposition 3.2. The probability measure νw is doubling on K for any w ∈ (0, 1).

Proof. Let x ∈ K and 0 < r ≤ 1/9. Choose integer N ≥ 3 with 1
3N

< r ≤ 1
3N−1 .

Notice B(x, r) must contain a similar copy of the Cantor set Ka which contains x
and where the binary string a is of length N . If s is the number of zeros in a, then
we have

ν(B(x, r)) ≥ ν(Ka) = ws(1 − w)N−s.

On the other hand, 2r ≤ 2
3N−1 < 1

3N−2 . Since similar copies of level N − 2 are

separated by a distance 1/3N−2, this implies B(x, 2r) is contained inside Kb where
b is the binary string equal to a except with the last two entries deleted. Hence

ν(B(x, 2r)) ≤ ν(Kb) ≤ ws−2(1 − w)N−s−2.

This implies ν(B(x, 2r)) ≤ w−2(1 − w)−2ν(B(x, r)). Hence ν is doubling. □

We next recall the strong law of large numbers from probability theory [2]. Recall
that in the context of a probability space (Ω,Σ, P ), where Σ is a σ-algebra and P
is a probability measure, a random variable X : Ω → [−∞,∞] is an extended real-
valued measurable function on X. The mean or expectation E(X) is simply the
integral of X with respect to P if it exists. An event holds with probability 1 if it
holds almost surely.

The distribution function of a random variable X is F : R → [0, 1] defined by
F (x) = P (X ≤ x) := P ({w : X(w) ≤ x}). A collection of random variables is
identically distributed if they have the same distribution function.
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A finite collection of random variables X1, . . . , Xk is independent if

P (X1 ≤ x1, · · · , Xk ≤ xk) = P (X1 ≤ x1) · · ·P (Xk ≤ xk).

An infinite collection of random variables is independent if each finite subcollection
is independent.

Lemma 3.3 (Strong Law of Large Numbers). Let X1, X2, . . . be random variables
on a probability space. Assume they are independent and identically distributed and
have finite mean. Then 1

n

∑n
k=1 Xk → E(X1) with probability 1.

For each integer n ≥ 1, define Xn : K → R as follows. If n = 1, then X1 is
identically 1 on K0 and identically 0 on K1. If n > 1, then Xn is identically 1 on
Ka0 and identically 0 on Ka1 for any binary string a of length n − 1. Clearly Xn

is Borel measurable for each n ≥ 1. Denote Sn =
∑n

k=1 Xk. For each w ∈ (0, 1),
define the Borel set

(3.2) Ew = {x ∈ K : Sn(x)/n → w}.

Proposition 3.4. For any w ∈ (0, 1), we have νw(K \ Ew) = 0 and νw′(Ew) = 0
for all w′ ∈ (0, 1) \ {w}.

In particular, for all w,w′ ∈ (0, 1) with w ̸= w′, the probability measures νw and
νw′ are mutually singular.

Proof. Fix w ∈ (0, 1). Recall the construction of νw from the proof of Proposi-
tion 3.1. The measure νw,Σ is a Bernoulli probability measure and the random
variables Yi := Xi ◦ π are of the form 1 − Zi, where Zi are the independent and
identically distributed projections onto the i’th component of Σ. In particular, Yi

are independent and identically distributed. Hence, in Σ, 1
n

∑n
i=1 Yi → w almost

surely with respect to νw,Σ by Lemma 3.3. Since π is a measure preserving bi-
jection, also 1

n

∑n
i=1 Xi(x) → w for νw-almost every x ∈ K. Thus, νw(Ew) = 1.

Further, by the same argument, νw′(Ew) = 0 for any w′ ∈ (0, 1) \ {w}. Thus, νw
and νw′ are pairwise singular.

□

3.2. Measures on F . Recall that H1 denotes the Hausdorff measure on I with
respect to the Euclidean distance. For any w ∈ (0, 1), we define

(3.3) µw = q∗(H1 × νw)

and

(3.4) Nw = q(I × Ew).

To prove that µw is doubling, the following simple lemma will be useful.

Lemma 3.5. Suppose x, y ∈ F with d(x, y) < 1. Let N ≥ 1 be the unique integer
satisfying 1/3N ≤ d(x, y) < 1/3N−1. Then any geodesic joining x to y can pass
through at most one wormhole of level less than or equal to N − 1.

In particular, suppose x ∈ F and 0 < r < 1. Let N ≥ 1 be the unique integer
satisfying 1/3N ≤ r < 1/3N−1. Then at vertical distance at most r above and below
x, one can find at most one wormhole with a level less than or equal to N − 2.

Proof. The first part of the Lemma was proved in [5]. To prove the second part
notice that (h(x) − r, h(x) + r) has length 2r and

2r < 2/3N−1 < 1/3N−2.
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Since wormholes of level less than or equal to N − 2 are spaced apart by a distance
1/3N−2, the conclusion follows. □

Proposition 3.6. For every w ∈ (0, 1), µw is a doubling measure with respect to
the metric d on F .

Proof. We denote ν = νw and µ = µw for convenience. That µ is Borel follows
from continuity of q. Fix x = [x1, x2] ∈ F and 0 < r < 1/3. Fix an integer N such
that 1/3N ≤ r < 1/3N−1.

We estimate µ(B(x, r)) from below. Without loss of generality assume x1 < 2/3,
since otherwise one can apply a similar argument with upwards and downwards
reversed. For each M ≥ 1, wormholes of level M are spaced apart by a distance at
most 2/3M . If M ≥ N + 2 then r/2 ≥ 2/3M . Hence, starting at x, one can reach
by a curve of length at most r any point y = [y1, y2] satisfying both:

• x1 ≤ y1 ≤ x1 + r/2, and
• y2 is reached from x2 by wormholes of level M ≥ N + 2.

Note that if x is a wormhole level then either representative of x2 may be used here.
This shows that q−1(B(x, r)) contains a set of the form [x1, x1+r/2]×KN+1, where
KN+1 ⊂ K is a similar copy of K obtained after splitting N+1 times which contains
x2. Hence

µ(B(x, r)) = (H1 × ν)(q−1(B(x, r))

≥ (r/2)ν(KN+1).

In particular, balls have strictly positive measure.
We next estimate µ(B(x, 2r)) from above. Notice 2r < 1/3N−2. By Lemma 3.5,

at vertical distance at most 2r above and below x, one can find at most one worm-
hole with a level less than or equal to N − 3. Hence q−1(B(x, 2r)) is contained in
a set of the form(

[x1 − 2r, x1 + 2r] ×K1
N−2

)
∪
(

[x1 − 2r, x1 + 2r] ×K2
N−2

)
,

where K1
N−2,K

2
N−2 are similar copies of K obtained after splitting N − 2 times.

Note that one of the two similar copies (temporarily denoted Ka for some binary
string a) contains x2, while the other is obtained by switching one of the entries of
Ka at a coordinate less than or equal to N − 3. This leads to the estimate

µ(B(x, 2r)) = (H1 × ν)(q−1(B(x, 2r)))

≤ 4r(ν(K1
N−2) + ν(K2

N−2)).

Combining the two estimates yields

µ(B(x, 2r))

µ(B(x, r))
≤ 8

(ν(K1
N−2) + ν(K2

N−2))

ν(KN+1)
.

The result follows because ν(K1
N−2)/ν(KN+1) and ν(K2

N−2)/ν(KN+1) are both

bounded above by max(w−4, (1 − w)−4). □

Remark 3.7. If ν is an arbitrary doubling measure on K, it does not necessarily
follow that µ = q∗(H1 × ν) is a doubling measure on F . For instance, given

0 < λ < 1 and 0 < λ̂ < 1, define a measure ν on K as follows. First assign measure
1/2 to both the left and right similar copies K0 and K1 of K. Then, at any given
stage, if Ka is a similar copy for which a starts with 0 we assign a proportion λ
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of the measure to Ka0 and 1 − λ to Ka1, while if Ka is a similar copy for which

a starts with 1 we assign a proportion λ̂ of the measure to Ka0 and 1 − λ̂ to Ka1.
Then, using a similar argument to that of Proposition 3.2, it is not difficult to see
ν is a doubling measure on K. We claim µ := q∗(H1 × ν) is not doubling on F . To
see this we consider for any m ≥ 1 the open balls

Bm = B

([
1

3
+

1

3m
, 0

]
,

1

3m

)
, 2Bm = B

([
1

3
+

1

3m
, 0

]
,

2

3m

)
.

Then p−1(Bm) is contained in a set of the form (1/3, 1/3 + 2/3m) × Kb where
|b| = m− 1 and b begins with a 0. Hence

µ(Bm) ≤ 2

3m
1

2
λm−2 =

λm−2

3m
.

On the other hand, p−1(2Bm) contains a set (1/3−1/3m, 1/3 + 1/3m)× (Kb∪Kb′)
where b′ agrees with b except the first entry is 1 rather than 0. Hence

µ(2Bm) ≥ 2

3m

(
1

2
λm−2 +

1

2
λ̂m−2

)
=

1

3m

(
λm−2 + λ̂m−2

)
.

Hence

µ(2Bm)

µ(Bm)
≥ 1 +

(
λ̂

λ

)m−2

.

If λ̂ > λ, letting m → ∞ shows µ is not doubling. A similar argument applies if

instead λ̂ < λ, changing the center of the balls to the point [13 + 1
3m , 1].

Proposition 3.8. For any w ∈ (0, 1), we have µw(F \Nw) = 0 and µw′(Nw) = 0
for all w′ ∈ (0, 1) \ {w}.

In particular, for all w,w′ ∈ (0, 1) with w ̸= w′, the probability measures µw and
µw′ are mutually singular.

Proof. Fix any w,w′ ∈ (0, 1) with w ̸= w′. By Proposition 3.4, we know that
νw(K \Ew) = νw′(Ew) = 0. Recall Nw = q(I×Ew) ⊂ F . Note that the symmetric
difference of q−1(q(I × Ew)) and I × Ew is contained in a set of the form C ×K
where C is countable, hence has measure zero with respect to H1 × νw. Hence

µw(F \Nw) = (H1 × νw)((I ×K) \ q−1(q(I × Ew)))

= (H1 × νw)((I ×K) \ (I × Ew))

= (H1 × νw)(I × (K \ Ew))

= νw(K \ Ew)

= 0.

On the other hand, we have

µw′(Nw) = (H1 × νw′)(q−1(q(I × Ew)))

= (H1 × νw′)(I × Ew)

= νw′(Ew)

= 0.

This proves the first part of the proposition. The second is then an immediate
consequence. This concludes the proof. □
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We now briefly describe how µ1/2 is related to HQ which is the measure normally

used on F . Note, since K is (Q− 1)-Ahlfors regular, we have 0 < HQ−1(K) < ∞.

Proposition 3.9. For every Borel set E ⊂ K we have

ν1/2(E) =
HQ−1(E)

HQ−1(K)
.

Hence for every Borel set E ⊂ F we have

µ1/2(E) =
q∗(H1 ×HQ−1)(E)

HQ−1(K)
.

Consequently, there exists a constant C ≥ 1 such that for every Borel set E ⊂ F

C−1HQ(E) ≤ µ1/2(E) ≤ CHQ(E),

where HQ denotes the Hausdorff measure of dimension Q on F with metric d.

Proof. For any Borel set E ⊂ K, denote ν̃(E) = HQ−1(E)
HQ−1(K)

. Then ν̃ is a probability

measure on Borel subsets of K. It also holds that ν̃(Ka) = (1/2)N = p1/2(Ka)
for any binary string a of length N . Since ν1/2 was a unique extension of p1/2, it
follows that ν̃(E) = ν1/2(E) for any Borel set E ⊂ K. Hence the first part of the
proposition follows.

The second part follows by definition of product measure and the definition of
µw in (3.3). The third part follows by combining the second part with the fact that
q∗(H1 ×HQ−1) is bounded within constant multiples of HQ since both are Ahlfors
Q-regular, as explained in [5]. □

4. Rademacher’s Theorem for a Singular Measure

In this section we prove Theorem 1.1. Before doing so, we describe how it
can be combined with the results of the previous section to prove our main result
Theorem 1.2.

Proof of Theorem 1.2 from Theorem 1.1. Fix any w ̸= 1/2 and consider the Borel
set Nw. By Proposition 3.8, µw(Nw) > 0. Hence, by Theorem 1.1, each Lipschitz
function f : F → R is differentiable at some point of Nw (with the point possibly
depending on f). Since w ̸= 1/2, applying Proposition 3.8 implies µ1/2(Nw) = 0.

Hence, by Proposition 3.9, HQ(Nw) = 0. □

We use the rest of this section to prove Theorem 1.1. We divide the proof into
several steps, following [5] with adjustments to account for the fact µw is doubling
instead of Q-Ahlfors regular. For the remainder of this section fix w ∈ (0, 1) and
denote ν = νw, µ = µw.

4.1. Measure Theoretic Preliminaries. The following lemma follows by Tonelli’s
theorem. The proof is the same as in [5], up to replacing HQ with µ = q∗(H1 × ν).

Lemma 4.1. Suppose A ⊂ F is Borel with respect to the metric d and

L1{t ∈ I : [t, z] ∈ A} = 0 for every z ∈ K.

Then µ(A) = 0.

The next lemma is as in [5], except the measure HQ is replaced by µ. The proof
is the same, since we may apply Lemma 4.1 with the measure µ instead of HQ.
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Lemma 4.2. The following statements hold for every Lipschitz map f : F → R.
(1) For every z ∈ K, the set

Dz := {t ∈ I : the directional derivative fI [t, z] exists}

is Borel with respect to the Euclidean metric on I and has full L1 measure.
(2) For every z ∈ K, the map from Dz to R defined by t 7→ fI [t, z] is Borel

measurable with respect to the Euclidean metric on I.
(3) The set

D := {x ∈ F : the directional derivative fI(x) exists}

is Borel measurable with respect to d on F and has full µ measure.
(4) The map fI : D → R defined by x 7→ fI(x) is Borel measurable.

Recall that if (X,m) is a doubling metric measure space than the Lebesgue
density theorem holds and Borel functions are approximately continuous almost
everywhere. I.e. if g : X → R is Borel, then for almost every x ∈ X

lim
r→0

m{y ∈ B(x, r) : |g(y) − g(x)| > ε}
m(B(x, r))

= 0 for every ε > 0.

We will use these facts in R equipped with Euclidean distance and Lebesgue measure
and in F equipped with the metric d and measure µ.

4.2. Auxilliary Sets. Let f : F → R be a Lipschitz function and let D ⊂ F denote
the set of points where the directional derivative of f exists. Denote L = Lip(f).
Let Cµ ≥ 1 be the doubling constant of µ. By iterating the doubling condition,
there exists Q > 0 and CQ ≥ 1 both depending only on Cµ such that for all x ∈ F ,
0 < r ≤ R, and y ∈ B(x,R), we have

µ(B(y, r))

µ(B(x,R))
≥ C−1

Q

( r

R

)Q
.

Note that wormholes have measure zero with respect to µ. To see this notice that
if W ⊂ F is the set of wormholes, then q−1(W ) is contained in a set of the form
C ×K where C is countable. Hence

µ(W ) = (H1 × ν)(q−1(W ))

≤ (H1 × ν)(C ×K)

= H1(C)

= 0.

Definition 4.3. Let D′ be the set of all points x ∈ D which are not a wormhole.
We define several sets as follows.

(1) For each ε > 0 and x ∈ D,

Dε(x) := {y ∈ D : |fI(y) − fI(x)| ≤ ε}.

(2) For each ε > 0 and integer k ≥ 1, let E1
k(ε) be the collection of all points

x = [x1, x2] ∈ D′ such that

L1{t ∈ (x1 − r, x1 + r) ∩ I : [t, x2] /∈ Dε(x)} ≤ εr

for every 0 < r < 1/k.
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(3) For each ε > 0 and integer k ≥ 1, let E2
k(ε) be the collection of all points

x ∈ D′ for which

(4.1) µ
(
B(x, r) \ (Dε(x) ∩ E1

k(ε))
)
≤

C−1
Q εQ min(w, 1 − w)

2Q+2
µ(B(x, r))

for every 0 < r < 1/k.

The proof of the next lemma is the same as in [5] with HQ replaced by µ, which
is possible by applying Lemma 4.1.

Lemma 4.4. For all ε > 0 and integer k ≥ 1, E1
k(ε) is Borel with respect to d and

µ

(
F \

∞⋃
k=1

E1
k(ε)

)
= 0.

The proof of the next lemma requires minor adaptations from [5] to account for
the change in measure. We first make two remarks.

Remark 4.5. First we claim that lims→s0 µ(B(x, s)) = µ(B(x, s0)) for any s0 > 0.
To see this, note µ is a doubling measure on a length space so satisfies a δ-annular
decay property for some 0 < δ ≤ 1 depending only on the doubling constant of µ
[4]. To be more specific, there is K ≥ 1 such that for all x ∈ F , r > 0, 0 < ε < 1,

µ(B(x, r) \B(x, r(1 − ε))) ≤ Kεδµ(B(x, r)).

From this, the claim clearly follows.
Second we claim that limx→x0

µ(B(x, s)) = µ(B(x0, s)) for any x0 ∈ F . To see
this notice that |µ(B(x, s)) − µ(B(x0, s))| is bounded by the maximum of

µ(B(x0, s + d(x, x0))) − µ(B(x0, s))

and

µ(B(x, s + d(x, x0))) − µ(B(x, s)).

Both of these converge to zero as x 7→ x0, so the claim follows.

Lemma 4.6. For ε > 0 and integer k ≥ 1, E2
k(ε) is Borel with respect to d and

µ

(
F \

∞⋃
k=1

E2
k(ε)

)
= 0.

Proof. Fix ε > 0. We first show that E2
k(ε) is Borel with respect to d. Note that

(4.1) holds for all 0 < r < 1/k if and only if it holds for all rational 0 < r < 1/k.
This follows by choosing a rational sequence 0 < rn < 1/k with rn ↓ r, applying
(4.1) for each n, and using Remark 4.5. Hence it suffices to show that both sides of
the estimate defining E2

k(ε) are Borel measurable functions of x. For the right side
we simply note that x 7→ µ(B(x, r)) is continuous for each r by Remark 4.5. For
the left side, consider D′ → R given by x 7→ µ(B(x, r) \ (Dε(x) ∩ E1

k(ε))). Notice
that for every α > 0, the set{

x ∈ D′ : µ{y ∈ B(x, r) : y /∈ E1
k(ε) or |fI(y) − fI(x)| > ε} > α

}
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can be written as⋃
η>ε
η∈Q

∞⋂
n=1

⋃
q∈Q

(
{x ∈ D′ : |fI(x) − q| < 1/n}

∩ {x ∈ D′ : µ{y ∈ B(x, r) : |fI(y) − q| > η or y /∈ E1
k(ε)} > α}

)
.

The first set inside the decomposition above is Borel by Lemma 4.2. The second is
an open subset of D′, using Remark 4.5, hence Borel. Hence E2

k(ε) is Borel.
Using Lemma 4.4, almost every point of F is a density point of E1

k(ε) with
respect to µ for some k ≥ 1. Also, since fI is Borel, almost every point of F is a
point of approximate continuity of fI with respect to µ. Hence for almost every x
there exists k ∈ N and R > 0 such that

µ
(
B(x, r) \ (Dε(x) ∩ E1

k(ε))
)
<

C−1
Q εQ min(w, 1 − w)

2Q+2
µ(B(x, r))

for every 0 < r < R. Choose K ∈ N such that K ≥ k and 1/K < R. Then using
the fact E1

k(ε) ⊂ E1
K(ε) it follows

µ
(
B(x, r) \ (Dε(x) ∩ E1

K(ε))
)
<

C−1
Q εQ min(w, 1 − w)

2Q+2
µ(B(x, r))

for every 0 < r < 1/K. Hence x ∈ E2
K(ε). This shows µ(F \

⋃∞
k=1 E

2
k(ε)) = 0. □

4.3. Choice of Suitable Line Segments. Fix 0 < ε < 1. Let x ∈
⋃∞

k=1 E
2
k(ε)

and fix K ≥ 1 such that x ∈ E2
K(ε). Let y ∈ F with d(y, x) < 1/(2K). Let N ≥ 1

be the unique integer such that 1/3N ≤ d(x, y) < 1/3N−1.
Assume that infinitely many wormhole levels are needed to connect x to y by a

geodesic. It will be clear how the following argument can be simplified if only finitely
many wormhole levels or even no wormhole levels are needed. Denote T = d(x, y)
and choose γ : [0, T ] → F such that

• γ is a geodesic from x to y with γ(0) = x and γ(T ) = y.
• γ is a concatenation of countably many lines in the I direction parameter-

ized at unit speed.

By Lemma 3.5, any geodesic joining x to y must pass through at most one wormhole
of level less than or equal to N − 1. We enumerate the wormhole levels needed to
connect x to y by a strictly increasing sequence Ni for integer i ≥ 0, where possibly
N0 ≤ N − 1, but necessarily Ni ≥ N for i ≥ 1. Since N1 ≥ N and Ni are strictly
increasing, it follows that Ni ≥ N + i− 1 for i ≥ 1.

For each i ≥ 0, let λi be the point in the interval [0, T ] where γ jumps using
the wormhole of order Ni. Geodesics in F can be chosen so that they change their
direction (up or down) in the I component at most twice (Proposition 2.2). Hence,
during any subinterval of [0, T ] of length t, the geodesic spends at least a time t/3
following the same direction (either up or down but not changing between them)
in the I component. Since in any direction wormhole levels of order Ni are spaced
apart by at most a distance 2/3Ni , we can additionally choose γ so that it satisfies:

• λ0 ≤ d(x, y), and
• λi ≤ 2/3Ni−1 for i ≥ 1.



UDS IN LAAKSO SPACE 13

Using Ni ≥ N + i− 1 for i ≥ 1 and the definition of N , we estimate as follows:

∞∑
i=0

λi ≤ d(x, y) +

∞∑
i=1

2

3Ni−1

≤ d(x, y) +

∞∑
i=1

2

3N+i−2

= d(x, y) +
1

3N−2

≤ 10d(x, y).

Let (µi)
∞
i=0 be a strictly decreasing rearrangement of {λi : i ≥ 0} ∪ {T}. Thus

µ0 = T , µi → 0 as i → ∞, γ|[µi+1,µi] is a line segment for each i ≥ 0, and

(4.2)
∞∑
i=0

µi =

∞∑
i=0

λi + T ≤ 11d(x, y).

Denote pi = γ(µi) for i ≥ 0. Notice p0 = y and pi → x as i → ∞. It follows that

(4.3) f(y) − f(x) =

∞∑
i=0

(f(pi) − f(pi+1)).

Since γ|[µi+1,µi] is a line segment in the I direction, it follows pi is reached from
pi+1 by travelling a displacement h(pi) − h(pi+1) in the I direction.

4.4. Estimate Along Line Segments. Our aim is to show that f(pi) − f(pi+1)
is well approximated by fI(x)(h(pi) − h(pi+1)) for every i ≥ 0. Fix i ≥ 0 until
otherwise stated.

Lemma 4.7. There exist points qi, qi+1 ∈ F with the following properties:

(1) d(qi+1, pi+1) ≤ εµi+1,
(2) d(qi, pi) ≤ 6εµi+1,
(3) qi+1 ∈ E1

K(ε) ∩Dε(x),
(4) qi is reached from qi+1 by travelling a vertical displacement h(pi)−h(pi+1)

in the I direction.

Proof. Using 0 < ε < 1 and µi+1 ≤ T < 1/2K gives µi+1 + εµi+1 < 1/K. Hence
the fact that x ∈ E2

K(ε) gives,

µ
(
B(x, µi+1+εµi+1)\(Dε(x)∩E1

K(ε))
)
<

C−1
Q εQ min(w, 1 − w)

2Q+2
µ(B(x, µi+1+εµi+1)).

Since γ is a geodesic, d(x, pi+1) = d(γ(0), γ(µi+1)) = µi+1. Hence

B(pi+1, εµi+1) ⊂ B(x, µi+1 + εµi+1).

It follows that

µ
(
B(pi+1, εµi+1)\(Dε(x)∩E1

K(ε))
)
<

C−1
Q εQ min(w, 1 − w)

2Q+2
µ(B(x, µi+1+εµi+1)).

However, using the doubling property and 0 < ε < 1,

µ(B(pi+1, εµi+1))

µ(B(x, µi+1 + εµi+1))
≥ C−1

Q

(
ε

1 + ε

)Q

> C−1
Q

εQ

2Q
.
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Combining the previous two steps gives

(4.4) µ
(
B(pi+1, εµi+1) \ (Dε(x) ∩ E1

K(ε))
)
<

min(w, 1 − w)

4
µ(B(pi+1, εµi+1)).

Fix an integer B ≥ 1 such that 1/3B ≤ εµi+1 < 1/3B−1. This implies that
within a vertical distance εµi+1 of pi+1, there is at most two wormhole levels of
order less than or equal to B − 1. Let S be the set of points z ∈ B(pi+1, εµi+1)
such that z can be connected to pi+1 using only wormhole levels of order n ≥ B.
Then we obtain

(4.5) µ(S ∩B(pi+1, εµi+1)) ≥ min(w, 1 − w)

4
µ(B(pi+1, εµi+1)).

Indeed, the ball B(pi+1, εµi+1) intersects at most three sets Kaj
× I, where aj

are finite strings of length B − 1, j = 1, 2, 3. Without loss of generality, assume
pi+1 ∈ Ka1

× I and note that each aj differs from a1 in at most one entry. Define
the sets Qj = B(pi+1, εµi+1) ∩ (Kaj

× I). Note S ∩B(pi+1, εµi+1) = Q1. For each
j we have, as a consequence of Fubini’s theorem,

µ(Qj) ≤
µ(Q1)

min(w, 1 − w)
.

Hence

B(pi+1, εµi+1) =

3∑
j=1

µ(Qj) ≤
3µ(Q1)

min(w, 1 − w)
.

Hence

µ(Q1) ≥ min(w, 1 − w)

3
µ(B(pi+1, εµi+1))

which gives the desired inequality.
Using (4.4) and (4.5) we can choose a point qi+1 with

qi+1 ∈ S ∩B(pi+1, εµi+1) ∩Dε(x) ∩ E1
K(ε).

Clearly by definition qi+1 satisfies (1) and (3).
Next, define qi from qi+1 as stated in (4). Then qi can be reached from pi from

a vertical displacement at most 2εµi+1 and wormhole levels of order n ≥ B. Such
jump levels are spaced by at most 2/3B in the vertical direction. Hence

d(qi, pi) ≤ 2εµi+1 + (4/3B) ≤ 6εµi+1.

This shows that qi satisfies (2) and completes the proof. □

Using Lemma 4.7 and the same steps as in [5] yields the estimate

|f(pi) − f(pi+1) − fI(x)(h(pi) − h(pi+1))|
≤ (2L + 2)ε|h(pi) − h(pi+1)| + 7Lεµi+1.

Adding these estimates over all i ≥ 0 gives

|f(y) − f(x) − fI(x)(h(y) − h(x))|
≤ (2L + 2)εd(x, y) + 77Lεd(x, y).

Using a similar argument to that of [5] then concludes the proof of Theorem 1.1.
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5. Poincaré inequality

In this section, we give an argument that (F, d, µ) satisfies also a (1, 1)-Poincaré
inequality : This means exists constants C > 0, λ ≥ 1 so that

1

µ(B(x, r))

∫
B(x,r)

|f − fB |dµ ≤ Cr
1

µ(B(x, λr))

∫
B(x,λr)

Lip[f ]dµ,

holds for all Lipschitz functions f : F → R and all balls B = B(x, r) ⊂ F . Here,

Lip[f ](x) = lim supy→x
|f(y)−f(x)|

d(x,y) , and fA = 1
µ(A)

∫
A
fdµ for Borel sets A ⊂ X with

µ(A) > 0. See [7] and [25] for further background on the Poincaré inequality, and
[17, Theorem 2] for relationships between equivalent formulations of the Poincaré
inequality. In [7], it was shown that a doubling metric measure space satisfying a
Poincaré inequality satisfies a notion of differentiability with respect to a collection
of charts. Theorem 2.5 shows that the chart constructed in [7] can be chosen as
(F, h). Thus, by proving the Poincaré inequality, we establish a closer connection
between this work and [7]. Further, we show that the present examples are similar
to the ones by Schioppa in [26].

The argument is based on using a pointwise version of the Poincaré inequality:
There exist constants C, λ ≥ 1 so that for all Lipschitz functions f : F → R and all
points p, q ∈ X we have:

|f(p) − f(q)| ≤ Cd(x, y)(Mλd(x,y)Lip[f ](p) + Mλd(x,y)Lip[f ](q)),

where

MRh(x) = sup
r∈(0,R)

1

µ(B(x, r))

∫
B(x,r)

|h|dµ

is the Hardy-Littlewood maximal function. By a result from [25, Theorem 8.1.7]
a (1, 1)-Poincaré inequality is equivalent to a pointwise (1, 1)-Poincaré inequality.
This result is originally due to Haj lasz and Koskela, see e.g. [16]. We will prove the
pointwise version of the Poincaré inequality by a “chaining of balls”-type argument,
although in our case, we will chain rectangles of the form J × Kx. This type of
argument is also due to Haj lasz and Koskela.

Our argument will use the following simple one-dimensional result. Let J ⊂ R be
an interval, f : J → R a Lipschitz function, and let A,B ⊂ J be positive measure
subsets. Then we have the following inequality:

(5.1)

∣∣∣∣ 1

|A|

∫
A

f(t)dt− 1

|B|

∫
B

f(t)dt

∣∣∣∣ ≤ ∫
J

Lip[f ](t)dt,

where |A| is the Lebesgue measure of the set A. Indeed, for every a ∈ A, b ∈ B, we
have |f(a) − f(b)| ≤

∫
J

Lip[f ](t)dt. Taking an average integral in both a ∈ A and
b ∈ B yields (5.1).

To simplify the presentation of the proof below, we will use A ≲ B to indicate
that there is a constant C so that A ≤ CB. The constant C in all instances will
only depend on the space F and not on the function f , or other variables in the
proof.

Proof. In the proof, we denote by µ the measure µw and by ν the measure νw. First,
we prove three inequalities, (5.2), (5.3), (5.4), where one can control the differences
of averages over sets of the form q(J ×Kx), called rectangles, which lie “near” to
each other in specific ways. The three cases are showed in Figure 2.
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First, Case A), where two rectangles are connected through a wormhole: Let
q(J ×Kx) and q(J ×Kx′) be sets with |x| = |x′|, J ⊂ [0, 1] is a sub-interval and
for which the strings x and x′ differ only at the n′th bit for some 1 ≤ n ≤ |x|,
and tn ∈ J for some wormhole level tn × K of order n. Let s be a point in Kx,
which via its trinary expansion can be identified by an infinite trinary string, and
let s′ ∈ Kx′ be the infinite trinary string obtained from s with the n′th bit flipped.
Equivalently s′ is obtained from s via the identification in Definition 2.1, i.e. a
translation to the right or left by 2(3−n), depending on if the n’th bit of s is a 0 or
2, respectively. Then, for t ∈ [0, 3|J |] we define

γs(t) =


[(max(J) − t, s)] t ∈ [0, |J |]
[(min(J) + (t− |J |), s)] t ∈ [|J |, |J | + tn − min(J)]

[(min(J) + (t− |J |), s′)] t ∈ [|J | + tn − min(J), 2|J |]
[(max(J) − (t− 2|J |), s′)] t ∈ [2|J |, 3|J |]

Notice γs(|J |) = [(min(J), s)] from both the first and second line, γs(|J | + tn −
min(J)) = [(tn, s)] = [(tn, s

′)] from the second and third line and γs(2|J |) =
[(max(J), s′)] from the final two lines. See Figure 1 for a figure of the curve γs(t).

J × s J × s′

Figure 1. The path γs. The dashed line shows where the worm-
hole is used.

The curve γs is a unit speed curve, and f ◦ γs(t) is Lipschitz. First, by using the
fact that µ = q∗(H1×ν), we get by a change of variables and the fact µ(q(J×Kx)) =
|J |µ(Kx) that

1

µ(q(J ×Kx))

∫
q(J×Kx)

fdµ =
1

|J |ν(Kx)

∫
J×Kx

f(q(t, s))dtdν(s)

=
1

|J |ν(Kx)

∫
Kx

∫ |J|

0

f(γs(t))dtdν(s).

Next, we use fact that the map T (s) = s′, T : Kx → Kx′ is a translation, and the

push-forward is given by T∗(ν|Kx
) = ν(Kx)

ν(Kx′ )
ν|Kx′ . This follows from the definition

of ν and Proposition 3.1, since if a is any finite string then T∗ν(Kx′a) = ν(Kxa) =
ν(Kx)ν(Ka) and ν(Kx′a) = ν(Kx′)ν(Ka). Since the sets Kxa generate the sigma-
algebra, this shows that the measures T∗(ν|Kx

) and ν|Kx′ differ only by the factor
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ν(Kx)/ν(Kx′). This, together with the same change of variables, yields

1

µ(q(J ×Kx′))

∫
q(J×Kx′ )

fdµ =
1

|J |ν(Kx′)

∫
J×Kx′

f(q(t, s′))dtdν(s′)

=
1

|J |ν(Kx)

∫
Kx

∫ 3|J|

2|J|
f(γs(t))dtdν(s).

Thus, (5.1) and integration over s gives

∣∣∣∣∣ 1

µ(q(J ×Kx))

∫
q(J×Kx)

fdµ− 1

µ(q(J ×Kx′))

∫
q(J×Kx′ )

fdµ

∣∣∣∣∣
(5.2)

≤ 1

|J |ν(Kx)

∫
Kx

∣∣∣∣∣
∫ |J|

0

f(γs(t))dt−
∫ 3|J|

2|J|
f(γs(t))dt

∣∣∣∣∣ dν(s)

≤ 2|J | 1

µ(q(J ×Kx′))

∫
q(J×Kx′ )

Lip[f ](t)dµ + 2|J | 1

µ(q(J ×Kx))

∫
q(J×Kx)

Lip[f ](t)dµ.

Next, we consider Case B), where the two rectangles are of the form q(J ×Kx)
and q(J ′ ×Kx) with J ′ ⊂ J and J ′, J are subintervals of [0, 1]. Then (5.1) implies∣∣∣∣ 1

µ(q(J ×Kx))

∫
J×Kx

fdµ − 1

µ(q(J ′ ×Kx))

∫
q(J′×Kx)

fdµ

∣∣∣∣∣
≤ |J | 1

µ(q(J ×Kx))

∫
q(J×Kx)

Lip[f ]dµ.(5.3)

Finally, consider the Case C) consisting of rectangles q(J ×Kx) and q(J ′ ×Kx′),
where J ′ ⊂ J , x′ is obtained from the string x by adding one bit and J con-
tains a wormhole at level |x| + 1. By symmetry consider only the case, where
w′ = w0 and consider three averages Q1 = 1

µ(q(J′×Kx0))

∫
q(J′×Kx0)

fdµ, Q2 =
1

µ(q(J×Kx0))

∫
q(J×Kx0)

fdµ and Q3 = 1
µ(q(J×Kx1))

∫
q(J×Kx1)

fdµ. Then∣∣∣∣∣ 1

µ(q(J ×Kx))

∫
q(J×Kx)

fdµ − 1

µ(q(J ′ ×Kx′))

∫
q(J′×Kx′ )

fdµ

∣∣∣∣∣
= |(wQ2 + (1 − w)Q3) −Q1|
≤ (1 − w)|Q2 −Q3| + |Q2 −Q1|

≲ |J | 1

µ(q(J ×Kx))

∫
q(J×Kx)

Lip[f ]dµ.(5.4)

In the last line, we used (5.3) to estimate the difference |Q2 − Q1| and (5.2) to
estimate the difference |Q2 −Q3|.

With these simple estimates given, we construct a chain of sets of the form
q(Ji ×Kxi

), i ∈ Z, which connect every pair of points, and where consecutive sets
are related to each other as in one of the three cases considered above. Let p =
[x1, x2], q = [y1, y2] ∈ F be two distinct points. Choose n ∈ N so that 2(3−n−1) <
d(p, q) ≤ 2(3−n). Let J0 be a shortest interval containing x1, y1 and which contains
all the wormhole levels needed to connect p to q and which has length comparable
to d(p, q), with a constant independent of p and q. Let m ≤ 0 and define K1

m

for to be the n + m − 1’th level interval in the Cantor set containing x2, and for
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· · ·

A) J × Kx → J × Kx′ B) J × Kx → J′ × Kx C) J × Kx → J′ × Kx′

Figure 2. The three cases for rectangles that we consider. One
of the sets is shaded gray and the other set is shaded black. In
the middle case, the gray shading overlaps with the black shading.
The dashed lines show wormhole levels. Notice how Case C can be
decomposed into parts, which are related via Case A and Case B.

m > 0 let K2
m to be the n + m − 2’th level interval in the Cantor set containing

y2. First, let J1
1 = J0 = J2

1 . Further, let {J1
m}∞m=2 be an a nested sequence of

intervals of lengths 3−n−m which contains x1 and where each interval is contained
in J0. Symmetrically, let {J2

m}∞m=2 be an a nested sequence of intervals of lengths
3−n−m which contains y1 and where each interval is contained in J0.

Now, consider the sets Qi defined as follows. Q0 = q(J0 × K1
0 ), and Qm =

q(J1
m ×K1

|m|) for m < 0 and Qm = q(J2
m ×K2

|m|) for m > 0. By construction we

can write Qm = q(Jm ×Kxm) with |Jm| ≤ diam(Qm) ≲ d(p, q)3−|m|. Notice that
for all m ∈ Z, the sets Qm and Qm+1 relate to each other as one of the three cases
considered in the beginning of the proof. First, for each i < 0, we have that Qi is
obtained from Qi+1 as in case C), since J1

i ⊂ J1
i+1 and K1

i−1 is the left or right half

of K1
i . Similarly for i > 0, we have that Qi and Qi+1 are related as in C). We are

left to consider Q0 and Q1. We have J2
1 = J0 and K1

0 = Ka and K2
1 = Kb for some

finite strings a, b with |a| = |b|. By Lemma 3.5, the strings a, b can differ from each
other by at most one bit of index ≤ n − 1, and there is a wormhole level t ∈ J0
corresponding to this level. Thus, we can apply Case A) to estimate the difference
between fQ0 and fQ1 .

Now, by combining continuity of f with a telescoping sum argument as well as
(5.4), (5.3) and (5.2), we get

|f(p) − f(q)| ≤
∑
i∈Z

∣∣∣∣∣ 1

µ(Qi)

∫
Qi

fdµ− 1

µ(Qi+1)

∫
Qi+1

fdµ

∣∣∣∣∣
≲
∑
i∈Z

diam(Qi)
1

µ(Qi)

∫
Qi

Lip[f ]dµ + diam(Qi+1)
1

µ(Qi+1)

∫
Qi+1

Lip[f ]dµ

≲
∑
i∈Z

diam(Qi)
1

µ(Qi)

∫
Qi

Lip[f ]dµ.(5.5)

In the last line, we observed that the sum over i of the two terms on the second
line are equal, since they are obtained by shifting indices i → i + 1. Notice that
for i ≤ 0 we have d(Qi, p) ≲ 3−|i|d(p, q), and that µ(Qi) ≳ µ(B(p, 3−|i|d(p, q))) by
doubling since Qi contains a ball with radius comparable to 3−|i|d(p, q). Thus, we
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see that there is a constant λ > 1 independent of p and q for which

1

µ(Qi)

∫
Qi

Lip[f ]dµ ≲ Mλd(p,q)Lip[f ](p) for i ≤ 0.

Similarly,
1

µ(Qi)

∫
Qi

Lip[f ]dµ ≲ Mλd(p,q)Lip[f ](q) for i > 0.

Thus, from this, (5.5) and diam(Qi) ≲ 3−|i|d(p, q) we get some constant C > 1
independent of the points p, q and the function f for which

|f(p) − f(q)| ≤ Cd(p, q)(Mλd(p,q)Lip[f ](p) + Mλd(p,q)Lip[f ](q)).

This is the pointwise Poincaré inequality, and by [25, Theorem 8.1.7] this implies
the (1, 1)-Poincaré inequality. □
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