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#### Abstract

We prove a two-sided estimate on the sharp $L^{p}$ Poincaré constant of a general open set, in terms of a capacitary variant of its inradius. This extends a result by Maz'ya and Shubin, originally devised for the case $p=2$, in the subconformal regime. We cover the whole range of $p$, by allowing in particular the extremal cases $p=1$ (Cheeger's constant) and $p=N$ (conformal case), as well. We also discuss the more general case of the sharp Poincaré-Sobolev embedding constants and get an analogous result. Finally, we present a brief discussion on the superconformal case, as well as some examples and counter-examples.


## Contents

1. Introduction 1
1.1. Balls VS. Poincaré 1
1.2. Results of the paper 4
1.3. Some comments on the main result 5
1.4. Plan of the paper 7
2. Preliminaries 7
2.1. Notation and basic definitions 7
2.2. Capacity of balls 8
3. Analysis of a Poincaré-type constant in a ball 10
4. Proof of the Main Theorem: lower bound 17
5. Proof of the Main Theorem: upper bound 19
6. Extension to Poincaré-Sobolev embedding constants 24
7. A comment on the case $p>N$ 26

Appendix A. Some counter-examples 30
References 34

## 1. Introduction

1.1. Balls VS. Poincaré. To start with, let us introduce the following two quantities

$$
\lambda_{p}(\Omega)=\inf _{\varphi \in C_{0}^{\infty}(\Omega)}\left\{\int_{\Omega}|\nabla \varphi|^{p} d x:\|\varphi\|_{L^{p}(\Omega)}=1\right\}
$$

and

$$
r_{\Omega}=\sup \left\{r>0: \text { there exists a ball } B_{r}\left(x_{0}\right) \subseteq \Omega\right\},
$$

which are associated to an open set $\Omega \subseteq \mathbb{R}^{N}$. Here the exponent $p$ is between 1 and $\infty$, while the dimension $N$ will always be larger than or equal to 2 . The symbol $C_{0}^{\infty}(\Omega)$ indicates the space of infinitely differentiable functions, whose support is a compact subset of $\Omega$.

[^0]The constant $\lambda_{p}(\Omega)$ is the sharp $L^{p}$ Poincaré constant for functions "vanishing at the boundary" of $\Omega$. It may happen that this constant is zero: accordingly, the set $\Omega$ does not support such an inequality. This occurs for example whenever $\Omega$ contains balls of arbitrarily large radius. This fact can be made "quantitative" through the following upper bound

$$
\begin{equation*}
\lambda_{p}(\Omega) \leq \lambda_{p}\left(B_{1}\right)\left(\frac{1}{r_{\Omega}}\right)^{p} \tag{1.1}
\end{equation*}
$$

where $B_{1}=\left\{x \in \mathbb{R}^{N}:|x|<1\right\}$. We thus obtain a first connection between these two quantities. We also know that for $p>N$, it is possible to prove the lower bound

$$
\begin{equation*}
\lambda_{p}(\Omega) \geq C_{N, p}\left(\frac{1}{r_{\Omega}}\right)^{p} \tag{1.2}
\end{equation*}
$$

as well. This is again valid for every open set $\Omega \subseteq \mathbb{R}^{N}$, see [24, Theorem 1.4.1], [26, Theorem 1.1] and more recently [5, Theorem 4.5] and [9, Theorem 5.4].

On the contrary, when $1 \leq p \leq N$ it is no more possible to bound $\lambda_{p}(\Omega)$ from below in terms of $r_{\Omega}$. There is a problem of "removability" in this case. In other words, the geometric object $r_{\Omega}$ is affected by the removal of single points, while the latter are "invisible" sets for $\lambda_{p}(\Omega)$, in the range $1 \leq p \leq N$. The typical counterexample to the lower bound is then given by $\mathbb{R}^{N} \backslash \mathbb{Z}^{N}$. Imposing to functions to vanish in an arbitrarily small neighborhood of the points of a lattice is not enough to get a $L^{p}$ Poincaré inequality, when $1 \leq p \leq N$.

In more precise words, in general the quantity $\lambda_{p}(\Omega)$ is not affected by the removal of compact subsets $\Sigma \subseteq \Omega$ such that their $p$-capacity relative to a ball $B_{R}\left(x_{0}\right)$

$$
\operatorname{cap}_{p}\left(\Sigma ; B_{R}\left(x_{0}\right)\right)=\inf _{\varphi \in C_{0}^{\infty}\left(B_{R}\left(x_{0}\right)\right)}\left\{\int_{B_{R}\left(x_{0}\right)}|\nabla \varphi|^{p} d x: \varphi \geq 1 \text { on } \Sigma\right\}, \quad \Sigma \Subset B_{R}\left(x_{0}\right)
$$

is zero (see for example [15, Chapter 2] or [20, Chapter 2] for more details on $p$-capacity).
To restore the situation, without imposing any additional condition on the open sets, a natural idea would be that of replacing the inradius $r_{\Omega}$ with a "relaxed" version, which allows the balls to be contained in $\Omega$ only in a "capacitary sense". Thus, a first naive attempt would be that of replacing the usual inradius $r_{\Omega}$ with the following capacitary variant

$$
\begin{equation*}
\mathfrak{R}_{\Omega}:=\sup \left\{r>0: \exists x_{0} \in \mathbb{R}^{N} \text { such that } \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right)=0\right\} \tag{1.3}
\end{equation*}
$$

Observe that it is necessary to use the concept of relative capacity, in order to include in the discussion the conformal case $p=N$, as well. Indeed, we recall that for every compact set $\Sigma \subseteq \mathbb{R}^{N}$ its absolute $N$-capacity, defined by

$$
\operatorname{cap}_{N}(\Sigma):=\inf _{\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)}\left\{\int_{\mathbb{R}^{N}}|\nabla \varphi|^{N} d x: \varphi \geq 1 \text { on } \Sigma\right\}
$$

is always zero, due to the scale invariance of the $N$-Dirichlet integral (see [20, pages 148-149]). We point out that the will of including the case $p=N$ in the discussion is not a mere technicality: indeed, for $p=2$ the quantity $\lambda_{p}(\Omega)$ coincides with the bottom of the spectrum of the DirichletLaplacian on $\Omega$ (see [4, Chapter 10, Section 1.1]). Thus, the case $p=N=2$ is important in Spectral Theory.

However, even by using the inradius defined by (1.3), one could show that a lower bound on $\lambda_{p}(\Omega)$ is not possible, without any further assumption on the open set $\Omega$. We refer to Example A. 1 below


Figure 1. Contoured by the bold line, the set $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$. For $\gamma$ small enough, its $p$-capacity is smaller than $\gamma$ times the capacity of the whole ball (the smaller one, in dashed line). Accordingly, this radius $r$ is a feasible competitor in the definition of the capacitary inradius. The largest ball in dashed line corresponds to the "box" $B_{2 r}\left(x_{0}\right)$ which is used to compute the relative capacity.
for a counter-example. The main problem in the definition (1.3) is the lack of some "uniformity" in the portion of complement $\mathbb{R}^{N} \backslash \Omega$ that this capacitary variant of the inradius can detect.

In order to circumvent this problem, in [22] Maz'ya and Shubin proposed to work with the concept of negligible set (in the sense of Molchanov), for a fixed parameter $0<\gamma<1$ (see also [20, Chapter 18, Section 7]). This leads us to the following

Definition 1.1. Let $1 \leq p<\infty$ and $0<\gamma<1$, we say that a compact set $\Sigma \subseteq \overline{B_{r}\left(x_{0}\right)}$ is $(p, \gamma)-$ negligible if

$$
\operatorname{cap}_{p}\left(\Sigma ; B_{2 r}\left(x_{0}\right)\right) \leq \gamma \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} ; B_{2 r}\left(x_{0}\right)\right)
$$

Accordingly, we consider the capacitary inradius of $\Omega$, defined as follows ${ }^{1}$

$$
\begin{equation*}
R_{p, \gamma}(\Omega):=\sup \left\{r>0: \exists x_{0} \in \mathbb{R}^{N} \text { such that } \overline{B_{r}\left(x_{0}\right)} \backslash \Omega \text { is }(p, \gamma)-\text { negligible }\right\} . \tag{1.4}
\end{equation*}
$$

see Figure 1. From its definition, we can immediately record the following two properties

$$
r_{\Omega} \leq R_{p, \gamma}(\Omega), \text { for every } 0<\gamma<1, \quad \text { and } \quad \gamma \mapsto R_{p, \gamma}(\Omega) \text { is monotone non-decreasing. }
$$

Remark 1.2. The analysis of the paper [22] was confined to the case $p=2$. Moreover, the definition of capacitary inradius there contained is slightly different from ours (1.4), since the authors use the absolute capacity

$$
\operatorname{cap}_{2}(\Sigma):=\inf _{\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)}\left\{\int_{\mathbb{R}^{N}}|\nabla \varphi|^{2} d x: \varphi \geq 1 \text { on } \Sigma\right\}
$$

For this reason, the case $p=N=2$ is not explicitly treated in [22], in light of the discussion above. We will come back on a comparison between our result and those of [22] in a while.

[^1]1.2. Results of the paper. The following two-sided estimate is the main result of the paper. This can be seen as an extension of [22, Theorem 1.1], to the case $p \neq 2$. We refer to Remark 5.2 below for a comment on the constant $C_{N, p, \gamma}$.
Main Theorem. Let $1 \leq p \leq N, 0<\gamma<1$ and let $\Omega \subseteq \mathbb{R}^{N}$ be an open set. Then we have
$$
\sigma_{N, p} \gamma\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p} \leq \lambda_{p}(\Omega) \leq C_{N, p, \gamma}\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p}
$$
with the constant $C_{N, p, \gamma}$ which diverges to $+\infty$, as $\gamma$ goes to 1. In particular, we have
$$
\lambda_{p}(\Omega)>0 \quad \Longleftrightarrow \quad R_{p, \gamma}(\Omega)<+\infty
$$
and the last condition does not depend on $0<\gamma<1$.
As in [22], the proof of this result is constructive and thus the constants $\sigma_{N, p}$ and $C_{N, p, \gamma}$ are computable, in principle. However, since they are very likely not sharp and their explicit expression is not particularly pleasant, we prefer to avoid writing them in the statement above.

Before going further, we wish to highlight a couple of consequences of our main result: the first one is a simple rewriting of the statement, in the case $p=1$. Indeed, we recall that for $p=1$, the quantity $\lambda_{p}(\Omega)$ actually coincides with the so-called Cheeger constant of $\Omega$, defined by

$$
h(\Omega)=\inf \left\{\frac{\mathcal{H}^{N-1}(\partial E)}{|E|}: E \Subset \Omega \text { open set with smooth boundary }\right\},
$$

see for example [20, Theorem 2.3.1] for a proof of this fact. We refer to [17] and [23] for an introduction to the Cheeger constant and the interesting problems connected with it.

We get the following two-sided estimate, which deserves to be explicitly written.
Corollary 1. Let $0<\gamma<1$ and let $\Omega \subseteq \mathbb{R}^{N}$ be an open set. Then we have

$$
\sigma_{N, 1} \gamma \frac{1}{R_{1, \gamma}(\Omega)} \leq h(\Omega) \leq C_{N, 1, \gamma} \frac{1}{R_{1, \gamma}(\Omega)}
$$

with the constant $C_{N, 1, \gamma}$ which diverges to $+\infty$, as $\gamma$ goes to 1. In particular, we have

$$
h(\Omega)>0 \quad \Longleftrightarrow \quad R_{1, \gamma}(\Omega)<+\infty
$$

and the last condition does not depend on $0<\gamma<1$.
A second consequence concerns the so-called $p-t o r s i o n$ function of an open set $\Omega$. This function, denoted by $w_{\Omega}$, is informally defined as the solution of

$$
-\Delta_{p} w_{\Omega}=1, \quad \text { in } \Omega
$$

with homogeneous Dirichlet boundary conditions on $\partial \Omega$. For the precise definition in the case of a general open set, we refer to [11, Section 2], for example. The importance of this function in the context of the theory of Sobolev spaces is encoded in the following equivalence

$$
\lambda_{p}(\Omega)>0 \quad \Longleftrightarrow \quad w_{\Omega} \in L^{\infty}(\Omega)
$$

Actually, this equivalence can be made "quantitative". Indeed, from [11, Theorem 1.3] and [3, Theorem 9], we know that

$$
\begin{equation*}
1 \leq \lambda_{p}(\Omega)\left\|w_{\Omega}\right\|_{L^{\infty}(\Omega)}^{p-1} \leq \mathbf{D}_{N, p} \tag{1.5}
\end{equation*}
$$

We also refer to [12, Proposition 6] and [16, Lemma 4.1] for the leftmost estimate, in the case of smooth bounded domains.

By joining this two-sided estimate with that of the Main Theorem, we get the following

Corollary 2. Let $1<p \leq N, 0<\gamma<1$ and let $\Omega \subseteq \mathbb{R}^{N}$ be an open set. Then we have

$$
\left(\frac{1}{C_{N, p, \gamma}}\right)^{\frac{1}{p-1}}\left(R_{p, \gamma}(\Omega)\right)^{\frac{p}{p-1}} \leq\left\|w_{\Omega}\right\|_{L^{\infty}(\Omega)} \leq\left(\frac{\mathbf{D}_{N, p}}{\gamma \sigma_{N, p}}\right)^{\frac{1}{p-1}}\left(R_{p, \gamma}(\Omega)\right)^{\frac{p}{p-1}}
$$

where $\sigma_{N, p}$ and $C_{N, p, \gamma}$ are the same constants as in the Main Theorem.
Remark 1.3. For completeness, let us discuss the counterpart of the previous result, with the classical inradius $r_{\Omega}$ in place of $R_{p, \gamma}(\Omega)$. The lower bound holds for every open set. Indeed, by the comparison principle for the $p$-Laplacian, for every ball $B_{r}\left(x_{0}\right) \subseteq \Omega$ we have

$$
w_{\Omega}(x) \geq w_{B_{r}\left(x_{0}\right)}(x)=\frac{p-1}{p} \frac{1}{N^{\frac{1}{p-1}}}\left(r^{\frac{p}{p-1}}-\left|x-x_{0}\right|^{\frac{p}{p-1}}\right)_{+} .
$$

By passing to the essential supremum and using the arbitrariness of the ball, we obtain the sharp lower bound

$$
\left\|w_{\Omega}\right\|_{L^{\infty}(\Omega)} \geq \frac{p-1}{p} \frac{1}{N^{\frac{1}{p-1}}}\left(r_{\Omega}\right)^{\frac{p}{p-1}}
$$

The upper bound on the contrary is not always true, unless some restrictions are imposed on the open sets. Once again, removability issues can be held responsible for the failure. It is known to be true for convex sets and for planar multiply connected sets, for example. In the first case, this is contained in [13, Theorem 1.2] (see also [10, Corollary 5.3]). In the second case, it can be obtained by combining the rightmost inequality in (1.5), with the lower bound on $\lambda_{p}(\Omega)$ given by [5, Theorem $3.4]$. The special case $p=2$ for an open simply connected subset of the plane was contained in [2, Corollary 1, equation (0.6)].
1.3. Some comments on the main result. We fairly admit that the present paper is very much inspired to [22]. Indeed, it was our original intention to expand the analysis of [22], shed some light on the methods therein used and extend the results to the general case of the $L^{p}$ Poincaré inequality (and more generally to $L^{q}-L^{p}$ Poincaré-Sobolev inequalities, see Section 6).

We remark at first that a two-sided estimate like that of our Main Theorem, still valid for every $1 \leq p \leq N$, was already contained in the old version of Maz'ya's book [21]: with a brave and careful inspection, one could trace it back to [21, Theorem 11.4.1] (this is [20, Theorem 15.4.1] in the new version). To be more precise, the latter is concerned with a slight variant of the capacitary inradius $R_{p, \gamma}(\Omega)$ introduced above, defined by replacing balls with cubes ${ }^{2}$. Apart for the use of cubes in place of balls, the key point which marks the big difference with both [22, Theorem 1.1] and our result, is that [21, Theorem 11.4.1] is proved under a restriction on the negligibility parameter $\gamma$. In other words, for the arguments used in [20,21] it is needed that

$$
0<\gamma \leq \gamma_{N, p}<1
$$

with $\gamma_{N, p}$ explicit and exponentially decaying to 0 , as $N$ goes to $\infty$ (see [21, equation (10.1.2)] or [20, equation (14.1.2)]).

[^2]Maz'ya and Shubin in their paper [22] dropped this restriction, at least in the quadratic case $p=2$. Our main result then permits to overcome this limitation on $\gamma$ for the whole range of $p$, as well. Moreover, at the same price, we can get the same type of two-sided estimate for the quantities

$$
\lambda_{p, q}(\Omega):=\inf _{\varphi \in C_{0}^{\infty}(\Omega)}\left\{\int_{\Omega}|\nabla u|^{p} d x:\|u\|_{L^{q}(\Omega)}^{p}=1\right\}
$$

for every subcritical exponent $q>p$.
Indeed, the main interest of both [22, Theorem 1.1] and our Main Theorem lies in the fact that the results hold for every $0<\gamma<1$. This is quite remarkable, since as $\gamma$ gets closer and closer to 1 , a ball which is $(p, \gamma)$-negligible is admitted to catch more and more portion of the complement of $\Omega$. This means that $R_{p, \gamma}(\Omega)$ starts to keep less and less memory of $\Omega$ : nevertheless, as far as $\gamma<1$, it carries an information which is still enough to assure the validity of the $L^{p}$ Poincaré inequality (and even of the $L^{q}-L^{p}$ Poincaré-Sobolev inequalities).
Even if we follow quite closely [22], this does not mean that the proof of the Main Theorem is just a straightforward transposition of that of [22, Theorem 1.1]. For example, in the proof of the upper bound, Maz'ya and Shubin rely very much on the representation formula for the capacitary potential, i.e. the function attaining the minimum value

$$
\operatorname{cap}_{2}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right)
$$

Such a potential can be expressed in terms of the fundamental solution of the Laplacian (more precisely, in terms of the Green function, at least in our case which uses the relative capacity). It is probably superfluous to mention that this is not possible for $p \neq 2$, due to the nonlinearity of the relevant equation. Whenever possible, we also tried to simplify certain technical points of the original paper and add some explanations.

We now wish to make some comments on the proofs.

- Lower bound: we proceed quite similarly to Maz'ya and Shubin. The key point is the use of a Maz'ya-Poincaré inequality for functions in a cube or a ball, vanishing on a Dirichlet region with positive capacity (the prototype of this type of results is [20, Theorem 14.1.2]). We partially amend this strategy, by using a variant of such an inequality for functions on cubes, but with the capacity of the Dirichlet region computed with respect to a ball (this is a sort of "mixed" strategy, taken from our recent paper [5]). This permits to get the result by a tiling argument with cubes, rather than by a covering argument with balls as in [22]. This simplifies the argument, to a certain extent (it is not necessary to take into account the dimensional-dependent multiplicity factor of the covering). This gives a constant which is quantitatively rougher than that of [22], but it is qualitatively comparable in terms of $\gamma$, i.e. our lower bound still decays to 0 linearly with $\gamma$, when this goes to 0 (compare it with [22, equation (3.19)]).
- Upper bound: this is the point that requires greater care, in order to allow the parameter $\gamma$ to be arbitrarily close to 1 . Here as well we follow Maz'ya and Shubin, but as remarked above a nonlinear approach is now needed to get (or to judiciously estimate) the sharp constant in a subtle $L^{1}-L^{p}$ Poincaré-type inequality, for $p \neq 2$. Even if we are not able to get the explicit expression for the extremals of this inequality, by suitably using some integral identities we can determine the optimal constant. The expression of such a constant is a bit involved and difficult to handle: nevertheless, by using a monotonicity property of the relative $p$-capacity of balls, which can be seen as a weaker version of Grötzsch's lemma
(see Lemma 2.4 and Remark 2.5), we can finally get an estimate of the sharp constant which is handy and good enough for our purposes. All this part is the content of Section 3.

At a technical level, we also avoid the delicate approximation argument used in [22], to replace $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$ (which may be very rough) with a smoother set. This is needed in [22] so to work with a capacitary potential which is sufficiently smooth and exploit the fact that this is harmonic. Here, on the contrary, we work directly with $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$ and show that, in place of a capacitary potential of this set, it is sufficient to take any "almost" minimizer of the relative $p$-capacity (and by density, this can be taken as smooth as we wish). Thus, we can be dispensed with the use of the PDE and simply use the minimality (or almost minimality) property of the function. This simplifies the argument, at the price of a slight quantitative worsening of the constant. This is not a big deal, since in any case the constants involved in the two-sided estimate are not sharp, both in [22] and in our paper. On the contrary, at a qualitative level, our final estimate in terms of $\gamma$ is as good as that of Maz'ya and Shubin (see Remark 5.2 and compare with [22, equation (4.16)]).
1.4. Plan of the paper. The main notation and basic definitions are settled in Section 2. In particular, we recall some basic properties of the capacity of balls and prove a "quantified" monotonicity property of this capacity, as a function of the radius (see Lemma 2.4). In Section 3, we obtain an explicit sharp $L^{1}-L^{p}$ Poincaré-type constant on balls (see Proposition 3.2): as previously explained, this will be a key ingredient in the proof of the upper bound of the Main Theorem. Incidentally, as a byproduct of our analysis, we obtain the explicit value of a curious Cheeger-type constant for a ball (see Corollary 3.4 and Remark 3.5). We then enter into the core of the paper with Section 4: by using a tiling argument in combination with a Maz'ya-Poincaré-type inequality, we derive the lower bound of our Main Theorem. The proof of the upper bound can be found in the subsequent Section 5. Particular attention is given to the quality of the constants involved in both the estimates. Section 6 is devoted to prove the extension of the Main Theorem to the case of general Poincaré-Sobolev embedding constants. In Section 7 we discuss the superconformal case $p>N$ and exhibit a sharp condition on $\gamma$ for having $R_{p, \gamma}(\Omega)=r_{\Omega}$. The paper is complemented by Appendix A, containing some counter-examples, aimed at clarifying some subtle aspects of the limit cases $\gamma=0$ and $\gamma \nearrow 1$, as well as to complete the discussion of Section 6 for the case $q<p$.
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## 2. Preliminaries

2.1. Notation and basic definitions. We will use the usual standard notations for $N$-dimensional balls and hypercubes, that is

$$
B_{R}\left(x_{0}\right)=\left\{x \in \mathbb{R}^{N}:\left|x-x_{0}\right|<R\right\}, \quad \text { for } x_{0} \in \mathbb{R}^{N}, R>0
$$

and

$$
Q_{R}\left(x_{0}\right)=\prod_{i=1}^{N}\left(x_{0}^{i}-R, x_{0}^{i}+R\right), \quad \text { for } x_{0}=\left(x_{0}^{1}, \ldots, x_{0}^{N}\right) \in \mathbb{R}^{N}, R>0
$$

When the center $x_{0}$ coincides with the origin, we will simply write $B_{R}$ and $Q_{R}$, respectively.
For $1 \leq p<\infty$ and for an open set $E \subseteq \mathbb{R}^{N}$, we will denote by $W^{1, p}(E)$ the standard Sobolev space

$$
W^{1, p}(E)=\left\{u \in L^{p}(E): \nabla u \in L^{p}\left(E ; \mathbb{R}^{N}\right)\right\}
$$

endowed with its natural norm. The symbol $W_{0}^{1, p}(\Omega)$ will denote the closure of $C_{0}^{\infty}(\Omega)$ in $W^{1, p}(\Omega)$.
Definition 2.1. Let $1 \leq p<\infty$, for every $E \subseteq \mathbb{R}^{N}$ open set and every $\Sigma \subseteq E$ compact set, we define the $p$-capacity of $\Sigma$ relative to $E$ through the following minimization problem

$$
\operatorname{cap}_{p}(\Sigma ; E)=\inf _{\varphi \in C_{0}^{\infty}(E)}\left\{\int_{E}|\nabla \varphi|^{p} d x: \varphi \geq 1 \text { on } \Sigma\right\}
$$

Remark 2.2. By using standard approximation methods, it is not difficult to see that the infimum above does not change, if we replace $C_{0}^{\infty}(E)$ by the space of Lipschitz functions, compactly supported in $E$. We indicate this space by $\operatorname{Lip}_{0}(E)$. We observe that, for every $\varphi \in \operatorname{Lip}_{0}(E)$ with $\varphi \geq 1$ on $\Sigma$, the new function

$$
\widetilde{\varphi}:=\min \{|\varphi|, 1\}
$$

still belongs to $\operatorname{Lip}_{0}(E)$ and is such that

$$
\int_{E}|\nabla \widetilde{\varphi}|^{p} d x \leq \int_{E}|\nabla \varphi|^{p} d x, \quad 0 \leq \widetilde{\varphi} \leq 1 \quad \text { and } \quad \widetilde{\varphi}=1 \text { on } \Sigma
$$

This shows that we also have the following equivalent characterization

$$
\begin{equation*}
\operatorname{cap}_{p}(\Sigma ; E)=\inf _{\varphi \in \operatorname{Lip}_{0}(E)}\left\{\int_{E}|\nabla \varphi|^{p} d x: 0 \leq \varphi \leq 1, \varphi=1 \text { on } \Sigma\right\} \tag{2.1}
\end{equation*}
$$

2.2. Capacity of balls. For $N \geq 2$, we recall the expression for the $p$-capacity of a ball relative to a concentric ball (see [20, page 148]). Due to translation invariance, we can suppose that all the balls are centered at the origin. We have to distinguish the cases $p=1, p \in(1, N) \cup(N, \infty)$ or $p=N$. For every $0<r<R$, this is given by ${ }^{3}$

$$
\begin{gather*}
\operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{R}\right)=N \omega_{N} r^{N-1},  \tag{2.2}\\
\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{R}\right)=N \omega_{N}\left|\frac{N-p}{p-1}\right|^{p-1} \frac{r^{N-p}}{\left|1-\left(\frac{r}{R}\right)^{\frac{N-p}{p-1}}\right|^{p-1}}, \quad \text { if } p \in(1, N) \cup(N, \infty), \tag{2.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{cap}_{N}\left(\overline{B_{r}} ; B_{R}\right)=N \omega_{N}\left(\log \left(\frac{R}{r}\right)\right)^{1-N} \tag{2.4}
\end{equation*}
$$

For $p>N$, we can even take the limit as $r$ goes to 0 and get

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\{0\} ; B_{R}\right)=N \omega_{N}\left(\frac{p-N}{p-1}\right)^{p-1} R^{N-p}, \quad \text { if } p>N \tag{2.5}
\end{equation*}
$$

[^3]Remark 2.3. We observe in particular that we have the following scaling relations

$$
\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{R}\right)=r^{N-p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{R / r}\right), \quad \text { if } 1 \leq p<\infty
$$

The following technical result will be useful. It is a sort of "quantified" monotonicity inequality for the relative $p$-capacity of balls, with a geometric remainder term.
Lemma 2.4. Let $N \geq 2$ and $1<p \leq N$, for every $0<r_{1}<r_{2}<R$ we have

$$
\frac{\left|B_{r_{2}} \backslash B_{r_{1}}\right|}{\left(\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)\right)^{\frac{p}{p-1}}}+\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} \leq\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}}
$$

Proof. The proof is just based on writing explicitly all the involved quantities and then using a convexity inequality. We start from the case $1<p<N$ : by using (2.3), the claimed inequality is equivalent to

$$
\begin{aligned}
\frac{1}{\left(N \omega_{N}\right)^{\frac{1}{p-1}}} & \left(\frac{p-1}{N-p}\right) \frac{1-\left(\frac{r_{1}}{R}\right)^{\frac{N-p}{p-1}}}{\left(\frac{r_{1}}{R}\right)^{\frac{N-p}{p-1}}} \frac{1}{R^{\frac{N-p}{p-1}}} \\
& \geq \frac{1}{\left(N \omega_{N}\right)^{\frac{1}{p-1}}}\left(\frac{p-1}{N-p}\right) \frac{1-\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}}{\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}} \frac{1}{R^{\frac{N-p}{p-1}}}+\frac{1}{N\left(N \omega_{N}\right)^{\frac{1}{p-1}}} \frac{1}{r_{2}^{\frac{N-p}{p-1}}}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right) .
\end{aligned}
$$

In turn, this is equivalent to the following inequality

$$
\frac{1-\left(\frac{r_{1}}{R}\right)^{\frac{N-p}{p-1}}}{\left(\frac{r_{1}}{R}\right)^{\frac{N-p}{p-1}}} \geq \frac{1-\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}}{\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}}+\frac{N-p}{N(p-1)}\left(\frac{R}{r_{2}}\right)^{\frac{N-p}{p-1}}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right)
$$

which is the same as

$$
\left(\frac{R}{r_{1}}\right)^{\frac{N-p}{p-1}} \geq\left(\frac{R}{r_{2}}\right)^{\frac{N-p}{p-1}}+\frac{N-p}{N(p-1)}\left(\frac{R}{r_{2}}\right)^{\frac{N-p}{p-1}}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right)
$$

This can be further rewritten as follows

$$
\begin{equation*}
\left(\frac{R}{r_{1}}\right)^{\frac{N-p}{p-1}} \geq\left(\frac{N-p}{N(p-1)}+1\right)\left(\frac{R}{r_{2}}\right)^{\frac{N-p}{p-1}}-\frac{N-p}{N(p-1)}\left(\frac{R}{r_{2}}\right)^{\frac{N-p}{p-1}}\left(\frac{r_{1}}{r_{2}}\right)^{N} \tag{2.6}
\end{equation*}
$$

We now introduce the following notation

$$
t=\left(\frac{R}{r_{1}}\right)^{N}, \quad s=\left(\frac{R}{r_{2}}\right)^{N}, \quad \alpha=\frac{N-p}{N(p-1)}+1
$$

In light of this notation, the above inequality (2.6) can be written as

$$
t^{\alpha-1} \geq \alpha s^{\alpha-1}-(\alpha-1) s^{\alpha-1} \frac{s}{t}
$$

By multiplying both sides by the positive number $t$, the latter is equivalent to

$$
t^{\alpha} \geq \alpha s^{\alpha-1} t-(\alpha-1) s^{\alpha}
$$

that is

$$
t^{\alpha} \geq s^{\alpha}+\alpha s^{\alpha-1}(t-s)
$$

We finally observe that this last inequality holds true for every $t, s \geq 0$, since this is nothing but the "above tangent" property of the convex function $\tau \mapsto \tau^{\alpha}$ (recall that $\alpha>1$, by definition). This concludes the proof for the case $1<p<N$.
For the case $p=N$, one could simply observe that for every $0<r<R$, we have

$$
\begin{aligned}
\lim _{p \nearrow N}\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} & =\lim _{p \nearrow N} \frac{1}{\left(N \omega_{N}\right)^{\frac{1}{p-1}}}\left(\frac{p-1}{N-p}\right) \frac{1-\left(\frac{r}{R}\right)^{\frac{N-p}{p-1}}}{\left(\frac{r}{R}\right)^{\frac{N-p}{p-1}}} \frac{1}{R^{\frac{N-p}{p-1}}} \\
& =\frac{1}{\left(N \omega_{N}\right)^{\frac{1}{N-1}}} \lim _{p \nearrow N}\left(\frac{p-1}{N-p}\right)\left[\left(\frac{R}{r}\right)^{\frac{N-p}{p-1}}-1\right] \\
& =\frac{1}{\left(N \omega_{N}\right)^{\frac{1}{N-1}}}\left(\log \left(\frac{R}{r}\right)\right)=\left(\frac{1}{\operatorname{cap}_{N}\left(\overline{B_{r}} ; B_{R}\right)}\right)^{\frac{1}{N-1}}
\end{aligned}
$$

Thus, it is sufficient to take the limit in the inequality for the case $1<p<N$, in order to conclude.

Remark 2.5. If $1<p<\infty$ and $\Sigma$ is a compact subset of the open set $E \subseteq \mathbb{R}^{N}$, the quantity

$$
\left(\frac{1}{\operatorname{cap}_{p}(\Sigma ; E)}\right)^{\frac{1}{p-1}}
$$

is sometimes called the $p$-modulus of $\Sigma$ relative to $E$, see for example [15, Chapter 2]. In light of this, the estimate of Lemma 2.4 could also be seen as a consequence of the subadditivity of the $p-$ modulus, which in the case of concentric balls reads as follows

$$
\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{r_{2}}\right)}\right)^{\frac{1}{p-1}}+\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} \leq\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}}
$$

see [15, Lemma 2.1]. Indeed, by using the explicit expression of the quantities involved, it is not too difficult to see that

$$
\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{r_{2}}\right)}\right)^{\frac{1}{p-1}} \geq \frac{\left|B_{r_{2}} \backslash B_{r_{1}}\right|}{\left(\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)\right)^{\frac{p}{p-1}}}
$$

We preferred to give here an elementary proof of the estimate which is needed for our purposes.
For $p=2$, the previous subadditivity property of the $p$-modulus is also known as Grötzsch's lemma (see for example [14, Lemma 1.2] and [25, page 52, equation (8)]).

## 3. Analysis of a Poincaré-type constant in a ball

The following result will be expedient in order to get the upper bound of the Main Theorem. The main point is the identity (3.2) below.

Lemma 3.1. Let $N \geq 2$ and $1<p \leq N$. For $0<r_{1}<r_{2}<R$, we set

$$
S_{r_{1}, r_{2}}:=B_{r_{2}} \backslash \overline{B_{r_{1}}}=\left\{x \in \mathbb{R}^{N}: r_{1}<|x|<r_{2}\right\}
$$

Let $V$ be the unique minimizer of the following problem

$$
\min _{\varphi \in W_{0}^{1, p}\left(B_{R}\right)}\left\{\frac{1}{p} \int_{B_{R}}|\nabla \varphi|^{p} d x-\int_{S_{r_{1}, r_{2}}} \varphi d x\right\} .
$$

Then $V$ is a $C^{1}\left(\overline{B_{R}}\right)$ radially symmetric non-increasing function and it satisfies

$$
\begin{equation*}
\left.\left.\int_{B_{R}}\langle | \nabla V\right|^{p-2} \nabla V, \nabla \varphi\right\rangle d x=\int_{S_{r_{1}, r_{2}}} \varphi d x, \quad \text { for every } \varphi \in W_{0}^{1, p}\left(B_{R}\right) \tag{3.1}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\int_{B_{R}}|\nabla V|^{p} d x=\int_{S_{r_{1}, r_{2}}}\left(\frac{|x|}{N}\left(1-\left(\frac{r_{1}}{|x|}\right)^{N}\right)\right)^{\frac{p}{p-1}} d x+\left|S_{r_{1}, r_{2}}\right|^{\frac{p}{p-1}}\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} \tag{3.2}
\end{equation*}
$$

Proof. Existence of a minimizer follows from the Direct Method in the Calculus of Variations. Uniqueness is a consequence of the strict convexity of the functional which is minimized. Finally, we can observe that (3.1) is the Euler-Lagrange equation of this minimization problem, thus $V$ satisfies it just by minimality. We can also infer that $V \in C^{1, \alpha}\left(\overline{B_{R}}\right)$ for some $0<\alpha<1$, thanks to the classical regularity result [18, Theorem 1].

The radial symmetry of $V$ follows from its uniqueness and the fact that the data of the problem are rotationally invariant. Thus, we must have

$$
V(x)=v(|x|), \quad \text { for } x \in B_{R}
$$

where $v$ is a function of one variable. We want to prove that $v$ is non-increasing: at this aim, we set

$$
\widetilde{v}(t)=\int_{t}^{R}\left|v^{\prime}(\tau)\right| d \tau, \quad \text { for } t \in(0, R)
$$

Thus, by definition $\widetilde{v}$ is non-increasing. Moreover, we have

$$
\widetilde{v}^{\prime}(t)=-\left|v^{\prime}(t)\right|, \quad \text { for } t \in(0, R)
$$

and

$$
\widetilde{v}(t)=\int_{t}^{R}\left|v^{\prime}(\tau)\right| d \tau \geq\left|\int_{t}^{R} v^{\prime}(\tau) d \tau\right|=|v(t)| \geq v(t)
$$

These facts show that if we set $\widetilde{V}(x)=\widetilde{v}(|x|)$, then

$$
\frac{1}{p} \int_{B_{R}}|\nabla \tilde{V}|^{p} d x-\int_{S_{r_{1}, r_{2}}} \tilde{V} d x \leq \frac{1}{p} \int_{B_{R}}|\nabla V|^{p} d x-\int_{S_{r_{1}, r_{2}}} V d x
$$

By minimality of $V$, we must have $V=\widetilde{V}$ and thus the claimed monotonicity follows.
We now need to prove formula (3.2). We observe at first that by testing (3.1) with $\varphi=V$, we obtain

$$
\begin{equation*}
\int_{B_{R}}|\nabla V|^{p} d x=\int_{S_{r_{1}, r_{2}}} V d x \tag{3.3}
\end{equation*}
$$

Still from (3.1), we get in particular

$$
\left.\left.\int_{B_{R}}\langle | \nabla V\right|^{p-2} \nabla V, \nabla \varphi\right\rangle d x=0, \quad \text { for every } \varphi \in W_{0}^{1, p}\left(B_{r_{1}}\right)
$$

Thus, the function $V$ is weakly $p$-harmonic in the ball $B_{r_{1}}$. Moreover, thanks to its radial symmetry, it is constant on $\partial B_{r_{1}}$. By uniqueness of the Dirichlet problem for the $p$-Laplacian, we obtain that $V$ must be constant on the whole $B_{r_{1}}$. Thus, we obtain

$$
\begin{equation*}
\int_{B_{R}}|\nabla V|^{p} d x=\int_{B_{R} \backslash B_{r_{1}}}|\nabla V|^{p} d x \tag{3.4}
\end{equation*}
$$

In turn, we split the last integral in two parts

$$
\begin{equation*}
\int_{B_{R} \backslash B_{r_{1}}}|\nabla V|^{p} d x=\int_{S_{r_{1}, r_{2}}}|\nabla V|^{p} d x+\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x \tag{3.5}
\end{equation*}
$$

In order to determine the first integral on the right-hand side, we take $h \in C_{0}^{\infty}\left(\left(r_{1}, r_{2}\right)\right)$ and use (3.1) with test function $\varphi(x)=h(|x|)$. By using spherical coordinates and recalling the notation $V(x)=v(|x|)$, we get

$$
\int_{r_{1}}^{r_{2}}\left|v^{\prime}\right|^{p-2} v^{\prime} h^{\prime} \varrho^{N-1} d \varrho=\int_{r_{1}}^{r_{2}} h \varrho^{N-1} d \varrho
$$

We integrate by parts the last term, so to obtain

$$
\int_{r_{1}}^{r_{2}}\left[\left|v^{\prime}\right|^{p-2} v^{\prime} \varrho^{N-1}+\frac{\varrho^{N}}{N}\right] h^{\prime} d \varrho=0, \quad \text { for every } h \in C_{0}^{\infty}\left(\left(r_{1}, r_{2}\right)\right)
$$

This implies that there exists a constant $C$ such that

$$
\left|v^{\prime}\right|^{p-2} v^{\prime} \varrho^{N-1}+\frac{\varrho^{N}}{N}=C, \quad \text { on }\left(r_{1}, r_{2}\right)
$$

By recalling that $v^{\prime} \leq 0$, from this identity we get

$$
\left(-v^{\prime}(\varrho)\right)^{p-1}=\frac{\varrho}{N}-\frac{C}{\varrho^{N-1}}, \quad \text { for } \varrho \in\left(r_{1}, r_{2}\right)
$$

The constant $C$ can be determined, by recalling that $v$ is $C^{1}$ and that $v$ is constant on $\left[0, r_{1}\right]$, from the above discussion. Thus, it must result

$$
0=\left(-v^{\prime}\left(r_{1}\right)\right)^{p-1}=\frac{r_{1}}{N}-\frac{C}{r_{1}^{N-1}} \quad \text { that is } \quad C=\frac{r_{1}^{N}}{N}
$$

In conclusion, we get that

$$
|\nabla V(x)|^{p}=\left(-v^{\prime}(|x|)\right)^{p}=\left(\frac{|x|}{N}-\frac{r_{1}}{N}\left(\frac{r_{1}}{|x|}\right)^{N-1}\right)^{\frac{p}{p-1}}=\left(\frac{|x|}{N}\left(1-\left(\frac{r_{1}}{|x|}\right)^{N}\right)\right)^{\frac{p}{p-1}}
$$

By integrating it over $S_{r_{1}, r_{2}}$, we get

$$
\begin{equation*}
\int_{S_{r_{1}, r_{2}}}|\nabla V|^{p} d x=\int_{S_{r_{1}, r_{2}}}\left(\frac{|x|}{N}\left(1-\left(\frac{r_{1}}{|x|}\right)^{N}\right)\right)^{\frac{p}{p-1}} d x \tag{3.6}
\end{equation*}
$$

We still need to determine the second integral in (3.5). To this aim, we take for every $n \in \mathbb{N}$ sufficiently large, the following function

$$
\varphi_{n}=1_{S_{r_{1}, r_{2}}} * \rho_{n},
$$

where $\left\{\rho_{n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ is the usual family of radial smoothing kernels. By using (3.1) with $\varphi=V \varphi_{n}$, we get

$$
\left.\int_{B_{R}}|\nabla V|^{p} \varphi_{n} d x+\left.\int_{B_{R}}\langle | \nabla V\right|^{p-2} \nabla V, \nabla \varphi_{n}\right\rangle V d x=\int_{S_{r_{1}, r_{2}}} V \varphi_{n} d x
$$

By using the properties of convolutions, the regularity of $V$ and the radial symmetry of both $V$ and $\varphi_{n}$, the limit as $n$ goes to $\infty$ yields

$$
\int_{S_{r_{1}, r_{2}}}|\nabla V|^{p} d x+v\left(r_{2}\right)\left(-v^{\prime}\left(r_{2}\right)\right)^{p-1} \mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)=\int_{S_{r_{1}, r_{2}}} V d x
$$

Observe that we also used that $v^{\prime}\left(r_{1}\right)=0$, as explained above. By using (3.3), (3.4) and (3.5), this in turn implies

$$
\int_{S_{r_{1}, r_{2}}}\left|\nabla V d x+v\left(r_{2}\right)\left(-v^{\prime}\left(r_{2}\right)\right)^{p-1} \mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)=\int_{S_{r_{1}, r_{2}}}\right| \nabla V d x+\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x
$$

That is

$$
\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x=v\left(r_{2}\right)\left(-v^{\prime}\left(r_{2}\right)\right)^{p-1} \mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)
$$

The term $v^{\prime}\left(r_{2}\right)$ can be computed, thanks to the fact that $v$ is $C^{1}$ and to the exact determination of $v^{\prime}$ on the interval $\left(r_{1}, r_{2}\right)$. We must have

$$
\left(-v^{\prime}\left(r_{2}\right)\right)^{p-1}=\frac{r_{2}}{N}-\frac{r_{1}}{N}\left(\frac{r_{1}}{r_{2}}\right)^{N-1}=\frac{r_{2}}{N}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right)
$$

Thus, up to now we have obtained

$$
\begin{equation*}
\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x=v\left(r_{2}\right) \frac{r_{2}}{N}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right) \mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)=v\left(r_{2}\right)\left|S_{r_{1}, r_{2}}\right| \tag{3.7}
\end{equation*}
$$

We still need to determine $v\left(r_{2}\right)$. To this aim, it is sufficient to observe that, thanks to both the monotonicity and the $p$-harmonicity of $V$, the function

$$
W=\min \left\{\frac{V}{v\left(r_{2}\right)}, 1\right\}
$$

is a weakly $p$-harmonic function in $B_{R} \backslash \overline{B_{r_{2}}}$, vanishing on $\partial B_{R}$ and is equal to 1 on $\overline{B_{r_{2}}}$. Thus, it must be the $p$-capacitary potential of $\overline{B_{r_{2}}}$, relative to $B_{R}$, i.e. we have ${ }^{4}$

$$
\int_{B_{R} \backslash B_{r_{2}}}|\nabla W|^{p}=\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right) .
$$

This is the same as

$$
\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x=v\left(r_{2}\right)^{p} \operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right) .
$$

By comparing the previous two expressions for $\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x$, we get

$$
v\left(r_{2}\right)\left|S_{r_{1}, r_{2}}\right|=v\left(r_{2}\right)^{p} \operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right) .
$$

This finally gives

$$
v\left(r_{2}\right)=\left(\frac{\left|S_{r_{1}, r_{2}}\right|}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} .
$$

By using this expression in (3.7), we end up with

$$
\begin{equation*}
\int_{B_{R} \backslash B_{r_{2}}}|\nabla V|^{p} d x=\left|S_{r_{1}, r_{2}}\right|^{\frac{p}{p-1}}\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}} . \tag{3.8}
\end{equation*}
$$

By using (3.6) and (3.8) in (3.5) and recalling (3.4), we finally obtain the desired formula.
As a consequence of the properties of the function $V$, we can estimate a suitable Poincaré-type constant. This is the main result of this section, contained in the following
Proposition 3.2. Let $N \geq 2$ and $1<p \leq N$. With the same notation of Proposition 3.1, we have

$$
\begin{equation*}
\sup _{\varphi \in W_{0}^{1, p}\left(B_{R}\right) \backslash\{0\}} \frac{\left(\int_{S_{r_{1}, r_{2}}}|\varphi| d x\right)^{p}}{\int_{B_{R}}|\nabla \varphi|^{p} d x}=\left(\int_{B_{R}}|\nabla V|^{p} d x\right)^{p-1} \tag{3.9}
\end{equation*}
$$

In particular, for every $\varphi \in W_{0}^{1, p}\left(B_{R}\right)$ we get

$$
\begin{equation*}
\left(f_{S_{r_{1}, r_{2}}}|\varphi| d x\right)^{p} \leq\left[\frac{\left|S_{r_{1}, r_{2}}\right|}{\left(\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)\right)^{\frac{p}{p-1}}}+\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}}\right]^{p-1} \int_{B_{R}}|\nabla \varphi|^{p} d x . \tag{3.10}
\end{equation*}
$$

[^4]Thus, in light of (2.1), we have

$$
\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right) \leq \lim _{n \rightarrow \infty} \int_{B_{R}}\left|\nabla W_{n}\right|^{p} d x=\int_{B_{R}}|\nabla W|^{p} d x=\int_{B_{R} \backslash B_{r_{2}}}|\nabla W|^{p} d x
$$

On the other hand, for every $\varphi \in \operatorname{Lip}_{0}\left(B_{R}\right)$ such that $0 \leq \varphi \leq 1$ and $\varphi \equiv 1$ on $\overline{B_{r_{2}}}$, we have

$$
\left.\int_{B_{R}}|\nabla \varphi|^{p} d x=\int_{B_{R} \backslash B_{r_{2}}}|\nabla \varphi|^{p} d x \geq \int_{B_{R} \backslash B_{r_{2}}}|\nabla W|^{p} d x+\left.p \int_{B_{R} \backslash B_{r_{2}}}\langle | \nabla W\right|^{p-2} \nabla W, \nabla \varphi-\nabla W\right\rangle d x
$$

By using (3.1), the fact that $\varphi-W \in W_{0}^{1, p}\left(B_{R}\right)$ and $\varphi-W \equiv 0$ on $\overline{B_{r_{2}}}$, we get that the rightmost integral vanishes. By arbitrariness of $\varphi$ and using again (2.1), we obtain the claimed identity.

Proof. By using $V$ as a test function, we have

$$
\sup _{\varphi \in W_{0}^{1, p}\left(B_{R}\right) \backslash\{0\}} \frac{\left(\int_{S_{r_{1}, r_{2}}}|\varphi| d x\right)^{p}}{\int_{B_{R}}|\nabla \varphi|^{p} d x} \geq \frac{\left(\int_{S_{r_{1}, r_{2}}} V d x\right)^{p}}{\int_{B_{R}}|\nabla V|^{p} d x}=\left(\int_{B_{R}}|\nabla V|^{p} d x\right)^{p-1}
$$

We also used the identity (3.3). On the other hand, by taking $\varphi \in W_{0}^{1, p}\left(B_{R}\right)$ and testing the equation (3.1) with $|\varphi| \in W_{0}^{1, p}\left(B_{R}\right)$, we get

$$
\left.\int_{S_{r_{1}, r_{2}}}|\varphi| d x=\left.\int_{B_{R}}\langle | \nabla V\right|^{p-2} \nabla V, \nabla|\varphi|\right\rangle d x \leq\left(\int_{B_{R}}|\nabla V|^{p} d x\right)^{\frac{p-1}{p}}\left(\int_{B_{R}}|\nabla \varphi|^{p} d x\right)^{\frac{1}{p}}
$$

The desired conclusion (3.9) now follows, thanks to the arbitrariness of $\varphi \in W_{0}^{1, p}\left(B_{R}\right)$.
The estimate (3.10) will simply follow from (3.9), once we recall the expression (3.2) for the $L^{p}$ norm of $\nabla V$. We estimate from above the latter: observe that the function

$$
t \mapsto\left(\frac{t}{N}\right)^{\frac{p}{p-1}}\left(1-\left(\frac{r_{1}}{t}\right)^{N}\right)^{\frac{p}{p-1}}
$$

is monotone increasing. Thus, the estimate (3.2) implies

$$
\int_{B_{R}}|\nabla V|^{p} d x \leq\left(\frac{r_{2}}{N}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right)\right)^{\frac{p}{p-1}}\left|S_{r_{1}, r_{2}}\right|+\left(\frac{\left|S_{r_{1}, r_{2}}\right|^{p}}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}}
$$

We then observe that

$$
\left(\frac{r_{2}}{N}\left(1-\left(\frac{r_{1}}{r_{2}}\right)^{N}\right)\right)^{\frac{p}{p-1}}=\left(\frac{\left|B_{r_{2}}\right|}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)} \frac{\left|S_{r_{1}, r_{2}}\right|}{\left|B_{r_{2}}\right|}\right)^{\frac{p}{p-1}}
$$

Thus, we get

$$
\frac{\left(\int_{B_{R}}|\nabla V|^{p} d x\right)^{p-1}}{\left|S_{r_{1}, r_{2}}\right|^{p}} \leq\left[\frac{\left|S_{r_{1}, r_{2}}\right|}{\left(\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)\right)^{\frac{p}{p-1}}}+\left(\frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}\right)^{\frac{1}{p-1}}\right]^{p-1}
$$

This concludes the proof.
Remark 3.3. We observe that, by using the geometric estimate of Lemma 2.4 in (3.10), one can also get the slightly rougher (but definitely handier) estimate

$$
\begin{equation*}
\left(f_{S_{r_{1}, r_{2}}}|\varphi| d x\right)^{p} \leq \frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{R}\right)} \int_{B_{R}}|\nabla \varphi|^{p} d x, \quad \text { for every } \varphi \in W_{0}^{1, p}\left(B_{R}\right) \tag{3.11}
\end{equation*}
$$

By a limiting argument, we can cover the case $p=1$, as well. In this case, the sharp constant has a simpler and nicer expression.
Corollary 3.4. Let $N \geq 2$. With the same notation of Proposition 3.1, we have

$$
\begin{equation*}
\sup _{\varphi \in W_{0}^{1,1}\left(B_{R}\right) \backslash\{0\}} \frac{\int_{S_{r_{1}, r_{2}}}|\varphi| d x}{\int_{B_{R}}|\nabla \varphi| d x}=\frac{\left|S_{r_{1}, r_{2}}\right|}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{R}\right)} \tag{3.12}
\end{equation*}
$$

Proof. As above, we take for every $n \in \mathbb{N}$ the following function

$$
\varphi_{n}=1_{B_{r_{2}}} * \rho_{n}
$$

where $\left\{\rho_{n}\right\}_{n \in \mathbb{N} \backslash\{0\}}$ is the usual family of radial smoothing kernels. Since $B_{r_{2}} \Subset B_{R}$, for $n$ sufficiently large we have that $\varphi_{n} \in C_{0}^{\infty}\left(B_{R}\right)$. By the properties of convolutions and by [1, page 121], we have

$$
\sup _{\varphi \in W_{0}^{1,1}\left(B_{R}\right) \backslash\{0\}} \frac{\int_{S_{r_{1}, r_{2}}}|\varphi| d x}{\int_{B_{R}}|\nabla \varphi| d x} \geq \lim _{n \rightarrow \infty} \frac{\int_{S_{r_{1}, r_{2}}}\left|\varphi_{n}\right| d x}{\int_{B_{R}}\left|\nabla \varphi_{n}\right| d x}=\frac{\left|S_{r_{1}, r_{2}}\right|}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}=\frac{\left|S_{r_{1}, r_{2}}\right|}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{R}\right)} .
$$

In order to prove the reverse inequality, we first observe that

$$
\lim _{p \searrow 1} \frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}=\frac{1}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{R}\right)} .
$$

This simply follows by recalling the expressions (2.3) and (2.2). We also claim that

$$
\lim _{p \searrow 1}\left[\frac{\left|S_{r_{1}, r_{2}}\right|}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\right)^{\frac{1}{p-1}}+1\right]^{p-1}=1
$$

Indeed, we have

$$
\frac{\left|S_{r_{1}, r_{2}}\right|}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\left(\frac{\left.\operatorname{cap}_{p} \overline{B_{r_{2}}} ; B_{R}\right)}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\right)^{\frac{1}{p-1}}=\frac{r_{2}^{N}-r_{1}^{N}}{N r_{2}^{N}}\left(\frac{N-p}{p-1}\right) \frac{1}{\left(1-\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}\right)} .
$$

Thus, for $p$ converging to 1

$$
\begin{aligned}
(p-1) & \log \left(\frac{\left|S_{r_{1}, r_{2}}\right|}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r_{2}}} ; B_{R}\right)}{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}\right)^{\frac{1}{p-1}}+1\right) \\
& =(p-1) \log \left(\frac{r_{2}^{N}-r_{1}^{N}}{N r_{2}^{N}}\left(\frac{N-p}{p-1}\right) \frac{1}{\left(1-\left(\frac{r_{2}}{R}\right)^{\frac{N-p}{p-1}}\right)}+1\right) \sim(p-1) \log \left(\frac{N-p}{p-1}\right) .
\end{aligned}
$$

Since the last quantity is infinitesimal, we get the claimed limit.
We now take $\varphi \in C_{0}^{\infty}\left(B_{R}\right) \backslash\{0\}$. By taking the limit as $p$ goes to 1 in (3.10) and using the previous results, we get

$$
\frac{\int_{S_{r_{1}, r_{2}}}|\varphi| d x}{\int_{B_{R}}|\nabla \varphi| d x} \leq \frac{\left|S_{r_{1}, r_{2}}\right|}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{R}\right)}
$$

By arbitrariness of $\varphi$ and by density of $C_{0}^{\infty}\left(B_{R}\right)$ in $W_{0}^{1,1}\left(B_{R}\right)$, we get the conclusion.

Remark 3.5 (A Cheeger-type constant). It is not difficult to see that

$$
\inf _{\varphi \in C_{0}^{\infty}\left(B_{R}\right) \backslash\{0\}} \frac{\int_{B_{R}}|\nabla \varphi| d x}{\int_{S_{r_{1}, r_{2}}}|\varphi| d x}=\inf \left\{\frac{\mathcal{H}^{N-1}(\partial E)}{\left|E \cap S_{r_{1}, r_{2}}\right|}: E \Subset B_{R} \text { has smooth boundary }\right\},
$$

see for example [20, Theorem 2.1.3]. We tacitly assume that the last ratio is $+\infty$, for those sets $E$ such that $\left|E \cap S_{r_{1}, r_{2}}\right|=0$. In light of Corollary 3.4, we thus have

$$
\inf \left\{\frac{\mathcal{H}^{N-1}(\partial E)}{\left|E \cap S_{r_{1}, r_{2}}\right|}: E \Subset B_{R} \text { has smooth boundary }\right\}=\frac{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{R}\right)}{\left|S_{r_{1}, r_{2}}\right|}=\frac{\mathcal{H}^{N-1}\left(\partial B_{r_{2}}\right)}{\left|S_{r_{1}, r_{2}}\right|}
$$

In particular, we have that $E=B_{r_{2}}$ is an optimal shape, for this Cheeger-type constant.

## 4. Proof of the Main Theorem: lower bound

We start with the following easy fact: this is a particular case of [20, Chapter 13, Proposition 1, page 658]. We report the proof for the reader's convenience.

Proposition 4.1. Let $1 \leq p<\infty$ and let $\Sigma \subseteq B_{r}\left(x_{0}\right)$ be a compact set. Then, for every $R>r$ we have

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\Sigma ; B_{R}\left(x_{0}\right)\right) \leq \operatorname{cap}_{p}\left(\Sigma ; B_{r}\left(x_{0}\right)\right) \leq\left(\frac{1}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}} \frac{R}{d}+1\right)^{p} \operatorname{cap}_{p}\left(\Sigma ; B_{R}\left(x_{0}\right)\right) \tag{4.1}
\end{equation*}
$$

where $d:=\operatorname{dist}\left(\Sigma, \partial B_{r}\left(x_{0}\right)\right)>0$.
Proof. The leftmost inequality is straightforward, we thus focus on proving the rightmost one. Without loss of generality, we can assume that $x_{0}=0$. Let $u \in C_{0}^{\infty}\left(B_{R}\right)$ be such that $u \geq 1$ on $\Sigma$. For every $0<\varepsilon<d / 2$ we take the Lipschitz cut-off function, compactly supported in $B_{r}$, given by

$$
\eta(x)=\min \left\{\left(\frac{(r-\varepsilon)-|x|}{(r-\varepsilon)-(r-d)}\right)_{+}, 1\right\}
$$

Observe that by construction the function $\psi=\eta u$ is a Lipschitz function, compactly supported in $B_{r}$ and such that $\psi \geq 1$ on $\Sigma$. Thus, this is an admissible function to test the definition of relative $p$-capacity, thanks to Remark 2.2. By using Minkowski's inequality and the properties of $\eta$, we get

$$
\begin{align*}
\left(\operatorname{cap}_{p}\left(\Sigma ; B_{r}\right)\right)^{\frac{1}{p}} & \leq \frac{1}{d-\varepsilon}\|u\|_{L^{p}\left(B_{r}\right)}+\|\nabla u\|_{L^{p}\left(B_{r}\right)} \\
& \leq \frac{1}{d-\varepsilon}\|u\|_{L^{p}\left(B_{R}\right)}+\|\nabla u\|_{L^{p}\left(B_{R}\right)}  \tag{4.2}\\
& \leq\left(\frac{1}{d-\varepsilon} \frac{R}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1\right)\|\nabla u\|_{L^{p}\left(B_{R}\right)}
\end{align*}
$$

In the third inequality we also used Poincarés inequality for the set $B_{R}$. By taking the limit as $\varepsilon$ goes to 0 and using the arbitrariness of $u$, we get the claimed estimate.

We use the previous result in combination with a Maz'ya-Poincaré type inequality and a tiling of $\mathbb{R}^{N}$ made by cubes. This leads to the lower bound of the Main Theorem.

Theorem 4.2. Let $1 \leq p \leq N$, there exists a constant $\sigma_{N, p}>0$ such that for every $\Omega \subseteq \mathbb{R}^{N}$ open set and every $0<\gamma<1$, we have

$$
\begin{equation*}
\lambda_{p}(\Omega) \geq \sigma_{N, p} \gamma\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p} \tag{4.3}
\end{equation*}
$$

Proof. We first observe that if $R_{p, \gamma}(\Omega)=+\infty$, then there is nothing to prove. Thus, let us assume that $R_{p, \gamma}(\Omega)<+\infty$. Let $r>R_{p, \gamma}(\Omega)$ and let $u \in C_{0}^{\infty}(\Omega)$, extended by 0 to the complement $\mathbb{R}^{N} \backslash \Omega$. For every $x_{0} \in \mathbb{R}^{N}$, by definition of capacitary inradius we have

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right)>\gamma \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} ; B_{2 r}\left(x_{0}\right)\right)=\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right) r^{N-p} \tag{4.4}
\end{equation*}
$$

The last identity simply follows from the scaling properties of the relative $p$-capacity (see Remark 2.3). We now consider the cube $Q_{r}\left(x_{0}\right)$ concentric with $B_{r}\left(x_{0}\right)$. We observe that $u$ is a $C^{\infty}$ function on $\overline{Q_{r}\left(x_{0}\right)}$, which vanishes on the compact subset $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega \subseteq \overline{Q_{r}\left(x_{0}\right)}$. Thus, we can use the Maz'ya-Poincaré inequality of [20, Theorem 14.1.2] (more precisely, we use its slight variant of [5, Theorem 2.5]) to infer that

$$
\frac{\mathscr{C}}{r^{\frac{N}{p}}} \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 \sqrt{N} r}\left(x_{0}\right)\right)^{\frac{1}{p}}\|u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)} \leq\|\nabla u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)}
$$

where $\mathscr{C}$ is the same constant as in [5, Theorem 2.5]. Furthermore, by applying (4.1) we get

$$
\frac{\mathscr{C}}{\left(\frac{2 \sqrt{N}}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1\right)^{\frac{1}{p}}} \frac{1}{r^{\frac{N}{p}}} \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right)^{\frac{1}{p}}\|u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)} \leq\|\nabla u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)}
$$

We can further apply (4.4), in order to estimate from below the left-hand side. By raising to the power $p$, this gives

$$
\begin{equation*}
\frac{\mathscr{C}^{p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{\frac{2 \sqrt{N}}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1} \frac{\gamma}{r^{p}}\|u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)} \leq\|\nabla u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)} \tag{4.5}
\end{equation*}
$$

By using this estimate for a family of disjoint cubes having radius $r$ and tiling the whole space, summing up we get

$$
\frac{\mathscr{C}^{p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{\frac{2 \sqrt{N}}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1} \frac{\gamma}{r^{p}}\|u\|_{L^{p}(\Omega)}^{p} \leq\|\nabla u\|_{L^{p}(\Omega)}^{p}
$$

This concludes the proof by arbitrariness of $u$.
Remark 4.3. By inspecting the proof above, we see that we get the following constant

$$
\sigma_{N, p}=\frac{\mathscr{C}^{p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{\left(\frac{2 \sqrt{N}}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1\right)}
$$

A possible value for the constant $\mathscr{C}=\mathscr{C}(N, p)>0$ can be found in [5, Remark 2.6], by taking $q=p$ there and $D / d=2 \sqrt{N}$.

## 5. Proof of the Main Theorem: upper bound

Theorem 5.1. Let $1 \leq p \leq N, 0<\gamma<1$ and let $\Omega \subseteq \mathbb{R}^{N}$ be an open set such that $R_{p, \gamma}(\Omega)<+\infty$. Then we have

$$
\lambda_{p}(\Omega) \leq C_{N, p, \gamma}\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p}
$$

On the other hand, if $R_{p, \gamma}(\Omega)=+\infty$, then we have $\lambda_{p}(\Omega)=0$.
Proof. Let $\gamma \in(0,1)$ be fixed, we take a ball $B_{r}\left(x_{0}\right)$ such that

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right) \leq \gamma \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} ; B_{2 r}\left(x_{0}\right)\right) \tag{5.1}
\end{equation*}
$$

We will show that for every such $r$, we can bound

$$
\begin{equation*}
\lambda_{p}(\Omega) \leq \frac{C_{N, p, \gamma}}{r^{p}} \tag{5.2}
\end{equation*}
$$

By taking the supremum over the admissible $r$, we will eventually get the result. In particular, if $R_{p, \gamma}(\Omega)=+\infty$ the previous upper bound will prove that $\lambda_{p}(\Omega)=0$.
We set for simplicity $F=\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$. For every $\delta>0$, we take $\varphi_{\delta} \in \operatorname{Lip}_{0}\left(B_{2 r}\left(x_{0}\right)\right)$ such that

$$
\begin{equation*}
0 \leq \varphi_{\delta} \leq 1, \quad \varphi_{\delta}=1 \text { on } F \quad \text { and } \quad \int_{B_{2 r}\left(x_{0}\right)}\left|\nabla \varphi_{\delta}\right|^{p} d x \leq \delta+\operatorname{cap}_{p}\left(F ; B_{2 r}\left(x_{0}\right)\right) \tag{5.3}
\end{equation*}
$$

Such a function exists, by recalling (2.1). Without loss of generality, we can suppose that $x_{0}$ coincides with the origin.

We observe at first that by density we have

$$
\lambda_{p}(\Omega)=\inf _{\varphi \in C_{0}^{\infty}(\Omega)}\left\{\int_{\Omega}|\nabla \varphi|^{p} d x:\|\varphi\|_{L^{p}(\Omega)}=1\right\}=\inf _{\varphi \in W_{0}^{1, p}(\Omega)}\left\{\int_{\Omega}|\nabla \varphi|^{p} d x:\|\varphi\|_{L^{p}(\Omega)}=1\right\}
$$

We fix $0<\varepsilon<1 / 2$ and take a Lipschitz cut-off function $\eta$ defined on $\overline{B_{r}}$, such that

$$
0 \leq \eta \leq 1, \quad \eta \equiv 1 \text { on } B_{(1-\varepsilon) r}, \quad \eta \equiv 0 \text { on } \partial B_{r}, \quad\|\nabla \eta\|_{L^{\infty}}=\frac{1}{\varepsilon r}
$$

We use the test function $\psi=\left(1-\varphi_{\delta}\right) \eta /\left\|\left(1-\varphi_{\delta}\right) \eta\right\|_{L^{p}(\Omega)}$ in the definition of $\lambda_{p}(\Omega)$. Observe that this is a feasible test function: indeed, by construction we have that $\psi$ is a Lipschitz function on the whole $\mathbb{R}^{N}$. Moreover, we have that

$$
\psi \equiv 0 \quad \text { on } \partial\left(B_{r} \cap \Omega\right) \subseteq\left(\partial B_{r} \cap \bar{\Omega}\right) \cup\left(\partial \Omega \cap \overline{B_{r}}\right)
$$

More precisely, we have

$$
\left(1-\varphi_{\delta}\right) \equiv 0 \quad \text { on } F=\overline{B_{r}} \backslash \Omega \supseteq \partial \Omega \cap \overline{B_{r}}
$$

and

$$
\eta \equiv 0 \quad \text { on } \partial B_{r} \supseteq \partial B_{r} \cap \bar{\Omega}
$$

Thus, by [6, Theorem $9.17 \&$ Remark 19] we get that

$$
\psi=\left(1-\varphi_{\delta}\right) \eta \in W_{0}^{1, p}\left(B_{r} \cap \Omega\right) \subseteq W_{0}^{1, p}(\Omega)
$$

This gives

$$
\lambda_{p}(\Omega) \leq \frac{\int_{\Omega}\left|\left(1-\varphi_{\delta}\right) \nabla \eta-\eta \nabla \varphi_{\delta}\right|^{p} d x}{\int_{\Omega}\left(1-\varphi_{\delta}\right)^{p} \eta^{p} d x} \leq 2^{p-1} \frac{\int_{\Omega}\left(1-\varphi_{\delta}\right)^{p}|\nabla \eta|^{p} d x+\int_{\Omega} \eta^{p}\left|\nabla \varphi_{\delta}\right|^{p} d x}{\int_{\Omega}\left(1-\varphi_{\delta}\right)^{p} \eta^{p} d x}
$$

By using the properties of $\eta$, we get

$$
\lambda_{p}(\Omega) \int_{B_{(1-\varepsilon) r}}\left(1-\varphi_{\delta}\right)^{p} d x \leq 2^{p-1}\left[\frac{1}{\varepsilon^{p} r^{p}} \int_{B_{r} \backslash B_{(1-\varepsilon) r}}\left(1-\varphi_{\delta}\right)^{p} d x+\int_{B_{r}}\left|\nabla \varphi_{\delta}\right|^{p} d x\right]
$$

We also use (5.3) and (5.1) on the right-hand side: this leads to

$$
\lambda_{p}(\Omega) \int_{B_{(1-\varepsilon) r}}\left(1-\varphi_{\delta}\right)^{p} d x \leq 2^{p-1}\left[\frac{\omega_{N} r^{N}}{\varepsilon^{p} r^{p}}\left(1-(1-\varepsilon)^{N}\right)+\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)\right]
$$

We also observe that by convexity of the map $\tau \mapsto \tau^{N}$ we have

$$
t^{N} \geq 1+N(t-1), \quad \text { for } t \geq 0
$$

and thus

$$
(1-\varepsilon)^{N} \geq 1-N \varepsilon \quad \text { that is } \quad 1-(1-\varepsilon)^{N} \leq N \varepsilon
$$

This leads us to

$$
\begin{equation*}
\lambda_{p}(\Omega) \int_{B_{(1-\varepsilon) r}}\left(1-\varphi_{\delta}\right)^{p} d x \leq \frac{2^{p-1}}{r^{p}} r^{N}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.4}
\end{equation*}
$$

Observe that we also used the scaling properties of the $p$-capacity. We now wish to give a lower bound for the leftmost integral. To this aim, we set

$$
r_{1}=(1-\ell) r, \quad r_{2}=(1-\varepsilon) r,
$$

with $1>\ell>\varepsilon>0$ and $0<\varepsilon<1 / 2$. By defining the spherical shell

$$
S_{r_{1}, r_{2}}:=B_{r_{2}} \backslash \overline{B_{r_{1}}}=\left\{x \in \mathbb{R}^{N}: r_{1}<|x|<r_{2}\right\},
$$

from the estimate above we obviously get

$$
\begin{equation*}
\lambda_{p}(\Omega) f_{S_{r_{1}, r_{2}}}\left(1-\varphi_{\delta}\right)^{p} d x \leq \frac{2^{p-1}}{r^{p}} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.5}
\end{equation*}
$$

By Jensen's inequality we have ${ }^{5}$

$$
f_{S_{r_{1}, r_{2}}}\left(1-\varphi_{\delta}\right)^{p} d x \geq\left(f_{S_{r_{1}, r_{2}}}\left(1-\varphi_{\delta}\right) d x\right)^{p}
$$

By inserting this estimate in (5.5), we get

$$
\begin{equation*}
\lambda_{p}(\Omega)\left(1-f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x\right)^{p} \leq \frac{2^{p-1}}{r^{p}} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.6}
\end{equation*}
$$

In order to conclude, it would be sufficient to show that

$$
1-f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x \geq \frac{1}{C}
$$

[^5]for some positive constant $C$, depending only on $N, p$ and $\gamma$. This is the key point, where the results of Section 3 will be crucial. We now distinguish the case $1<p \leq N$ and the case $p=1$.

1. Case $1<p \leq N$. To this aim, we can use the Poincaré-type inequality of (3.11), with $R=2 r$. This yields

$$
\left(f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x\right)^{p} \leq \frac{1}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)} \int_{B_{2 r}}\left|\nabla \varphi_{\delta}\right|^{p} d x
$$

By using again (5.3) and (5.1) in order to estimate the rightmost integral, we then obtain

$$
f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x \leq\left(\frac{\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}}
$$

By using this estimate in (5.6), we obtain

$$
\lambda_{p}(\Omega)\left(1-\left(\frac{\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}}\right)^{p} \leq \frac{2^{p-1}}{r^{p}} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

This is valid for every $\delta>0$, thus we can eliminate it by taking the limit as $\delta$ goes to 0 . We thus obtain

$$
\begin{equation*}
\lambda_{p}(\Omega)\left(1-\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}} \gamma^{\frac{1}{p}}\right)^{p} \leq \frac{2^{p-1}}{r^{p}} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.7}
\end{equation*}
$$

Now, we make the choice $\ell=2 \varepsilon$, so that

$$
r_{1}=(1-2 \varepsilon) r, \quad r_{2}=(1-\varepsilon) r
$$

and observe that

$$
\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}}>1 \quad \text { and } \quad \lim _{\varepsilon \rightarrow 0}\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}}=1
$$

Thanks to the presence of the factor $\gamma<1$, this implies that up to choosing $\varepsilon>0$ small enough (depending on $\gamma$ ), we can uniformly bound from below the factor multiplying $\lambda_{p}(\Omega)$ in (5.7). Of course, the smaller we will choose $\varepsilon$, the larger the right-hand side of (5.7) will be (because of the factor $\left.\left|S_{r_{1}, r_{2}}\right|\right)$.

In particular, we want to choose $0<\varepsilon<1 / 2$ so that

$$
\begin{equation*}
1-\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}} \gamma^{\frac{1}{p}} \geq \frac{1-\gamma^{\frac{1}{p}}}{2} \tag{5.8}
\end{equation*}
$$

This is the same as

$$
\begin{equation*}
\left(\frac{1+\gamma^{\frac{1}{p}}}{2 \gamma^{\frac{1}{p}}}\right)^{\frac{p}{p-1}} \geq \frac{1}{(1-2 \varepsilon)^{\frac{N-p}{p-1}}}\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2 /(1-2 \varepsilon)}\right)}\right)^{\frac{1}{p-1}} \tag{5.9}
\end{equation*}
$$

where we also used Remark 2.3. We now need to further distinguish the case $p<N$ and $p=N$.
1.A Case $1<p<N$. By recalling (2.3), the condition (5.9) is equivalent to

$$
\frac{1}{(1-2 \varepsilon)^{\frac{N-p}{p-1}}} \frac{1}{1-\left(\frac{1}{2}\right)^{\frac{N-p}{p-1}}}\left(1-\left(\frac{1-2 \varepsilon}{2}\right)^{\frac{N-p}{p-1}}\right) \leq\left(\frac{1+\gamma^{\frac{1}{p}}}{2 \gamma^{\frac{1}{p}}}\right)^{\frac{p}{p-1}}
$$

By simplifying a bit the expression, this is equivalent to

$$
\frac{2^{\frac{N-p}{p-1}}}{2^{\frac{N-p}{p-1}}-1} \frac{1}{(1-2 \varepsilon)^{\frac{N-p}{p-1}}}-\frac{1}{2^{\frac{N-p}{p-1}}-1} \leq\left(\frac{1+\gamma^{\frac{1}{p}}}{2 \gamma^{\frac{1}{p}}}\right)^{\frac{p}{p-1}}
$$

In turn, this can be recast as follows

$$
(1-2 \varepsilon)^{\frac{N-p}{p-1}}\left[\left(\frac{1+\gamma^{\frac{1}{p}}}{2 \gamma^{\frac{1}{p}}}\right)^{\frac{p}{p-1}}+\frac{1}{2^{\frac{N-p}{p-1}}-1}\right] \geq \frac{2^{\frac{N-p}{p-1}}}{2^{\frac{N-p}{p-1}}-1} .
$$

After some simple (yet tedious) computations, we get that it is sufficient to choose

$$
\begin{equation*}
\varepsilon \leq \varepsilon_{0}:=\min \left\{\frac{1}{4(N-1)}, \frac{1}{2}-\left[\left(2^{\frac{N-p}{p-1}}-1\right)\left(\frac{1+\gamma^{\frac{1}{p}}}{2 \gamma^{\frac{1}{p}}}\right)^{\frac{p}{p-1}}+1\right]^{-\frac{p-1}{N-p}}\right\} \tag{5.10}
\end{equation*}
$$

We observe that $\varepsilon_{0} \leq 1 / 4$, in particular. Finally, by making this choice for $\varepsilon$, we get from (5.7) and

$$
\begin{equation*}
\lambda_{p}(\Omega) \leq \frac{1}{r^{p}}\left(\frac{2}{1-\gamma^{\frac{1}{p}}}\right)^{p} \frac{2^{p-1}}{\omega_{N}\left(\left(1-\varepsilon_{0}\right)^{N}-\left(1-2 \varepsilon_{0}\right)^{N}\right)}\left[\frac{N \omega_{N}}{\varepsilon_{0}^{p-1}}+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.8}
\end{equation*}
$$

We eventually get the claimed estimate (5.2) with

$$
C_{N, p, \gamma}=\left(\frac{2}{1-\gamma^{\frac{1}{p}}}\right)^{p} 2^{p}\left[\frac{1}{\varepsilon_{0}^{p}}+\frac{\gamma}{\varepsilon_{0}} \frac{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{N \omega_{N}}\right]
$$

once observed that ${ }^{6}$

$$
\left(1-\varepsilon_{0}\right)^{N}-\left(1-2 \varepsilon_{0}\right)^{N} \geq N\left(1-2 \varepsilon_{0}\right)^{N-1} \varepsilon_{0} \geq \frac{N}{2} \varepsilon_{0}
$$

1.B Case $p=N$. By recalling (2.4), the first condition (5.9) is equivalent to

$$
\log \frac{2}{1-\varepsilon} \leq\left(\frac{1+\gamma^{\frac{1}{N}}}{2 \gamma^{\frac{1}{N}}}\right)^{\frac{N}{N-1}} \log 2
$$

${ }^{6}$ For the first inequality, use that

$$
\left(1-\varepsilon_{0}\right)^{N}-\left(1-2 \varepsilon_{0}\right)^{N}=N \int_{1-2 \varepsilon_{0}}^{1-\varepsilon_{0}} \tau^{N-1} d \tau \geq N\left(1-2 \varepsilon_{0}\right)^{N-1} \varepsilon_{0}
$$

In the second inequality, use Bernoulli's inequality and the fact that $\varepsilon_{0} \leq 1 /(4(N-1))$.

This is equivalent to

$$
\log (1-\varepsilon) \geq\left[1-\left(\frac{1+\gamma^{\frac{1}{N}}}{2 \gamma^{\frac{1}{N}}}\right)^{\frac{N}{N-1}}\right] \log 2
$$

By exponentiating, we obtain

$$
1-\varepsilon \geq 2^{1-\alpha_{N, \gamma}}, \quad \text { with } \alpha_{N, \gamma}:=\left(\frac{1+\gamma^{\frac{1}{N}}}{2 \gamma^{\frac{1}{N}}}\right)^{\frac{N}{N-1}}
$$

If we choose

$$
\begin{equation*}
\varepsilon \leq \varepsilon_{0}:=\min \left\{1-2^{1-\alpha_{N, \gamma}}, \frac{1}{4(N-1)}\right\} \tag{5.11}
\end{equation*}
$$

we then obtain the desired property. The conclusion now follows as before.
2. Case $p=1$. We go back to (5.6). As done before, by combining (3.12) with assumptions (5.3) and (5.1), we infer that

$$
f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x \leq \frac{1}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)} \int_{B_{2 r}}\left|\nabla \varphi_{\delta}\right| d x \leq \frac{\delta+\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}
$$

We use this upper bound in the left-hand side of (5.6). This yields

$$
\lambda_{1}(\Omega)\left(1-\frac{\delta+\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}\right) \leq \frac{1}{r} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[N \omega_{N}+\delta+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

We remove again the useless parameter $\delta$, by taking the limit as this goes to 0 . We then obtain

$$
\lambda_{1}(\Omega)\left(1-\frac{\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}\right) \leq \frac{1}{r} \frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\left[N \omega_{N}+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

The choice of the parameter $\varepsilon$ and $\ell$ is now simpler: observe in particular that the role of parameter $\ell$ is now immaterial, thanks to the fact that the left-hand side in the previous estimate only depends on $r_{2}$, and not on $r_{1}$. We can thus take the limit as $\ell$ goes to 1 (that is, $r_{1}$ goes to 0 ) and obtain

$$
\begin{equation*}
\lambda_{1}(\Omega)\left(1-\frac{\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}\right) \leq \frac{1}{r} \frac{r^{N}}{\left|B_{r_{2}}\right|}\left[N \omega_{N}+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right] \tag{5.12}
\end{equation*}
$$

Finally, we choose $\varepsilon>0$ in such a way that

$$
1-\frac{\operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)} \gamma \geq \frac{1-\gamma}{2}
$$

This is the same as

$$
\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right) \geq \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right) \frac{2 \gamma}{1+\gamma}
$$

By recalling the expression (2.2), we want

$$
(1-\varepsilon)^{N-1} \geq \frac{2 \gamma}{1+\gamma}
$$

Thus, by taking

$$
\varepsilon_{0}=\min \left\{1-\left(\frac{2 \gamma}{1+\gamma}\right)^{\frac{1}{N-1}}, \frac{1}{2 N}\right\}
$$

we get from (5.12)

$$
\lambda_{1}(\Omega) \leq \frac{1}{r} \frac{2}{1-\gamma} \frac{2}{\omega_{N}}\left[N \omega_{N}+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

Observe that we also used that

$$
\left|B_{r_{2}}\right|=\omega_{N}\left(1-\varepsilon_{0}\right)^{N} r^{N} \geq \omega_{N}\left(1-N \varepsilon_{0}\right) r^{N} \geq \frac{\omega_{N}}{2} r^{N}
$$

thanks to the choice of $\varepsilon_{0}$. Thus, we get (5.2), as desired.
Remark 5.2 (Quality of the constant). We discuss the asymptotic behaviour of the constant $C_{N, p, \gamma}$ obtained in the previous result, as $\gamma$ goes to 1 . We distinguish two cases.

- Case $p=1$ : this is easier, in this case we have obtained

$$
C_{N, 1, \gamma}=4 N \frac{1+\gamma}{1-\gamma}
$$

where we also used the explicit expression of the relative 1 -capacity of $\overline{B_{1}}$. Hence, we have the following asymptotic behaviour

$$
0<\lim _{\gamma \nearrow 1}(1-\gamma) C_{N, 1, \gamma}<+\infty
$$

- Case $1<p \leq N$ : we first observe that as $\gamma$ goes to 1 , from (5.10) and (5.11) we have

$$
\varepsilon_{0}= \begin{cases}(1-\gamma) \frac{1}{N-p} \frac{2^{\frac{N-p}{p-1}}-1}{2 \cdot 2^{\frac{N-1}{p-1}}+o(1-\gamma),} & \text { if } 1<p<N \\ (1-\gamma) \frac{1}{N-1} \frac{\log 2}{2}+o(1-\gamma), & \text { if } p=N\end{cases}
$$

Thus, by inspecting the proof above, we have

$$
\begin{equation*}
0<\lim _{\gamma \nearrow 1}(1-\gamma)^{2 p} C_{N, p, \gamma}<+\infty \tag{5.13}
\end{equation*}
$$

We see in particular that the constant $C_{N, p, \gamma}$ blows-up as $\gamma$ goes to 1 . While not claiming that the behavior above is optimal, we point out that the upper bound of Theorem 5.1 can not be true with a constant which stays finite as $\gamma$ goes to 1 . We refer to Example A. 3 for a counter-example.

## 6. Extension to Poincaré-Sobolev embedding constants

In this section, we briefly discuss how the Main Theorem can be extended to the more general case of the sharp Poincaré-Sobolev embedding constants associated to an open set $\Omega$. More precisely, given $1 \leq p \leq N$ and a subcritical exponent $q \geq 1$, that is

$$
\begin{cases}q<p^{*}, & \text { if } 1 \leq p<N  \tag{6.1}\\ q<\infty, & \text { if } p=N\end{cases}
$$

where $p^{*}$ is the Sobolev conjugate exponent of $p$, we introduce the following quantity

$$
\begin{equation*}
\lambda_{p, q}(\Omega)=\inf _{\varphi \in C_{0}^{\infty}(\Omega)}\left\{\int_{\Omega}|\nabla u|^{p} d x:\|u\|_{L^{q}(\Omega)}^{p}=1\right\} \tag{6.2}
\end{equation*}
$$

sometimes referred to as generalized principal frequency of the Dirichlet p-Laplacian.
With some minor modifications of the proofs of Theorems 4.2 and 5.1, we have a two-sided estimate in terms of the capacitary inradius $R_{p, \gamma}(\Omega)$, for these quantities as well. We point out that for the lower bound the additional restriction $q \geq p$ is mandatory (see Remark 6.2 below).

Theorem 6.1. Let $1 \leq p \leq N$ and let $q \geq 1$ satisfy (6.1). Let $0<\gamma<1$ and let $\Omega \subseteq \mathbb{R}^{N}$ be an open set. Then, we have

$$
\begin{equation*}
\lambda_{p, q}(\Omega) \leq C_{N, \gamma, p, q}\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p-N+N \frac{p}{q}} \tag{6.3}
\end{equation*}
$$

where it is intended that $\lambda_{p, q}(\Omega)=0$, whenever $R_{p, \gamma}(\Omega)=+\infty$.
Furthermore, if $q \geq p$ we also have

$$
\begin{equation*}
\gamma \sigma_{N, p, q}\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p-N+N \frac{p}{q}} \leq \lambda_{p, q}(\Omega) \tag{6.4}
\end{equation*}
$$

Proof. We prove (6.3) and (6.4) separately.
Upper bound. The proof goes along the same lines as before. In particular, by using the same notation as in the proof of Theorem 5.1, we now get

$$
\lambda_{p, q}(\Omega)\left(f_{S_{r_{1}, r_{2}}}\left(1-\varphi_{\delta}\right)^{q} d x\right)^{\frac{p}{q}} \leq \frac{2^{p-1}}{r^{p-N+N \frac{p}{q}}}\left(\frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\right)^{\frac{p}{q}}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\bar{B}_{r} ; B_{2 r}\right)\right]
$$

in place of (5.5). We use Jensen's inequality ${ }^{7}$ to estimate from below the leftmost term. This gives

$$
\begin{equation*}
\lambda_{p, q}(\Omega)\left(1-f_{S_{r_{1}, r_{2}}} \varphi_{\delta} d x\right)^{p} \leq \frac{2^{p-1}}{r^{p-N+N \frac{p}{q}}}\left(\frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\right)^{\frac{p}{q}}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\delta+\gamma \operatorname{cap}_{p}\left(\bar{B}_{r} ; B_{2 r}\right)\right] \tag{6.5}
\end{equation*}
$$

in place of (5.6). We distinguish again the case $1<p \leq N$ and the case $p=1$.
A. Case $1<p \leq N$. As done before, by applying (3.11) with $R=2 r$ and then taking the limit as $\delta$ goes to 0 , we obtain

$$
\lambda_{p, q}(\Omega)\left(1-\gamma^{\frac{1}{p}}\left(\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r_{1}}} ; B_{2 r}\right)}\right)^{\frac{1}{p}}\right)^{p} \leq \frac{2^{p-1}}{r^{p-N+N \frac{p}{q}}}\left(\frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\right)^{\frac{p}{q}}\left[\frac{N \omega_{N}}{\varepsilon^{p-1}}+\gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

Observe that this is the same as (5.7), except for the presence of the correct scaling power on $r$ and the power $p / q$ on the term $r^{N} /\left|S_{r_{1}, r_{2}}\right|$, in the right-hand side. Then one concludes as in the case $p=q$ previously treated.
B. Case $p=1$. In (6.5), we use this time (3.12). By taking the limit as $\delta$ goes to 0 again, we infer that

$$
\lambda_{1, q}(\Omega)\left(1-\frac{\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}\right) \leq \frac{1}{r^{1-N+\frac{N}{q}}}\left(\frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\right)^{\frac{1}{q}}\left[N \omega_{N}+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

We can take again the limit as $r_{1}$ goes to 0 and obtain

$$
\lambda_{1, q}(\Omega)\left(1-\frac{\gamma \operatorname{cap}_{1}\left(\overline{B_{r}} ; B_{2 r}\right)}{\operatorname{cap}_{1}\left(\overline{B_{r_{2}}} ; B_{2 r}\right)}\right) \leq \frac{1}{r^{1-N+\frac{N}{q}}}\left(\frac{r^{N}}{\left|S_{r_{1}, r_{2}}\right|}\right)^{\frac{1}{q}}\left[N \omega_{N}+\gamma \operatorname{cap}_{1}\left(\overline{B_{1}} ; B_{2}\right)\right]
$$

in place of (5.12). The conclusion then follows as in the case $q=p=1$.

[^6]Lower bound. We can assume $R_{p, \gamma}(\Omega)<+\infty$, otherwise there is nothing to prove. Let $r>$ $R_{p, \gamma}(\Omega)$ and let $u \in C_{0}^{\infty}(\Omega)$. As in the proof of Theorem 4.2, for $p<q$ satisfying (6.1), we can still apply the Maz'ya-Poincaré inequality [5, Theorem 2.5] and get this time

$$
\frac{\mathscr{C}}{r^{\frac{N}{q}}} \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 \sqrt{N} r}\left(x_{0}\right)\right)^{\frac{1}{p}}\|u\|_{L^{q}\left(Q_{r}\left(x_{0}\right)\right)} \leq\|\nabla u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)}
$$

where $\mathscr{C}$ is the same constant as in [5, Theorem 2.5]. Observe that now it depends on $q$, as well. The relative $p$-capacity on the left-hand side can be estimated from below as in the proof of Theorem 4.2 , so to get

$$
\frac{\mathscr{C}^{p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}{\frac{2 \sqrt{N}}{\lambda_{p}\left(B_{1}\right)^{\frac{1}{p}}}+1}\left(\frac{1}{r}\right)^{p-N+p \frac{N}{q}} \gamma\|u\|_{L^{q}\left(Q_{r}\left(x_{0}\right)\right)}^{p} \leq\|\nabla u\|_{L^{p}\left(Q_{r}\left(x_{0}\right)\right)}^{p}
$$

in place of (4.5). In order to conclude, we want to use again a tiling of $\mathbb{R}^{N}$, made of a countable family of disjoint cubes with radius $r$. A slight difference now arises, which explains the restriction on $q$ : indeed, if $\left\{\mathcal{Q}_{\alpha}\right\}_{\alpha \in \mathbb{N}}$ is such a family of cubes, we have this time

$$
\sum_{\alpha \in \mathbb{N}}\|\nabla u\|_{L^{p}\left(\mathcal{Q}_{\alpha}\right)}^{p}=\|\nabla u\|_{L^{p}(\Omega)}^{p} \quad \text { but } \quad \sum_{\alpha \in \mathbb{N}}\|u\|_{L^{q}\left(\mathcal{Q}_{\alpha}\right)}^{p} \neq\|u\|_{L^{q}(\Omega)}^{p}
$$

However, the choice $q>p$ entails that the function $\delta \mapsto \delta^{p / q}$ is subadditive. Thus, in particular

$$
\sum_{\alpha \in \mathbb{N}}\|u\|_{L^{q}\left(\mathcal{Q}_{\alpha}\right)}^{p} \geq\left(\sum_{\alpha \in \mathbb{N}}\|u\|_{L^{q}\left(\mathcal{Q}_{\alpha}\right)}^{q}\right)^{\frac{p}{q}}=\|u\|_{L^{q}(\Omega)}^{p}
$$

We can now get the desired conclusion, as in the case $q=p$.
Remark 6.2. The previous proof for the lower bound does not work if $1 \leq q<p$. This is not by chance: in Example A. 2 we construct a counter-example to the validity of the lower bound, in this case.

## 7. A Comment on the case $p>N$

In the previous sections we excluded the range $p>N$, since in this case we already know that $\lambda_{p}(\Omega)$ admits a two-sided estimate in terms of the usual inradius $r_{\Omega}$, thanks to (1.1) and (1.2). Actually, this remains true more generally for $\lambda_{p, q}(\Omega)$ and $p \leq q \leq \infty$, see [9, Corollary 5.9] (and also [5, Corollary 4.7]).

In this section, for completeness we compare the capacitary inradius and the usual notion of inradius when $p>N$. We will show that they coincide, at least for $\gamma$ smaller than a certain (optimal) threshold. This result is certainly not surprising, but it requires some work and some precise estimates on the capacity of points.

At this aim, we start by pointing out that for a compact set $\Sigma \Subset B_{R}$, the definition of relative $p$-capacity can be also written as

$$
\operatorname{cap}_{p}\left(\Sigma ; B_{R}\right)=\inf _{\varphi \in W_{0}^{1, p}\left(B_{R}\right)}\left\{\int_{B_{R}}|\nabla \varphi|^{p} d x: \varphi \geq 1 \text { on } \Sigma\right\}
$$

for $p>N$. Observe that the pointwise requirement on the test functions make sense, in light of Morrey's inequality, i.e. $W_{0}^{1, p}\left(B_{R}\right)$ is embedded in a space of continuous functions on $\overline{B_{R}}$. Moreover, by a standard application of the Direct Method, the previous infimum is actually (uniquely)
attained, by a function $u_{\Sigma}$ called $p$-capacitary potential. By minimality and uniqueness, it is not difficult to see that this is a $p$-harmonic function in $B_{R} \backslash \Sigma$, such that

$$
0 \leq u_{\Sigma} \leq 1 \quad \text { and } \quad u_{\Sigma}=1 \text { on } \Sigma
$$

Lemma 7.1. Let $p>N \geq 2$ and let $R>0$. We choose a set of distinct points $\left\{x_{1}, \ldots, x_{k}\right\} \in B_{R}$ and set

$$
D:=\min \left\{\left|x_{i}-x_{j}\right|, \operatorname{dist}\left(x_{i} ; \partial B_{R}\right): i, j \in\{1, \ldots, k\}, i \neq j\right\}>0
$$

There exists a constant $c_{p}>0$, depending on $p$ only, such that that for every $\delta<D$ we have

$$
\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k-1}\right\} ; B_{R}\right)+c_{p} \int_{B_{\delta}\left(x_{k}\right)}\left|\nabla u-\nabla H_{u}\right|^{p} d x \leq \operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right)
$$

Here $u$ is the $p$-capacitary potential of the set $\left\{x_{1}, \ldots, x_{k}\right\}$ relative to $B_{R}$, while $H_{u}$ is the $p$-harmonic function in $B_{\delta}\left(x_{k}\right)$ such that $u-H_{u} \in W_{0}^{1, p}\left(B_{\delta}\left(x_{k}\right)\right)$. In particular, we have

$$
\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k-1}\right\} ; B_{R}\right)<\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right)
$$

Proof. We take $u \in W_{0}^{1, p}\left(B_{R}\right)$ to be an optimal function for $\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right)$. This means that $0 \leq u \leq 1$ and

$$
\int_{B_{R}}|\nabla u|^{p} d x=\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right), \quad u\left(x_{i}\right)=1, \text { for } i=1, \ldots, k
$$

Observe that by minimality, the function $u$ is weakly $p$-harmonic in the open connected set $B_{R} \backslash$ $\left\{x_{1}, \ldots, x_{k}\right\}$. Thus, by the minimum and maximum principles, we get that

$$
0<u(x)<1 \quad \text { in } B_{R} \backslash\left\{x_{1}, \ldots, x_{k}\right\}
$$

We will use a " $p$-harmonic replacement trick" in order to modify $u$ and produce a trial function, which is admissible for the $p$-capacity of $\left\{x_{1}, \ldots, x_{k-1}\right\}$. Namely, we introduce the new function

$$
U(x)=\left\{\begin{aligned}
u(x), & \text { if } x \in B_{R} \backslash B_{\delta}\left(x_{k}\right), \\
H_{u}(x), & \text { if } x \in B_{\delta}\left(x_{k}\right),
\end{aligned}\right.
$$

where $H_{u} \in W^{1, p}\left(B_{\delta}\left(x_{k}\right)\right)$ is the unique minimizer of

$$
\min _{\varphi \in W^{1, p}\left(B_{\delta}\left(x_{k}\right)\right)}\left\{\int_{B_{\delta}\left(x_{k}\right)}|\nabla \varphi|^{p} d x: \varphi-u \in W_{0}^{1, p}\left(B_{\delta}\left(x_{k}\right)\right)\right\} .
$$

Observe that by minimality, the function $H_{u}$ satisfies

$$
\left.\left.\int_{B_{\delta}\left(x_{k}\right)}\langle | \nabla H_{u}\right|^{p-2} \nabla H_{u}, \nabla \varphi\right\rangle d x=0, \quad \text { for every } \varphi \in W_{0}^{1, p}\left(B_{\delta}\left(x_{k}\right)\right)
$$

Thus, in particular, we have

$$
\begin{equation*}
\left.\left.\int_{B_{\delta}\left(x_{k}\right)}\langle | \nabla H_{u}\right|^{p-2} \nabla H_{u}, \nabla u-\nabla H_{u}\right\rangle d x=0 \tag{7.1}
\end{equation*}
$$

It is not difficult to see that the function $U$ is admissible for the $p$-capacity of $\left\{x_{1}, \ldots, x_{k-1}\right\}$. This gives

$$
\begin{aligned}
\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k-1}\right\} ; B_{R}\right) & \leq \int_{B_{R}}|\nabla U|^{p} d x \\
& =\int_{B_{R} \backslash B_{\delta}\left(x_{k}\right)}|\nabla u|^{p} d x+\int_{B_{\delta}\left(x_{k}\right)}\left|\nabla H_{u}\right|^{p} d x \\
& =\int_{B_{R}}|\nabla u|^{p} d x+\left(\int_{B_{\delta}\left(x_{k}\right)}\left|\nabla H_{u}\right|^{p} d x-\int_{B_{\delta}\left(x_{k}\right)}|\nabla u|^{p} d x\right) \\
& =\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right)+\left(\int_{B_{\delta}\left(x_{k}\right)}\left|\nabla H_{u}\right|^{p} d x-\int_{B_{\delta}\left(x_{k}\right)}|\nabla u|^{p} d x\right)
\end{aligned}
$$

In order to conclude, we just need to estimate the rightmost term into parentheses. To this aim, we need to recall the following convexity inequality, which is valid for $p>2$ (see [19, Lemma 4.2, equation (4.3)]):

$$
\left.|z|^{p} \geq|w|^{p}+\left.p\langle | w\right|^{p-2} w, z-w\right\rangle+c_{p}|z-w|^{p}, \quad \text { for every } z, w \in \mathbb{R}^{N}
$$

From this inequality, we get

$$
\begin{aligned}
\int_{B_{\delta}\left(x_{k}\right)}|\nabla u|^{p} d x & \left.\geq \int_{B_{\delta}\left(x_{k}\right)}\left|\nabla H_{u}\right|^{p} d x+\left.\int_{B_{\delta}\left(x_{k}\right)}\langle | \nabla H_{u}\right|^{p-2} \nabla H_{u}, \nabla u-\nabla H_{u}\right\rangle d x \\
& +c_{p} \int_{B_{\delta}\left(x_{k}\right)}\left|\nabla u-\nabla H_{u}\right|^{p} d x \\
& =\int_{B_{\delta}\left(x_{k}\right)}\left|\nabla H_{u}\right|^{p} d x+c_{p} \int_{B_{\delta}\left(x_{k}\right)}\left|\nabla u-\nabla H_{u}\right|^{p} d x
\end{aligned}
$$

In the last identity, we used (7.1). This implies that we have

$$
\operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k-1}\right\} ; B_{R}\right) \leq \operatorname{cap}_{p}\left(\left\{x_{1}, \ldots, x_{k}\right\} ; B_{R}\right)-c_{p} \int_{B_{\delta}\left(x_{k}\right)}\left|\nabla u-\nabla H_{u}\right|^{p} d x
$$

Finally, we observe that the last quantity can not vanish, otherwise $u$ would be weakly $p$-harmonic on $B_{\delta}\left(x_{k}\right)$ and would attain its maximum at the center of the ball, thus violating the maximum principle.

Lemma 7.2. Let $p>N$, for every $x_{0} \in B_{R}\left(y_{0}\right)$, we have

$$
\operatorname{cap}_{p}\left(\left\{x_{0}\right\} ; B_{R}\left(y_{0}\right)\right) \geq \operatorname{cap}_{p}\left(\left\{y_{0}\right\} ; B_{R}\left(y_{0}\right)\right)
$$

Proof. We can suppose that $y_{0}$ coincides with the origin. It is sufficient to use [20, (2.2.10)] with $F=\left\{x_{0}\right\}$. This gives

$$
\operatorname{cap}_{p}\left(\left\{x_{0}\right\} ; B_{R}\right) \geq\left(N \omega_{N}\right)^{\frac{p}{N}} N^{\frac{N-p}{N}}\left(\frac{p-N}{p-1}\right)^{p-1}\left|B_{R}\right|^{\frac{N-p}{N}}
$$

By recalling (2.5), we easily see that the right-hand side coincides with the capacity of the center of the ball.

In the next result we compare the usual inradius with the capacitary one, in the superconformal case $p>N$. We will show that for $\gamma$ smaller than a universal sharp constant, they actually coincide.

Proposition 7.3. Let $p>N$ and

$$
\begin{equation*}
\gamma_{0}:=\frac{\operatorname{cap}_{p}\left(\{0\} ; B_{2}\right)}{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)}=\frac{1}{2^{p-N}}\left(2^{\frac{p-N}{p-1}}-1\right)^{p-1} \tag{7.2}
\end{equation*}
$$

For every open set $\Omega \subseteq \mathbb{R}^{N}$ we have

$$
R_{p, \gamma}(\Omega)=r_{\Omega}, \quad \text { for every } 0 \leq \gamma<\gamma_{0}
$$

Moreover, for the punctured ball $\dot{B}_{R}:=B_{R} \backslash\{0\}$ we have

$$
R_{p, \gamma}\left(\dot{B}_{R}\right)>r_{\dot{B}_{R}}, \quad \text { for every } 1>\gamma \geq \gamma_{0}
$$

Proof. We prove the two facts separately.
We have already observed that

$$
r_{\Omega} \leq R_{p, \gamma}(\Omega)
$$

In particular, if $r_{\Omega}=+\infty$, then the conclusion trivially follows. Let us suppose that $r_{\Omega}<+\infty$. For every ball $B_{r}\left(y_{0}\right)$ with $r>r_{\Omega}$, we then must have

$$
\overline{B_{r}\left(y_{0}\right)} \backslash \Omega \neq \emptyset
$$

In particular, there exists a point $x_{0} \in \overline{B_{r}\left(y_{0}\right)} \backslash \Omega$. By monotonicity of the $p$-capacity with respect to the set inclusion, we get

$$
\operatorname{cap}_{p}\left(\overline{B_{r}\left(y_{0}\right)} \backslash \Omega ; B_{2 r}\left(y_{0}\right)\right) \geq \operatorname{cap}_{p}\left(\left\{x_{0}\right\} ; B_{2 r}\left(y_{0}\right)\right) \geq \operatorname{cap}_{p}\left(\left\{y_{0}\right\} ; B_{2 r}\left(y_{0}\right)\right)
$$

In the second inequality, we used Lemma 7.2. In particular, by recalling the definition of $\gamma_{0}$, we get

$$
\operatorname{cap}_{p}\left(\overline{B_{r}\left(y_{0}\right)} \backslash \Omega ; B_{2 r}\left(y_{0}\right)\right) \geq \gamma_{0} r^{N-p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)=\gamma_{0} \operatorname{cap}_{p}\left(\overline{B_{r}\left(y_{0}\right)} ; B_{2 r}\left(y_{0}\right)\right)
$$

This implies that if $\gamma<\gamma_{0}$, then $\overline{B_{r}\left(y_{0}\right)} \backslash \Omega$ is not $(p, \gamma)-$ negligible, for $r>r_{\Omega}$. This gives the desired conclusion, in light of the definition of $R_{p, \gamma}(\Omega)$.
We now show the optimality of the previous result. We consider the punctured ball $\dot{B}_{R}=B_{R} \backslash\{0\}$. We clearly have $r_{\dot{B}_{R}}=R / 2$. On the other hand, it is not difficult to show that

$$
R_{p, \gamma}\left(\dot{B}_{R}\right) \geq R, \quad \text { for every } \gamma \geq \gamma_{0}
$$

where $\gamma_{0}$ is still defined by (7.2). Indeed, we may notice that if $r<R$ we have

$$
\operatorname{cap}_{p}\left(\overline{B_{r}} \backslash \dot{B}_{R} ; B_{2 r}\right)=\operatorname{cap}_{p}\left(\{0\} ; B_{2 r}\right)=r^{N-p} \gamma_{0} \operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)
$$

which shows that $\overline{B_{r}} \backslash \dot{B}_{R}$ is $\left(p, \gamma_{0}\right)$-negligible. Thus, this already shows that for $\gamma \geq \gamma_{0}$

$$
R_{p, \gamma}\left(\dot{B}_{R}\right) \geq R_{p, \gamma_{0}}\left(\dot{B}_{R}\right) \geq r, \quad \text { for every } r<R
$$

Actually, we can show that $R_{p, \gamma_{0}}\left(\dot{B}_{R}\right)=R$. It is sufficient to observe that for every $r>R$ and every $x_{0} \in \mathbb{R}^{N}$, the set $\overline{B_{r}\left(x_{0}\right)} \backslash \dot{B}_{R}$ contains at least two distinct points. By Lemma 7.1, this implies that

$$
\begin{aligned}
\operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \dot{B}_{R} ; B_{2 r}\left(x_{0}\right)\right) & >\operatorname{cap}_{p}\left(\{0\} ; B_{2 r}\right) \\
& =\gamma_{0} \operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)=\gamma_{0} \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} ; B_{2 r}\left(x_{0}\right)\right)
\end{aligned}
$$

that is any ball with radius $r>R$ is not $\left(p, \gamma_{0}\right)$-negligible. This gives $R_{p, \gamma_{0}}\left(\dot{B}_{R}\right)=R$, as claimed.

## Appendix A. Some counter-examples

Example A. 1 (Failure for $\gamma=0$ ). For $1 \leq p \leq N$ and an open set $\Omega \subseteq \mathbb{R}^{N}$, we introduce the quantity

$$
\Re_{\Omega}:=R_{p, 0}(\Omega)=\sup \left\{r>0: \exists x_{0} \in \mathbb{R}^{N} \text { such that } \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right)=0\right\}
$$

This may appear as the natural capacitary extension of the usual inradius. However, in this section, we will give an example showing that this notion is not strong enough to permit having the uniform lower bound

$$
\lambda_{p}(\Omega) \geq C\left(\frac{1}{\Re_{\Omega}}\right)^{p}
$$

for every $\Omega \subseteq \mathbb{R}^{N}$ open set. Indeed, for every $0<\varepsilon<1 / 4$, we introduce the periodically perforated set

$$
\Omega_{\varepsilon}=\mathbb{R}^{N} \backslash \bigcup_{\mathbf{i} \in \mathbb{Z}^{N}} \overline{B_{\varepsilon}(\mathbf{i})}
$$

We claim that

$$
\begin{equation*}
\lim _{\varepsilon \searrow 0} \lambda_{p}\left(\Omega_{\varepsilon}\right)=0 \quad \text { while } \quad \Re_{\Omega_{\varepsilon}} \leq \frac{\sqrt{N}}{2}, \quad \text { for every } 0<\varepsilon<\frac{1}{4} \tag{A.1}
\end{equation*}
$$

We first observe that the usual inradius of $\Omega_{\varepsilon}$ is uniformly bounded, that is

$$
r_{\Omega_{\varepsilon}} \leq \frac{\sqrt{N}}{2}, \quad \text { for every } 0<\varepsilon<\frac{1}{4}
$$

In particular, for every ball $B_{r}\left(x_{0}\right)$ with $r>\sqrt{N} / 2$ we have

$$
B_{r}\left(x_{0}\right) \cap\left(\bigcup_{\mathbf{i} \in \mathbb{Z}^{N}} \overline{B_{\varepsilon}(\mathbf{i})}\right) \neq \emptyset
$$

More precisely, let $\mathbf{i}_{0} \in \mathbb{Z}^{N}$ be such that

$$
\left|x_{0}-\mathbf{i}_{0}\right|=\operatorname{dist}\left(x_{0}, \mathbb{Z}^{N}\right)
$$

this distance does not exceed $\sqrt{N} / 2$. Consequently, we have $\mathbf{i}_{0} \in B_{r}\left(x_{0}\right)$ and thus

$$
\left|B_{r}\left(x_{0}\right) \backslash \Omega_{\varepsilon}\right| \geq\left|B_{r}\left(x_{0}\right) \cap \overline{B_{\varepsilon}\left(\mathbf{i}_{0}\right)}\right|>0
$$

By the properties of capacity (see equations [20, (2.2.10) \& (2.2.11) pag. 148]), we can infer that

$$
\operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega_{\varepsilon} ; B_{2 r}\left(x_{0}\right)\right)>0
$$

Thus, for every $r>\sqrt{N} / 2$, we have that $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$ has positive relative $p$-capacity and, according to the definition, we obtain

$$
\Re_{\Omega_{\varepsilon}} \leq \frac{\sqrt{N}}{2}, \quad \text { for every } 0<\varepsilon<\frac{1}{4}
$$

as well. In order to conclude, we need to prove the first property in (A.1). It is not difficult to see that

$$
\lambda_{p}\left(\Omega_{\varepsilon}\right)=\inf _{u \in \operatorname{Lip}\left(\overline{Q_{1 / 2}}\right)}\left\{\int_{Q_{1 / 2}}|\nabla u|^{p} d x:\|u\|_{L^{p}\left(Q_{1 / 2}\right)}=1, u=0 \text { on } \overline{B_{\varepsilon}}\right\}
$$

It is sufficient to proceed as in the proof of [5, Lemma 4.4], for example. In particular, we take $\varphi \in \operatorname{Lip}_{0}\left(B_{1 / 2}\right)$ such that $\varphi=1$ on $\overline{B_{\varepsilon}}$ and $0 \leq \varphi \leq 1$, extended by 0 to $\overline{Q_{1 / 2}} \backslash B_{1 / 2}$. By using the test function $u=(1-\varphi) /\|1-\varphi\|_{L^{q}\left(Q_{1 / 2}\right)}$, we get

$$
\lambda_{p}\left(\Omega_{\varepsilon}\right) \leq \frac{\int_{B_{1 / 2}}|\nabla \varphi|^{p} d x}{\int_{Q_{1 / 2}}(1-\varphi)^{p} d x} \leq \frac{\int_{B_{1 / 2}}|\nabla \varphi|^{p} d x}{\left|Q_{1 / 2} \backslash B_{1 / 2}\right|}
$$

Thanks to the arbitrariness of $\varphi$ and recalling formula (2.1) from Remark 2.2, we obtain

$$
\lambda_{p}\left(\Omega_{\varepsilon}\right) \leq \frac{\operatorname{cap}_{p}\left(\overline{B_{\varepsilon}} ; B_{1 / 2}\right)}{\left|Q_{1 / 2} \backslash B_{1 / 2}\right|}
$$

By using (2.2), (2.3) and (2.4), the previous estimate finally implies (A.1).
Example A. 2 (Failure of the lower bound for $q<p$ ). We exhibit an open set $\Omega \subseteq \mathbb{R}^{N}$ such that for $1 \leq q<p \leq N$

$$
\lambda_{p, q}(\Omega)=0 \quad \text { and } \quad R_{p, \gamma}(\Omega)<+\infty, \text { for every } 0<\gamma<1
$$

This implies that the lower bound (6.4) cannot be true in this case. We stick for simplicity to the case $1<p<N$, the case $p=N$ can be treated with minor modifications. We take the slab

$$
\Omega=\mathbb{R}^{N-1} \times(-1,1)
$$

for which we have $\lambda_{p, q}(\Omega)=0$ for every $1 \leq q<p$ (see for example [7, Proposition 6.1]). We need to prove that its capacitary inradius is finite, for every $0<\gamma<1$. At this aim, we fix $0<\gamma<1$ and take a ball $B_{r}\left(x_{0}\right)$ such that $r>1$ and

$$
\operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} \backslash \Omega ; B_{2 r}\left(x_{0}\right)\right) \leq \gamma \operatorname{cap}_{p}\left(\overline{B_{r}\left(x_{0}\right)} ; B_{2 r}\left(x_{0}\right)\right)
$$

Thanks to the invariance of $\Omega$ by translations in directions belonging to $\left\{x_{N}=0\right\}$, we can suppose without loss of generality that $x_{0}=t \mathbf{e}_{N}$, for some $t \in \mathbb{R}$. Thus, we have

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\overline{B_{r}\left(t \mathbf{e}_{N}\right)} \backslash \Omega ; B_{2 r}\left(t \mathbf{e}_{N}\right)\right) \leq \gamma r^{N-p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right) \tag{A.2}
\end{equation*}
$$

where we also used Remark 2.3. By using [20, (2.2.10)], we get

The expression on the right-hand side can be simplified: indeed, if we introduce $r^{*}$ the radius such that

$$
\left|B_{r^{*}}\left(t \mathbf{e}_{N}\right)\right|=\left|B_{r}\left(t \mathbf{e}_{N}\right) \backslash \Omega\right| \quad \text { that is } \quad r^{*}=\left(\frac{\left|B_{r}\left(t \mathbf{e}_{N}\right) \backslash \Omega\right|}{\omega_{N}}\right)^{\frac{1}{N}}
$$

and recall (2.3), one can see that it coincides with

$$
\operatorname{cap}_{p}\left(\overline{B_{r^{*}}\left(t \mathbf{e}_{N}\right)} ; B_{2 r}\left(t \mathbf{e}_{N}\right)\right)
$$

Accordingly, we obtain

$$
\begin{equation*}
\operatorname{cap}_{p}\left(\overline{B_{r}\left(t \mathbf{e}_{N}\right)} \backslash \Omega ; B_{2 r}\left(t \mathbf{e}_{N}\right)\right) \geq \operatorname{cap}_{p}\left(\overline{B_{r^{*}}\left(t \mathbf{e}_{N}\right)} ; B_{2 r}\left(t \mathbf{e}_{N}\right)\right) \tag{A.3}
\end{equation*}
$$



Figure 2. The ball in bold line maximizes the volume of the intersection with the slab $\Omega$.

The volume of $B_{r}\left(t \mathbf{e}_{N}\right) \backslash \Omega$ can be uniformly bounded from below. Indeed, observe at first that if we set

$$
\Omega_{m}=\prod_{i=1}^{N-1}(-m, m) \times(-1,1)
$$

then

$$
\overline{B_{r}\left(t \mathbf{e}_{N}\right)} \backslash \Omega=\overline{B_{r}\left(t \mathbf{e}_{N}\right)} \backslash \Omega_{m}, \quad \text { for every } m>r
$$

Then, as a consequence of [8, Lemma 3.13], for every $m>r$ the function

$$
t \mapsto\left|B_{r}\left(t \mathbf{e}_{N}\right) \backslash \Omega_{m}\right|=\left|B_{r}\left(t \mathbf{e}_{N}\right)\right|-\left|B_{r}\left(t \mathbf{e}_{N}\right) \cap \Omega_{m}\right|
$$

attains its minimum for $t=0$ (see Figure 2). In other words, this volume is minimal if the ball and $\Omega_{m}$ are concentric. We also observe that such a minimal value is given by

$$
\begin{aligned}
\left|B_{r} \backslash \Omega_{m}\right|=\left|B_{r} \backslash \Omega\right| & =2 \omega_{N-1} \int_{1}^{r}\left(r^{2}-z^{2}\right)^{\frac{N-1}{2}} d z \\
& =2 \omega_{N-1} r^{N} \int_{\arcsin \frac{1}{r}}^{\frac{\pi}{2}} \cos ^{N} t d t:=r^{N} \varphi_{N}(r)
\end{aligned}
$$

In conclusion, we get that

$$
\begin{equation*}
r^{*} \geq r\left(\frac{\varphi_{N}(r)}{\omega_{N}}\right)^{\frac{1}{N}}=: r \Phi_{N}(r) \tag{A.4}
\end{equation*}
$$

From (A.2), (A.3), the monotonicity of the capacity with respect to the set inclusion, the lower bound on $r^{*}$ and again the scaling relations for the capacity, we get

$$
\begin{equation*}
\left(\Phi_{N}(r)\right)^{N-p} \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2 / \Phi_{N}(r)}\right) \leq \gamma \operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right) \tag{A.5}
\end{equation*}
$$

This relation must be satisfied by every radius $r>1$, such that $\overline{B_{r}\left(x_{0}\right)} \backslash \Omega$ is $(p, \gamma)-$ negligible.
By recalling (2.3), the previous inequality is equivalent to

$$
\left(\Phi_{N}(r)\right)^{N-p}\left(1-\left(\frac{1}{2}\right)^{\frac{N-p}{p-1}}\right)^{p-1} \leq \gamma\left(1-\left(\frac{\Phi_{N}(r)}{2}\right)^{\frac{N-p}{p-1}}\right)^{p-1}
$$

With simple algebraic manipulations, we get that for every admissible radius $r$, we must have

$$
\Phi_{N}(r) \leq\left(\frac{2^{\frac{N-p}{p-1}} \gamma^{\frac{1}{p-1}}}{2^{\frac{N-p}{p-1}}-1+\gamma^{\frac{1}{p-1}}}\right)^{\frac{p-1}{N-p}}
$$

Observe that the right-hand side is strictly smaller than 1. Moreover, by construction the function $r \mapsto \Phi_{N}(r)$ is continuous monotone increasing, with

$$
\begin{equation*}
\lim _{r \searrow 1} \Phi_{N}(r)=0 \quad \text { and } \quad \lim _{r \nearrow+\infty} \Phi_{N}(r)=1 \tag{A.6}
\end{equation*}
$$

This implies that there exists a finite radius $r_{\gamma}>1$ such that

$$
\Phi_{N}\left(r_{\gamma}\right)=\left(\frac{2^{\frac{N-p}{p-1}} \gamma^{\frac{1}{p-1}}}{2^{\frac{N-p}{p-1}}-1+\gamma^{\frac{1}{p-1}}}\right)^{\frac{p-1}{N-p}}
$$

and that every ball with radius $r>r_{\gamma}$ violates the previous conditions, i.e. it is not $(p, \gamma)-$ negligibile. This finally proves that

$$
R_{p, \gamma}(\Omega) \leq r_{\gamma}<+\infty
$$

as claimed.
Example A. 3 (Degeneration for $\gamma \nearrow 1$ ). We maintain the same notation as in Example A. 2 and take again $\Omega=\mathbb{R}^{N-1} \times(-1,1)$. Since this set is bounded in the direction $\mathbf{e}_{N}$, we have $\lambda_{p}(\Omega)>0$. We claim that

$$
\begin{equation*}
\lim _{\gamma \nearrow 1} R_{p, \gamma}(\Omega)=+\infty \tag{A.7}
\end{equation*}
$$

This proves that an upper bound of the type

$$
\lambda_{p}(\Omega) \leq \widetilde{C}_{N, p, \gamma}\left(\frac{1}{R_{p, \gamma}(\Omega)}\right)^{p}
$$

with $\widetilde{C}_{N, p, \gamma}$ staying bounded for $\gamma$ converging to 1 , can not be true.
In order to show (A.7), we first recall that the function

$$
\gamma \mapsto R_{p, \gamma}(\Omega), \quad \text { with } \gamma \in[0,1)
$$

is monotone non-decreasing. Thus, the limit in (A.7) exists. For every $r>1$, we set

$$
\gamma_{r}=\frac{\operatorname{cap}_{p}\left(\overline{B_{r}} \backslash \Omega ; B_{2 r}\right)}{\operatorname{cap}_{p}\left(\overline{B_{r}} ; B_{2 r}\right)}<1
$$

thus $\overline{B_{r}} \backslash \Omega$ is $\gamma_{r}-$ negligible, obviously. Accordingly, we get from (A.5)

$$
\left(\Phi_{N}(r)\right)^{N-p} \frac{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2 / \Phi_{N}(r)}\right)}{\operatorname{cap}_{p}\left(\overline{B_{1}} ; B_{2}\right)} \leq \gamma_{r}
$$

By recalling (A.6), from the previous inequality we get

$$
\lim _{r \nearrow+\infty} \gamma_{r}=1
$$

In particular, by monotonicity we have

$$
\lim _{\gamma \nearrow 1} R_{p, \gamma}(\Omega)=\lim _{r \nearrow+\infty} R_{p, \gamma_{r}}(\Omega)
$$

On the other hand, since the set $\overline{B_{r}} \backslash \Omega$ is $\gamma_{r}-$ negligible, we must have

$$
R_{p, \gamma_{r}}(\Omega) \geq r
$$

By joining the last two facts, we finally obtain (A.7).

## References

[1] L. Ambrosio, N. Fusco, D. Pallara, Functions of bounded variation and free discontinuity problems. Oxford Math. Monogr. The Clarendon Press, Oxford University Press, New York, 2000. 16
[2] R. Bañuelos, T. Carroll, Brownian motion and the foundamental frequency of a drum, Duke Math. J., 75 (1994), 575-602. 5
[3] M. van den Berg, D. Bucur, On the torsion function with Robin or Dirichlet boundary conditions, J. Funct. Anal., 266 (2014), 1647-1666. 4
[4] M. Sh. Birman, M. Z. Solomjak, Spectral theory of selfadjoint operators in Hilbert space. Translated from the 1980 Russian original by S. Khrushchev and V. Peller. Mathematics and its Applications (Soviet Series). D. Reidel Publishing Co., Dordrecht, 1987. 2
[5] F. Bozzola, L. Brasco, The role of topology and capacity in some bounds for principal frequencies, preprint (2024), available at https://arxiv.org/abs/2401.07797 2, 5, 6, 18, 26, 31
[6] H. Brezis, Functional analysis, Sobolev spaces and partial differential equations. Universitext, Springer, New York, 2011. 19
[7] L. Brasco, On principal frequencies and inradius in convex sets, in Bruno Pini Mathematical Analysis Seminar 2018, 78-101. Bruno Pini Math. Anal. Semin., 9. Università di Bologna, Alma Mater Studiorum, Bologna, 2018. 31
[8] L. Brasco, R. Magnanini, The heart of a convex body, in "Geometric properties for parabolic and elliptic PDE's", 49-66. Springer INdAM Ser., 2. Springer, Milan, 201332
[9] L. Brasco, F. Prinari, A. Zagati, Sobolev embeddings and distance functions, to appear on Adv. Calc. Var., doi:10.1515/acv-2023-0011 2, 26
[10] L. Brasco, F. Prinari, A. Zagati, A comparison principle for the Lane-Emden equation and applications to geometric estimates, Nonlinear Anal., 220 (2022), Paper No. 112847, 41 pp. 5
[11] L. Brasco, B. Ruffini, Compact Sobolev embeddings and torsion functions, Ann. Inst. Henri Poincar, Anal. Non Linaire, 34 (2017), 817-843. 4
[12] H. Bueno, G. Ercole, Solutions of the Cheeger problem via torsion functions, J. Math. Anal. Appl., 381 (2011), 263-279. 4
[13] F. Della Pietra, N. Gavitone, S. Guarino Lo Bianco, On functionals involving the torsional rigidity related to some classes of nonlinear operators, J. Differential Equations, 265 (2018), 6424-6442. 5
[14] V. N. Dubinin, Symmetrization in the geometric theory of functions of a complex variable, Russian Math. Surveys, 49 (1994), 1-79. 10
[15] M. Flucher, Variational problems with concentration. Progr. Nonlinear Differential Equations Appl., 36. Birkhäuser Verlag, Basel, 1999. 2, 10
[16] T. Giorgi, R. G. Smits, Principal Eigenvalue Estimates via the Supremum of Torsion, Indiana Univ. Math. J., 59 (2010), 987-1011. 4
[17] G. P. Leonardi, An overview on the Cheeger problem, in New trends in shape optimization, 117-139. Internat. Ser. Numer. Math., 166. Birkhäuser/Springer, Cham, 2015. 4
[18] G. Lieberman, Boundary regularity for solutions of degenerate elliptic equations, Nonlinear Anal., 12 (1988), 1203-1219. 11
[19] P. Lindqvist, On the equation $\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right)+\lambda|u|^{p-2} u=0$, Proc. Amer. Math. Soc., 109 (1990), 157-164. 28
[20] V. Maz'ya, Sobolev spaces with applications to elliptic partial differential equations. Second, revised and augmented edition. Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 342. Springer, Heidelberg, 2011. 2, 3, 4, 5, 6, 8, 17, 18, 28, 30, 31
[21] V. Maz'ya, Sobolev spaces. Translated from the Russian by T. O. Shaposhnikova. Springer Ser. Soviet Math. Springer-Verlag, Berlin, 1985. 5
[22] V. Maz'ya, M. Shubin, Can one see the fundamental frequency of a drum?, Lett. Math. Phys., 74 (2005), 135-151. 3, 4, 5, 6, 7
[23] E. Parini, An introduction to the Cheeger problem, Surv. Math. Appl., 6 (2011), 9-22. 4
[24] G. Poliquin, Principal frequency of the $p$-Laplacian and the inradius of Euclidean domains, J. Topol. Anal., 7 (2015), 505-511. 2
[25] G. Pólya, G. Szegő, Isoperimetric Inequalities in Mathematical Physics. Ann. of Math. Stud., 27. Princeton University Press, Princeton, NJ, 1951. 10
[26] A. Vitolo, $H^{1, p}$-eigenvalues and $L^{\infty}$-estimates in quasicylindrical domains, Commun. Pure Appl. Anal., 10 (2011), 1315-1329. 2
(F. Bozzola) Dipartimento di Scienze Matematiche, Fisiche e Informatiche

Università di Parma
Parco Area delle Scienze 53/a, Campus, 43124 Parma, Italy
E-mail address: francesco.bozzola@unipr.it
(L. Brasco) Dipartimento di Matematica e Informatica

Università degli Studi di Ferrara
Via Machiavelli 35, 44121 Ferrara, Italy
E-mail address: lorenzo.brasco@unife.it


[^0]:    Date: May 30, 2024.
    2010 Mathematics Subject Classification. 35P15, 35P30, 31C45.
    Key words and phrases. Poincaré inequality, inradius, capacity, Cheeger's constant.

[^1]:    ${ }^{1}$ For ease of simplicity, we prefer to simply call it capacitary inradius, rather than $(p, \gamma)-$ capacitary inradius or something similar.

[^2]:    ${ }^{2}$ In the notation and terminology of [21, Theorem 11.4.1] and [20, Theorem 15.4.1], this is the quantity $D_{p, l}(\Omega)$ with $l=1$, called $(p, l)$-inner diameter (see [21, Definition 10.2.2] or [20, Definition 14.2.2], by taking $Q_{d}=\mathbb{R}^{n}$, with the notation there). In the aforementioned result, the author proved that

    $$
    D_{p, 1}(\Omega) \lesssim C \lesssim D_{p, 1}(\Omega)
    $$

    where the constant $C$ in $[20,21]$ coincides with $\left(\lambda_{p}(\Omega)\right)^{-1 / p}$, in our notation.

[^3]:    ${ }^{3}$ The reader should keep in mind that in [20] the constant $\omega_{N}$ stands for the perimeter of $B_{1}(0)$, rather than for its volume. This explains the apparent difference with the formulas here given.

[^4]:    ${ }^{4}$ It is not difficult to see that there exists a sequence $\left\{W_{n}\right\}_{n \in \mathbb{N}} \subseteq \operatorname{Lip}_{0}\left(B_{R}\right)$ such that $0 \leq W_{n} \leq 1, W_{n} \equiv 1$ on $\overline{B_{r_{2}}}$ and

    $$
    \lim _{n \rightarrow \infty}\left\|\nabla W_{n}\right\|_{L^{p}\left(B_{R}\right)}=\|\nabla W\|_{L^{p}\left(B_{R}\right)}
    $$

[^5]:    ${ }^{5}$ For $p=1$, this is not needed, of course.

[^6]:    ${ }^{7}$ For $q=1$ this is not needed.

