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ABSTRACT. We consider Kolmogorov-Fokker-Planck equations with unbounded drift
terms which are only measurable in time and locally Hölder continuous in space. In
particular, we extend the parametrix method to this setting and we prove existence and
uniqueness of measure solutions to the associated Cauchy problem, as well as the equiv-
alence with the corresponding stochastic formulation.

1. INTRODUCTION

The aim of this work is to prove existence and uniqueness for measure solutions to
the linear Cauchy problem with measure data{

∂tµt = −v · ∇xµt + σ∆vµt − divv(F (t, x, v)µt) (t, x, v) ∈ (0, T ]× R2d,

µ0 = µ̄ (x, v) ∈ R2d,
(1.1)

where T, σ > 0 (possibly T = ∞) and F : [0, T ] × R2d → Rd is a suitable measurable
vector field. The assumptions on F will be presented below and indeed, achieving a
well-posedness theory under such assumptions is the main scope of the paper.

1.1. Presentation of the problem. Our analysis is focused on three fundamental as-
pects related to (1.1). First of all, we are interested in understanding under which con-
ditions problem (1.1) is well-posed. Furthermore, we aim to investigate what are the
possible minimal assumptions ensuring the uniqueness of this solution (in a sense later
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on specified). Lastly, since we are interested in solutions with finite first order moment
(hence, in W1), we focus our attention on models where the drift term F (t, z) is possi-
bly unbounded, and which satisfies a suitable growth condition alongside with a local
smoothness assumption. Eventually, the equivalence of (1.1), in the sense of Theorem
1.4 below, with a second-order system of SDEs will be the output of our analysis and the
starting point for possible applications. These applications, not contained in the present
paper, will be shortly presented at the end of this introduction and constitute the scope
of further investigation.

By duality, the problem of finding a unique solution to (1.1) is connected to the prob-
lem of proving the existence of a solution for the dual Kolmogorov equation

σ∆vg(t, z) + ∂tg(t, z) + v · ∇xg(t, z) + F (t, z) · ∇vg(t, z) = Ψ(t, z), (t, z) ∈ R1+2d, (1.2)

where z = (x, v) ∈ R2d, Ψ ∈ C∞
c (R2d) and σ > 0 is the constant appearing in (1.1). This

field of research has an interest of its own, and this problem is classically attacked by
proving the existence of a fundamental solution for the operator associated to (1.2) via
an adaptation of the Levy parametrix method, see for instance the works [11,19] focused
on proving the existence of a classical solution to the Cauchy problem associated with
(1.2). Recently, there has been a proliferation of new results extending those for the clas-
sical case to Lie solutions (see Section 3) considering diffusion matrices and drift terms
with bounded coefficients, only measurable in time and locally Hölder continuous in
space, see [7, 15]. Nevertheless, to our knowledge the case of unbounded F has never
been considered before in this context and for this reason also the technical results of
Section 3 are a novelty of this work.

Recalling that z = (x, v) ∈ R2d and comparing our analysis to the existing literature
on the dual equation (1.2), it is immediately clear that the regularity assumptions for F
are anisotropic in the sense that, for any fixed t ∈ (0, T ), the drift term F is assumed to
be α-Hölder continuous in v, and α

3
-Hölder continuous in x (see assumption (A1)). This

is due to the underlying non-Euclidean geometry associated with the operator and later
on introduced in Section 2.

In conclusion, our aim is to develop an existence and uniqueness theory for problems
of the type (1.1) with possibly unbounded drift F subject to a growth condition and
not necessarily Lipschitz regular in z (in the usual Euclidean sense). Moreover, our
analysis provides us with new insights for the study of Kolmogorov equations (1.2)
since it extends recent results for the existence of a fundamental solution to the case of
unbounded drift terms, that is still not present in the already existing literature.

1.2. Statement of main results. In this work, we are interested in studying the follow-
ing type of solutions.
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Definition 1.1. A flow of probability measures {µt}t∈[0,T ] ∈ C([0, T ];W1(R2d)), where
W1(R2d) is the 1-Wasserstein space, is a solution of{

∂tµt = −v · ∇xµt + σ∆vµt − divv(F (t, z)µt) (t, x, v) ∈ (0, T ]× R2d,

µ0 = µ̄ (x, v) ∈ R2d,
(1.3)

if and only if for all ψ ∈ C∞
c (R2d) and for all t ∈ [0, T ] it holds∫

R2d

ψ dµt −
∫
R2d

ψ dµ =

∫ t

0

∫
R2d

(v · ∇xψ + F (s, z) · ∇vψ + σ∆vψ) dµs ds. (1.4)

If T = ∞, we say that {µt}t≥0 is a global solution of (1.3), otherwise we call it a local
solution.

Remark 1.2. By a density argument, we infer that if {µt}t∈[0,T ] is a solution of (1.3), then
(1.4) holds for any ψ ∈ A(R2d) = {ψ ∈ C1

b(R2d) : ∆vψ ∈ Cb(R2d)}.

In particular, we are interested in proving the existence of a global solution for (1.3)
under minimal assumptions, and then we will tackle the uniqueness of such a solu-
tion. To prove that (1.3) admits at least a local solution, we have to make the following
minimal assumptions on the vector field F .
(A0) F : [0,+∞) × R2d → Rd is a Carathéodory map, i.e. it is measurable in the first

variable and continuous in the second one.
(A1) For any T > 0 there exists a constant C(F ) > 0 such that F (t, z) ≤ C(F )(1+ |z|βB)

for all z ∈ R2d, with β ∈ (0, 1).
(A2) For any T > 0 and any compact set K ⊂ R2d there exist two constants L > 0 and

α ∈ (β, 1] such that

|F (t, z1)− F (t, z2)| ≤ L ∥z1 − z2∥αB , ∀ z1, z2 ∈ K, ∀ t ∈ [0, T ].

Notice that Assumption (A2) makes explicit use of the Lie structure we will introduce
in Section 2.

To get the existence result, we will use the theory of stochastic differential equations
(SDEs) and for this reason we fix a probability space (Ω,Σ,P). Let us recall the following
definition.

Definition 1.3. Consider the SDE
dX(t) = V (t) dt t ∈ [0, T ]

dV (t) = F (t,X(t), V (t)) dt+
√
2σ dB(t) t ∈ [0, T ]

X(0) = X0, V (0) = V0

(1.5)

whereB is a d-dimensional Brownian motion on (Ω,Σ,P), F satisfies Assumptions (A0),
(A1) and (A2), σ > 0, (X0, V0) ∈ M(Ω;R2d) and T > 0 (possibly T = ∞). We say that
(1.5) admits a strong solution if there exists a stochastic process (X, V ) such that:

(i)
∫ t

0
V (s) ds and

∫ t

0
F (s,X(s), V (s)) ds are well-defined for any t ∈ [0, T ];
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(ii) For any t ∈ [0, T ] we have

V (t) = V0 +

∫ t

0

F (s,X(s), V (s)) ds+
√
2σB(t), X(t) = X0 +

∫ t

0

V (s) ds.

The process Z = (X, V ) is the strong solution of (1.5). We say that uniqueness in law
holds for the SDE (1.5) if for any two solutions Z1, Z2 one has Law(Z1(t)) = Law(Z2(t))
for any t ∈ [0, T ]. Furthermore, we say that pathwise uniqueness holds if Z1 = Z2 almost
surely (a.s.).

On the other hand, uniqueness of the solution of (1.4) is shown by means of a du-
ality approach based on the results of Section 3. The following global existence and
uniqueness theorem holds true.

Theorem 1.4. Under Assumptions (A0),(A1) and (A2), for any µ0 ∈ W1(R2d) and T > 0, the
equation {

∂tµt = −v · ∇xµt + σ∆vµt − divv(F (t, z)µt) (t, x, v) ∈ R+
0 × R2d,

µ0 = µ̄ (x, v) ∈ R2d,
(1.6)

admits exactly one global solution µ := {µt}t∈R+
0

∈ C(R+
0 ;W1(R2d)), which can be charac-

terized as follows. Let B be a d-dimensional Brownian motion and (X0, V0) ∈ M(Ω;R2d)
be independent of B and such that Law(X0, V0) = µ0, then there exists a stochastic process
(X, V ) ∈ L1(Ω;C([0, T ];R2d)) for all T > 0 such that µ = Law(X, V ) and (X, V ) is the
pathwise unique strong solution to

dX(t) = V (t) dt t ∈ R+
0

dV (t) = F (t,X(t), V (t)) dt+
√
2σ dB(t) t ∈ R+

0

X(0) = X0, V (0) = V0.

(1.7)

Remark 1.5. In particular, we can say that for any T > 0 the unique solution of (1.6) is
the flow of probability measures obtained by applying the evaluation map on a measure
µ ∈ W1(C([0, T ];R2d)).

It is also worth noticing that if σ = 0, then Assumptions (A0), (A1) and (A2) do not
guarantee the uniqueness of the solution for the system of Ordinary Differential Equa-
tions (1.7). From this point of view, Theorem 1.4 can be seen as a regularization by noise
result, in a degenerate noise setting (see [12] and references therein).

1.3. Further directions. The well-posedness results descibed above are in the present
paper recovered for the case of a linear Kolmogorov equation. Indeed, they constitute
in our opinion the starting point of a broader investigation, concerning particle systems
of the second order whose prototypical agent is driven by a McKean-Vlasov SDE, or by
a Vlasov-Fokker-Plank PDE. In this case the drift field depends on the solution µ itself
in a nonlocal way, a typical example being the choice

F (t, µ, z) = H(t, z) ∗ µt . (1.8)
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A future objective is extending the results obtained here to such a case, which is relevant
from the point of view of the applications to mean-field control problems for multi-
agent systems. The (simpler) case of first order systems has been addressed, also with
well-posedness results for a class of optimal control problems, in a number of recent
papers (we may refer for instance to [5, 17], where also applications are presented.)

Even if in literature boundedness and global Lipschitz continuity for the kernel H
in (1.8) are often assumed, also in the nonlinear case we strive to obtain results under
weaker assumptions (growth conditions at infinity in place of global boundedness, local
Hölder continuity etc.), exactly in the spirit of the present paper. Moreover, we remark,
as it can also be inferred by related first-order cases as in [1,5], that the equivalence with
a stochastic formulation is particularly useful for uniqueness issues, fixed point argu-
ments, and stability estimates on the solutions which allow one to prove well-posedness
of the related optimal control problems. This research program will be carried out in
some forthcoming papers.

1.4. Plan of the work. In Section 2 we introduce the necessary notation and some pre-
liminary results useful for our work. Section 3 is devoted to the proof of existence results
for the dual Kolmogorov equation (1.2), through an extension of the parametrix method
for the unbouded drift case. The proof of our main results is exploited in Section 4. Fi-
nally, Appendix A contains useful results regarding group convolutions in the kinetic
setting.

2. USEFUL NOTATION AND PRELIMINARY RESULTS

We denote by M(Ω;B) the space of B-valued random variables (i.e. Borel-measurable
functions X : Ω → B). The law of a random variable X ∈ M(Ω;B) is defined as
Law(X) = X♯P, where ♯ denotes the pushforward, i.e. for any A ∈ B(B)

Law(X)(A) = P(X−1(A)).

We denote by Lp(Ω;B) the subspace of M(Ω;B) of random variables X such that

E[(dB(X, x0))
p] <∞, ∀x0 ∈ B,

where E is the expected value. In this setting, we can define a coupling of two proba-
bility measures µ, ν ∈ P(B) as any random variable (X, Y ) ∈ M(Ω;B × B) such that
Law(X) = µ and Law(Y ) = ν (see [21, Definition 1.1]).

For any T > 0, we denote byC([0, T ];B) the space of continuous functions f : [0, T ] →
B equipped with the uniform distance, i.e.

d∞(f, g) = sup
t∈[0,T ]

dB(f(t), g(t)).

Clearly, C([0, T ];B) is a complete separable metric space.
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2.1. Flows of probability measures. For reader’s convenience, in the following we will
use the notation µ ∈ C([0, T ];Wp(B)) to also denote continuous flows of probability
measures, with µ = {µt}t∈[0,T ]. We write µ ∈ Wp(C([0, T ];B)) to state that there exists
a Borel probability measure (that we still denote µ) on C([0, T ];B) such that µt = evt♯µ.
With this identification, we can say that Wp(C([0, T ];B)) ⊂ C([0, T ];Wp(B)). Further-
more, for any T1 > T2 and any µ = {µt}t∈[0,T1] ∈ C([0, T1];Wp(B)) we still denote
µ = {µt}t∈[0,T2] (i.e. truncating the flow at T2), so that through this choice we have
C([0, T1];Wp(B)) ⊂ C([0, T2];Wp(B)).

We will denote by C([0, T ];P(B)) the space of narrowly continuous flows of proba-
bility measures, i.e. such that for any t0 ∈ [0, T ] and any f ∈ Cb(B) it holds

lim
t→t0

∫
B

f(x)dµt(x) =

∫
B

f(x)dµt0(x),

see [2, Section 5.1].

2.2. Random operators. Let B be a Banach space. A function T : Ω × B → B is said
to be a random operator if, for any x ∈ B, T (·, x) ∈ M(Ω;B). We say that a random
operator is continuous if, for any ω ∈ Ω, T (ω, ·) : B → B is continuous. A random
operator is compact if, for any ω ∈ Ω, T (ω, ·) : B → B is a compact operator. A random
fixed point of random operator T is a random variable X ∈ M(Ω;B) such that for any
ω ∈ Ω we have T (ω,X(ω)) = X(ω), in shorthand notation T X = X . We recall here the
Bharucha-Reid fixed point theorem (see [13, Corollary 2.2]), which is a random version
of Schauder’s fixed point theorem.

Theorem 2.1. Let X be a closed convex subset of B and T : Ω×X → X a continuous compact
random operator. Then there exists at least one random fixed point.

2.3. Hölder spaces. In the following, we denote the elements of R2d either by z ∈ R2d

or by (x, v) ∈ Rd × Rd. As pointed out for the first time in [14], the correct geomet-
rical framework for the analysis of our problem is a Lie group. For this reason, we
endow R1+2d with the group law

(t, z) 7→ (t0, z0) ◦ (t, z) = (t0 + t, x0 + x+ tv0, v0 + v), (2.1)

for every (t0, z0) = (t0, x0, v0), (t, z) = (t, x, v) ∈ R1+2d. Then K := (R1+2d, ◦) is a Lie
group with identity element e := (0, 0, 0) and inverse defined by

(t, z)−1 := (−t,−x+ tv,−v), ∀ (t, z) = (t, x, v) ∈ R1+2d.

Additionally, we introduce a suitable dilation group {Φr}r>0 defined as

Φr : R1+2d 7→ R1+2d, Φr(t, z) := (r2t, r3x, rv), ∀r > 0, (2.2)

which respects the intrinsic scaling of problem (1.6). Hence, from now on we shall
consider the homogeneous norm in R1+2d associated to the group of dilations Φr defined
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in (2.2) and given by

∥ · ∥K : R1+2d → [0,∞), ∥(t, z)∥K := |t|
1
2 + ∥z∥B := |t|

1
2 +

d∑
i=1

|xi|
1
3 +

d∑
i=1

|vi|. (2.3)

Starting from the traslation (2.1) and dilation (2.2) group, we are allowed to introduce
a left-invariant 1-homogeneous quasi-distance on R2d+1 defined as

dK(t, z; τ, ζ) = ∥(τ, ζ)−1 ◦ (t, z)∥K.

The quasi-distance d is globally equivalent to the control distance of the group and,
being a quasi-distance, there exists a structural constant k > 0 such that

dK(t, z; τ, ζ) ≤ k (dK(t, z; s, y) + dK(s, y; τ, ζ)) ∀(τ, ζ), (t, z), (s, y) ∈ R1+2d;

dK(t, z; τ, ζ) ≤ k dK(τ, ζ; t, z) ∀(τ, ζ) ∈ R1+2d.

Furthermore, we are allowed to introduce the associated dK-balls defined as

Br(t0, z0) := {(t, z) ∈ R1+2d : dK(t0, z0; t, z) < r},

and, thanks to Remark 1.1 of [7], we observe

|Br(τ, ζ)| = |Br(0)| = ωr2+4d,

where ω := |B1(0)| > 0 and 2 + 4d is the homogeneous dimension of R1+2d.
Finally, we recall the definition of anisotropic Hölder spaces Cα

B(R2d;Rm), where
m ∈ N and α ∈ (0, 3], as given in [15, Definition 1.1].

Definition 2.2. Let α ∈ (0, 1]. We define

Cα
B(R2d;Rm) :=

{
ψp,M ∈ Cb(R2d;Rm) : sup

z∈R2d

|ψ(z)|+ sup
z1,z2∈R2d

|ψ(z2)− ψ(z1)|
∥z2 − z1∥αB

<∞

}
.

For α ∈ (1, 2], we define Cα
B(R2d;Rm) as the space of functions ψ : R2d → Rm such that:

(i) ψ ∈ Cb(R2d;Rm);
(ii) ψ is differentiable in v1, . . . , vd with ∇vψ ∈ Cα−1

B (R2d;Rm×d);
(iii) It holds

sup
x,h,v∈R2d

h̸=0

|ψ(x+ h, v)− ψ(x, v)|
|h|α3

<∞.

We use the same definition for α ∈ (2, 3]: in such a case, this implies that the Hessian
tensor ∇2

vψ is well-defined and belongs to Cα−2
B (R2d;Rm×d×d). If m = 1, we directly use

the notation Cα
B(R2d).

For further information on Lie groups associated to kinetic equations we refer the
reader to the [3, 7, 8], and the references therein.



8 F. ANCESCHI, G. ASCIONE, D. CASTORINA, AND F. SOLOMBRINO

2.4. Lie differentiability. It is known (see for instance [15]) that we cannot expect the
solutions of (1.6) to be regular separately in the t and x variables. In order to handle
this regularity issue, we need to exploit the Lie structure introduced in the previous
subsection. In the following, we denote by Od and Id respectively the d × d null and
identity matrices. We then introduce the 2d× 2d constant matrix B and the exponential
of the group

B =

(
Od Id
Od Od

)
, eτB = I2d + τB =

(
Id τId
Od Id

)
, ∀τ > 0. (2.4)

Remark 2.3. We adopt the ordering (x, v) in place of (v, x) used in [15]. For this reason,
B is assumed to be upper triangular instead of lower triangular.

For f ∈ C([0, T )× R2d) we define the Lie derivative in (t, z) ∈ [0, T )× R2d as

Y f(t, z) := lim
s→t

f(s, e(s−t)Bz)− f(t, z)

s− t
, (2.5)

provided that the limit exists. In such a case, we say that f is Lie differentiable in (t, z).

Remark 2.4. It is readily seen that Y f = (v · ∇x + ∂t)f when f ∈ C1((0, T ) × R2d):
indeed, we just have to observe that s 7→ (s, e(s−t)Bz) is the integral curve of the drift
term v · ∇x + ∂t.

Thanks to the previous remark, we can also introduce a notion of Lie differentiability
which is analogous to absolute continuity in the Euclidean setting, as introduced in [15].

Definition 2.5. Let I ⊆ [0,+∞) be an interval. We denote by ACY (I;Cb(R2d)) the space
of continuous functions f : I × R2d → R such that f(t, ·) ∈ Cb(R2d) for any t ∈ I and
there exists a function Y f ∈ L1

loc(I;Cb(R2d)) with the property that for any s, t ∈ I

f(s, e(s−t)Bz) = f(t, z) +

∫ s

t

Y f(τ, e(τ−t)Bz)dτ,

where we recall the definition of Bochner-Lebesgue space L1
loc(I;Cb(R2d)) as the space

of all measurable functions g : I → Cb(R2d) such that for any compact K ⊂ I it holds∫
K

∥g(t)∥L∞(R2d) dt <∞.

In such a case, Y f is the a.e. Lie derivative of f . Clearly, if I = [0, T ], then Y f ∈
L1(I;Cb(R2d)).

Remark 2.6. Notice that we still use the notation Y f in the previous definition. Indeed,
if f ∈ ACY (I;Cb(R2d)), then the limit in (2.5) exists for a.e. (t, z) ∈ I × R2d and coin-
cides with the a.e. Lie derivative Y f . In the usual Euclidean case, this is similar to the
request that f is absolutely continuous. However, due to the fact that we are implicitly
considering f : I → Cb(R2d) and the Banach space Cb(R2d) does not satisfy the Radon-
Nykodim property (see [4, Definition 1.2.5 and Example 1.2.8.a]), we would be asking
for a stronger property that implies absolute continuity of Cb(R2d)-valued functions in
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the Euclidean setting (see [4, Propositions 1.2.2 and 1.2.3]). From this point of view, the
space ACY (I;Cb(R2d)) does not characterize absolute continuous functions with respect to
the Lie derivative Y , but actually, according to [4, Proposition 1.2.3], Cb(R2d)-valued abso-
lute continuous functions (on the integral curve of Y ) that are a.e. Lie differentiable.

We may also consider Hölder spaces with respect to the integral curves of Y , as done
in [15, Definition 1.2].

Definition 2.7. Let α ∈ (0, 1] and T > 0. We denote by Cα
Y ((0, T ) × R2d) the space of

functions f : (0, T )× R2d → R such that

∥f∥Cα
Y ((0,T )×R2d) := sup

t,s∈(0,T ), z∈R2d

t̸=s

|f(s, e(s−t)Bz)− f(t, z)|
|t− s|α

<∞.

Combining the Hölder regularity with respect to Y with the anisotropic Hölder spaces
previously introduced in this section, we provide the following definition of intrinsic
Hölder spaces, as done in [15, Definition 1.3].

Definition 2.8. Let α ∈ (0, 3] and T > 0. We define the intrinsic Hölder spaceCα
B,Y ((0, T )×

R2d) as follows

(i) If α ∈ (0, 1], then

Cα
B,Y ((0, T )× R2d) = L∞((0, T );Cα

B(R2d)) ∩ Cα/2
Y ((0, T )× R2d),

where we recall the definition of the Bochner-Lebesgue spaceL∞((0, T );Cα
B(R2d))

as the space of measurable functions f : (0, T ) → Cα
B(R2d) such that

∥f∥L∞((0,T );Cα
B(R2d)) := ess sup

t∈(0,T )

∥f(t)∥Cα
B(R2d) <∞.

Furthermore, we define

∥f∥Cα
B,Y ((0,T )×R2d) := ∥f∥L∞((0,T );Cα

B(R2d)) + ∥f∥
C

α/2
Y ((0,T )×R2d)

.

(ii) If α ∈ (1, 2], then f ∈ Cα
B,Y ((0, T ) × R2d) if and only if f ∈ L∞((0, T );Cα

B(R2d)) ∩
C

α/2
Y ((0, T )×R2d) and ∇vf ∈ Cα−1

B,Y ((0, T )×R2d), where ∇vf is well-defined since
f(t, ·) ∈ Cα

B(R2d) for a.a. t ∈ (0, T ). Furthermore, we define

∥f∥Cα
B,Y ((0,T )×R2d) := ∥f∥L∞((0,T );Cα

B(R2d)) + ∥∇vf∥Cα−1
B,Y ((0,T )×R2d) + ∥f∥

C
α/2
Y ((0,T )×R2d)

.

(iii) If α ∈ (2, 3], then f ∈ Cα
B,Y ((0, T ) × R2d) if and only if f ∈ L∞((0, T );Cα

B(R2d)),
∇vf ∈ Cα−1

B,Y ((0, T ) × R2d) and Y f ∈ L∞((0, T );Cα−2
B (R2d)). Furthermore, we

define

∥f∥Cα
B,Y ((0,T )×R2d) := ∥f∥L∞((0,T );Cα

B(R2d)) + ∥∇vf∥Cα−1
B,Y ((0,T )×R2d) + ∥Y f∥L∞((0,T );Cα−2

B (R2d)) .
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3. EXISTENCE RESULTS FOR THE DUAL KOLMOGOROV EQUATION

In this section we prove some auxiliary results regarding existence and uniqueness of
strong Lie solutions to a generalized version of the adjoint problem associated to (1.6),
that is {

Lu(t, z) = Ψ(t, z) (t, z) ∈ [0, T )× R2d

u(T, z) = g(z) z ∈ R2d
(3.1)

where T > 0, Ψ : [0, T ) × R2d → R and g : R2d → R are suitable measurable functions.
In particular, the adjoint Kolmogorov operator L is defined as

L = µ∆v + Y + F (t, z) · ∇v, (t, z) ∈ R1+2d,

where we recall that the Lie derivative Y is defined in (2.5), z = (x, v) ∈ R2d and µ > 0.
For simplicity, let us introduce the notation

AΨu(t, z) = µ∆v + F (t, z) · ∇vu(t, z)−Ψ(t, z), (t, z) ∈ R1+2d,

so that the equation can be rewritten as Y u = −AΨu.

Definition 3.1. A continuous function u : [0, T ] × R2d → R is said to be a strong Lie
solution of (3.1) if and only if

(i) ∂viu, ∂
2
vi vj

u ∈ L1
loc([0, T );Cb(R2d)) for i, j = 1, . . . , d;

(ii) for any (t, z) ∈ R2d we have

u(t, z) = g(z) +

∫ T

t

AΨu(τ, e
(τ−t)Bz)dτ.

Remark 3.2. Such definition is equivalent to the one given in [15, Definition 1.5] once
the final condition u(T, ·) ≡ 0 is prescribed. Furthermore, if u is a strong Lie solu-
tion of (3.1), then Y u is defined a.e. and we have Y u ∈ L1

loc([0, T );Cb(R2d)), i.e. u ∈
ACY ([0, T );Cb(R2d)), see Remark 2.6. Finally, observe that u satisfies (3.1) pointwise for
a.e. (t, z) ∈ (0, T )×R2d and then it is a classical pointwise solution if AΨu is continuous.

As already stated in the introduction of this work, the problem of proving the exis-
tence and uniqueness of a solution to (3.1) originated from [19] and its study under mild
assumptions for F has been of great interest for the community in recent years, see for
instance the recent works [7, 15]. Still, to the best of our knowledge, there is no avail-
able result considering assumptions (A0), (A1) and (A2) for the drift F , even in the case
of constant coefficients for the matrix A. In order to reach our goal, we implement an
extension of the parametrix method given in [15] adapting an idea already considered
in [10] for parabolic equations to the hypoelliptic setting. For this purpose, we define
the principal part operator K of L as

Kλ = λ∆v + Y, (t, z) ∈ R1+2d.

This is a constant coefficients operator, sharing the same transport term of the op-
erator L and with no lower order terms. Furthermore, it is homogeneous with re-
spect to the group dilations Φr, i.e. if f is a solution of Kλf ≡ 0, then the function
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fr(t, z) = f(r2t, r3x, rv) satisfies the same equation on a rescaled domain. Analogously,
f(t0,z0)(t, z) = f((t0, z0) ◦ (t, z)) still satisfies Kλf(t0,z0) = 0. Additionally, if we define
Vi,λ :=

√
λ∂vi , we can rewrite

Kλ :=
d∑

i=1

V 2
i,λ + Y.

In particular Kλ satisfies the Hörmander condition, i.e. the Lie algebra generated by
Vi,λ, [Vi,λ, Y ] for i = 1, . . . , d, denoted by Lie{Vi,λ, [Vi,λ, Y ], i = 1, . . . , d}, is of full rank
1 + 2d, where the definition of Lie brackets is [X, Y ] = XY − Y X .

Now, we are in a position to recall the definition of fundamental solution of the oper-
ator L according to [15, Definition 1.6].

Definition 3.3. A fundamental solution of L on [0, T ]× R2d is a function p = p(s, z; t, y)
defined for 0 ≤ s < t ≤ T and z, y ∈ R2d such that:

(1) p(·, ·; t, y) is a solution of the equation AΨu+ Y u = 0 on (0, T )× R2d in the sense
of Definition 3.1;

(2) for every g ∈ Cb(R2d) we have

lim
(s,z)→(t,y)

s<t

∫
R2d

p(s, z; t, η)g(η) dη = g(y),

i.e. the family of measures {p(s, z; t, η)dη}(s,z)∈[0,t)×R2d converges narrowly to δy
as (s, z) → (t, y).

Analogously, for s < t and z, y ∈ R2d one defines the fundamental solution of Kλ, that
from now on will be denoted as P λ(s, z; t, y). More specifically, given Kλ is a constant
coefficient operator, we are able to explicitly write the expression of its fundamental
solution P λ. Indeed, if we define the covariant matrix associated to B, see (2.4), as

Cλ(t) = λ

∫ t

0

eτB
(
Od Od

Od Id

)
eτB

∗
dτ = λ


t3

3
Id

t2

2
Id

t2

2
Id tId

 ,

then one can explicitly compute its determinant and its inverse as

det(Cλ(t)) =
λdt4d

(12)d
, C−1

λ (t) =
1

λd


12

t3
Id − 6

t2
Id

− 6

t2
Id

4

t
Id

 ,

so that the fundamental solution P λ can be expressed as

P λ(s, z; t, y) =
exp

(
−1

2
(y − e(t−s)Bz)tC−1

λ (t− s)(y − e(t−s)Bz)
)√

(2π)2ddet(Cλ(t− s))
, (3.2)
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where with t we denote the transpose of a matrix (or vector). In particular, for any fixed
s, t ∈ [0, T ] with s < t and z ∈ R2d, we have∫

R2d

P λ(s, z; t, y) dy = 1.

Furthermore, it is not difficult to check that∫
R2d

P λ(s, z; t, y) dz = 1. (3.3)

Indeed, if we write the integral explicitly and we use the change of variables
ζ = −e(t−s)Bz (whose absolute value of the Jacobian determinant is 1), we have∫

R2d

P λ(s, z; t, y) dz =

∫
R2d

exp
(
−1

2
(y + ζ)tC−1

λ (t− s)(y + ζ)
)√

(2π)2ddet(Cλ(t− s))
dζ

=

∫
R2d

P λ(s,−e−(t−s)By; t, ζ)dζ = 1.

We also recall the following estimates on P µ, that are given in [15, Proposition A1].

Proposition 3.4. For all δ, λ, T > 0 there exists a constant C > 0 such that for any 0 ≤ s <
t ≤ T it holds: ∣∣∂viP λ(s, z; t, y)

∣∣ ≤ C√
t− s

P λ+δ(s, z; t, y). (3.4)

In [15, Theorem 1.1] the authors proved the existence of a fundamental solution for L
under boundedness assumptions for F , together with some Gaussian bounds in terms
of P λ for suitable λ > 0. Here, our first aim is to extend this result to our set of as-
sumptions (A0), (A1) and (A2), i.e. with a locally α-Hölder continuous F having a global
growth of order β < α, specifically getting rid of the boundedness assumption imposed
by [15, Assumption 1.3]. Given our results are a refinement of the ones proposed in [15]
obtained via a methodology similar to the one of [10], here we will only report the core
computations required to achieve our results, while everything else will be left to the
reader under the guidance of [15] and [10].

Theorem 3.5. Under Assumptions (A0), (A1) and (A2), the operator L has a fundamental
solution p(s, z; t, y), defined for s, t ∈ [0,+∞) with s < t and z, y ∈ R2d in the sense of
Definition 3.3. Moreover, for any ε, T > 0 there exists a constant C > 0 depending only on
T, σ, d, ε and the constants L, α defined in Assumption (A2), such that

p(s, z; t, y) ≤ C P σ+ε(s, z; t, y) (3.5)

|∂vip(s, z; t, y)| ≤
C√
t− s

P σ+ε(s, z; t, y)

|∂2vivjp(t, z; T , y)| ≤
C

t− s
P σ+ε(s, z; t, y)
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for any t, s ∈ (0, T ) with s < t, y, z ∈ R2d and i, j = 1, . . . , d. Furthermore, for any T > 0

there exist two constants λ, c > 0 depending only on T, σ, d, ε and the constants L(T ), α(T )
defined in Assumption (A2), such that

cP λ(s, z; t, y) ≤ p(s, z; t, y) (3.6)

for any s, t ∈ (0, T ) with s < t and y, z ∈ R2d. Finally, for any t, s ∈ [0,+∞) with t > s and
z ∈ R2d, it holds ∫

R2d

p(s, z; t, y)dy = 1. (3.7)

Remark 3.6. The integral identity (3.7) is shown in [15, Corollary 4.1]. Furthermore,
the previous theorem has been proven in [15] for a fixed time horizon T > 0, but it
clearly holds under (A0), (A1) and (A2) by considering any time horizon T > 0 and
then observing that for [0, T ] × R2d we are under the hypotheses of [15, Theorem 1.1].
Hence, we know that for ay T > 0 there exists a fundamental solution pT (s, z; t, y) for
s, t ∈ (0, T ) with s < t ad y, z ∈ R2d. The fact that in [15, Theorem 1.1] the fundamental
solution pT is constructed by means of the parametrix method guarantees that if we fix
T0, T1 > 0 then it holds pT0(s, z; t, y) = pT1(s, z; t, y) for any s, t ∈ (0,min{T0, T1}) with
s < t and y, z ∈ R2d. Hence, the fundamental solution p considered in Theorem 3.5 is
defined as p(s, z; t, y) := pT (s, z; t, y) for any T > 0, t, s ∈ (0, T ) with s < t and y, z ∈ R2d.

Remark 3.7. Clearly, the result holds true also when considering a more general diffu-
sion governed by a symmetric matrix (ai,j)i,j=1,...,d with a structural uniformly elliptic-
ity requirement and such that ai,j ∈ L∞([0, T ];Cb(R2d)) ∩ L∞([0, T ];Cα

B(R2d)) for every
i, j = 1, . . . , d, with also Ψ ∈ L∞([0, T ];Cb(R2d)) ∩ L∞([0, T ];Cα

B(R2d)). Indeed, the proof
would follow as in [15] with the adaptation presented here for the lower order coeffi-
cient F extended also to the treatment of Ψ. Still, for the sake of readability, we focus
here only on the case of our interest.

3.1. Proof of Theorem 3.5. The proof of this result is a variation of both [15, Theo-
rem 1.1] and [10, Theorem 2.1] and it is based on the Levy parametrix method, which
presents many technicalities. For this reason, we will only present the proof of this re-
sult with unbounded coefficients for our specific case, but bear in mind it is possible to
extend it to general Kolmogorov operators with unbounded coefficients.

Following the notation of [15], we set our kernel P σ(s, z; t, y) as the parametrix, whose
explicit expression is the one introduced in (3.2). Once the parametrix function is intro-
duced, the Levy parametrix method prescribes that a fundamental solution to L is of
the form

p(s, z; t, y) = Pσ(s, z; t, y) +

t∫
s

∫
R2d

Pσ(s, z; τ, η)φ(τ, η; t, y)dηdτ, (3.8)
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where φ is an unknown function. Now, if we assume p is indeed the fundamental solu-
tion to L, then we obtain

0 = Lp(s, z; t, y) = LPσ(s, z; t, y) + L
t∫

s

∫
R2d

Pσ(s, z; τ, η)φ(τ, η; t, y)dηdτ.

Now we rewrite L = Kσ + F (s, z) · ∇v + Y and we recall that (Kσ + Y )Pσ = 0. Hence φ
is the solution of the Volterra equation

φ(s, z; t, y) = F (s, z) · ∇vP
σ(s, z; t, y) +

t∫
s

∫
R2d

F (s, z) · ∇vP
σ(s, z; τ, η)φ(τ, η; t, y)dηdτ,

which can be determined through an iterative procedure that leads to the following
Neumann series representation

φ(s, z; t, y) =
∑
k≥1

φk(s, z; t, y), (3.9)

where

φ1(s, z; t, y) = F (s, z) · ∇vP
σ(s, z; t, y),

φk(s, z; t, y) =

t∫
s

∫
R2d

F (s, z) · ∇vP
σ(s, z; t, y)φk(τ, η; t, y)dηdτ, k ∈ N.

(3.10)

Now, for the sake of brevity, we assume Ψ ≡ 0 bearing in mind that nothing in the proof
would change if this was not the case, and we would have to proceed exactly as in [15]
to estimate the terms related to it. In order to complete the proof of our result, we have
to show that:

(1) the series (3.9) is uniformly convergent on compact subsets of DT := {(s, z; t, y) :
0 < s < t < T} (see forthcoming Subsection 3.1.1); moreover, upper bounds and
Hölder estimates for φ hold, see following Subsection 3.1.2;

(2) p defined in (3.8) is indeed a fundamental solution of L and satisfies Gaussian
estimates (3.5), see Subsection 3.1.3.

3.1.1. (1) Proof of the convergence of the Neumann series. In order to complete the proof of
the uniform convergence of the series (3.9), one has to proceed as in [15, Proposition 2.1]
with some major changes directly linked to the lack of boundedness for F , that we will
explicitly exploit here. In particular, we will not address at all how to deal with the term
involving Ψ, since it directly follows as in [15, Proposition 2.1] (compare with the term
a in their notation), but we will explicitly treat F .
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For a fixed ε ∈ (0, 1) and δ > 0 for each i = 1, . . . , d it holds

|Fi(s, z)∂viP
σ(s, z; t, y)| ≤

CT (F )C
(
1 + ∥z∥βB

)
P

σ+δ
d√1−ε (s, z; t, y)

|t− s| 12
√
1− ε

(3.11)

× exp

(
−
(
−1

2
(y − e(t−s)Bz)tC−1

σ+δ
d√ε

(t− s)(y − e(t−s)Bz)

))
where C is the constant appearing in (3.4) and β is the parameter of assumption (A1).

We now prove a preliminary Lemma concerning the product of the first two function
on the right hand side, which can be seen as an extension of [11, Lemma 3.5].

Lemma 3.8. For any z ∈ R2d, σ > 0 and 0 ≤ s < t,

∥z∥βB exp

(
−1

2
(y − e(t−s)Bz)tC−1

σ (t− s)(y − e(t−s)Bz)

)
≤ Hσ,β(y; t− s) (3.12)

where, for y = (ξ, ν) ∈ R2d and t > 0,

Hσ,β(y; t) = Cβ

(
|ν|+ (|ξ|+ t|ν|)

1
3 +

(
(βσd + β

1
3σ

d
3 )t
) 1

2

)β

and Cβ > 0 is a suitable constant depending only on β.

Proof. First, notice that

C−1
σ (t− s) =

1

σd
C−1
1 (t− s)

and

1

2
(y − e(t−s)Bz)tC−1

1 (t− s)(y − e(t−s)Bz)

=
6

(t− s)3

(
(ξ − x) +

t− s

2
(ν + v)

)2

+
1

2(t− s)
(v − ν)2. (3.13)

Hence

∥z∥βB exp

(
−1

2
(y − e(t−s)Bz)tC−1

σ (t− s)(y − e(t−s)Bz)

)
(3.14)

≤ (|x|
β
3 + |v|β) exp

(
− 6

σd(t− s)3
((ξ − x) +

t− s

2
(ν + v))2

)
× exp

(
− 1

2σd(t− s)
(v − ν)2

)
,
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where we recall z = (x, v), y = (ξ, ν) ∈ R2d and by | · | we denote the classic Euclidean
norm in Rd. Let us begin with the second term. We have

|v|β exp
(
− 6

σd(t− s)3
((ξ − x) +

t− s

2
(ν + v))2

)
exp

(
− 1

2σd(t− s)
(v − ν)2

)
≤ |v|β exp

(
− 1

2σd
1(t− s)

(v − ν)2
)

≤
(
|ν|+

(
βσd(t− s)

) 1
2

)β
, (3.15)

where in the first step we considered that the exponential is bounded from above by
1, and in the second step we maximized the function as in the parabolic setting , see
[10, Equation (3.12)]. As for the first term, introducing a couple of auxiliary variables
defined as

wz = x− t− s

2
v, wy = ξ +

t− s

2
ν,

we rewrite it as∣∣∣wz + v
t− s

2

∣∣∣β3 exp(− 6

σd(t− s)3
(wz − wy)

2

)
exp

(
− 1

2σd(t− s)
(v − ν)2

)
≤ Cβ

(
|ξ|+ (t− s)|ν|+

(
βσd(t− s)3

) 1
2

)β
3

(3.16)

where we estimated each piece analogously as before and in the last but one line we
substituted again the definition of wz. Eventually, combining (3.14), (3.15), (3.16) we get
(3.12). □

Then (3.11) becomes

|Fi(s, z)∂viP
σ(s, z; t, y)| ≤ CT (F )C√

1− ε
(1 +Hσ+δ

d√ε
,β(y; t− s))

P
σ+δ
d√1−ε (s, z; t, y)

|t− s| 12
.

Hence, for any ε ∈ (0, 1), we obtain the following estimate for the first term of (3.9):

|φ1(s, z; t, y)| ≤
dCT (F )C√

1− ε
(1 +Hσ+δ

d√ε
,β(y;T ))

P
σ+δ
d√1−ε (s, z; t, y)

|t− s| 12
, (3.17)

where we recall that C is independent of the choice of ε. Now, the idea is to proceed by
induction and to estimate each term of (3.9) as previously done for φ1. More precisely,
we prove the following estimate.
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Lemma 3.9. Let (εj)j≥1 be a nonincreasing nonnegative sequence such that S :=
∑+∞

j=1 εj < 1.
Then for any n ≥ 1 and (s, z; t, y) ∈ DT it holds

|φn(s, z; t, y)| (3.18)

≤ Kn−1π
n
2 (t− s)

n−2
2

Γ(n/2)

dnCn
T (F )C

n

(1− S)
n
2

P

σ+δ

d
√

1−
∑n

j=1
εj (s, z; t, y)

n∏
j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

)
,

where Cβ is the constant given by Lemma 3.8 and

K =

√
1 +

ε1
1− S

(
1 + Jβ

(
T ;
σ + δ

d
√
ε1

)
+ Cβ(1 + T β/3)

)
,

with Jβ (T ;σ) = Cβ

(
T

β
3 +

(
(βσd + β

1
3σ

d
3 )T
)β

2

)
. (3.19)

Proof. We proceed by induction. First, we observe that by applying (3.17) with ε = ε1 <
S, we easily get (3.18) for n = 1.

In order to show the induction step, let us assume that (3.18) holds for some integer
n and let us prove it holds for n + 1. Recalling the definition of φn(s, z; t, y) as in (3.10)
we have

|φn+1(s, z; t, y)|

≤
t∫

s

∫
R2d

|F (s, z) · ∇vP (s, z; τ, η)| |φn(τ, η; t, y)|dηdτ

≤ Kn−1 π
n
2

Γ(n/2)

dn+1Cn+1
T (F )Cn+1

(1− S)
n+1
2

n∏
j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

)
 t∫

s

(t− τ)
n−2
2

|τ − s| 12

∫
R2d

P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; τ, η)P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y)dηdτ

+

t∫
s

(t− τ)
n−2
2

|τ − s| 12

∫
R2d

H σ+δ

d
√∑n+1

j=1
εj

(η)P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; τ, η)P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y)dηdτ

 .

Now, we observe that for every y ∈ R2d and t > 0, it holds

Hσ,β(y; t) ≤ Cβ

(
(1 + t

β
3 ) ∥y∥βB + t

β
3 +

(
(βσd + β

1
3σ

d
3 )t
)β

2

)
. (3.20)
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Hence, defining Jβ as in (3.19) and noticing it is an increasing function of σ, we get

|φn+1(s, z; t, y)| ≤ Kn−1 π
n
2

Γ(n/2)

dn+1Cn+1
T (F )Cn+1

(1− S)
n+1
2

(
n∏

j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

))
((

1 + Jβ

(
T,
σ + δ

d
√
ε1

))
I1 + Cβ

(
1 + T β/3

)
I2

)
. (3.21)

To handle the first integral I1 , recall that

P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y)

P

σ+δ

d
√

1−
∑n+1

j=1
εj (τ, η; t, y)

=

√
1−

∑n
j=1 εj

1−
∑n+1

j=1 εj

exp

(
−1

2
(y − e(t−s)Bz)tC−1

σ+δ
d√εn+1

(t− s)(y − e(t−s)Bz)

)
. (3.22)

By (3.13), we know that

P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y) ≤

√
1−

∑n
j=1 εj

1−
∑n+1

j=1 εj
P

σ+δ

d
√

1−
∑n+1

j=1
εj (τ, η; t, y).

and then

I1 :=

t∫
s

(t− τ)
n−2
2

|τ − s| 12

∫
R2d

P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; τ, η)P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y)dηdτ

≤

√
1−

∑n
j=1 εj

1−
∑n+1

j=1 εj
P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; t, y)

t∫
s

(t− τ)
n−2
2

|τ − s| 12
dτ

≤
√
π

√
1 +

ε1
1− S

Γ
(
n
2

)
Γ
(
n+1
2

)(t− s)
n−1
2 (3.23)

where we applied the Chapman-Kolmogorov formula and we estimated as in [6, Lemma
1.11]. Now, in order to control I2 we observe that, by (3.22) and Lemma 3.8, we have

∥η∥βB P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y) ≤

√
1 +

ε1
1− S

H σ+δ
d√εn+1

,β(y;T )P

σ+δ

d
√

1−
∑n+1

j=1
εj (τ, η; t, y).
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and then

I2 :=

t∫
s

(t− τ)
n−2
2

|τ − s| 12

∫
R2d

∥η∥βB P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; τ, η)P

σ+δ

d
√

1−
∑n

j=1
εj (τ, η; t, y)dηdτ

≤
√

1 +
ε1

1− S
H σ+δ

d√εn+1
,β(y;T )P

σ+δ

d
√

1−
∑n+1

j=1
εj (s, z; t, y)

t∫
s

(t− τ)
n−2
2

|τ − s| 12
dτ

≤
√
π

√
1 +

ε1
1− S

H σ+δ
d√εn+1

,β(y;T )
Γ
(
n
2

)
Γ
(
n+1
2

)(t− s)
n−1
2 . (3.24)

Combining (3.21), (3.23) and (3.24) we finally obtain

|φn+1(s, z; t, y)| ≤ Kn−1 π
n+1
2

Γ
(
n+1
2

)√1 +
ε1

1− S

dn+1Cn+1
T (F )Cn+1

(1− S)
n+1
2

(
n∏

j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

))
((

1 + Jβ

(
T,
σ + δ

d
√
ε1

))
+ Cβ

(
1 + T β/3

)
H σ+δ

d√εn+1
,β(y;T )

)
(t− s)

n−1
2

≤ Knπ
n+1
2 (t− s)

n−1
2

Γ
(
n+1
2

) dn+1Cn+1
T (F )Cn+1

(1− S)
n+1
2

n+1∏
j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

)
.

□

It remains to show that the Neumann series (3.9) is convergent.

Lemma 3.10. Set εn = εnη− 1
β with 0 < η < 1

β
− 1. Then the Neumann series given by (3.9) is

locally uniformly convergent in DT .

Proof. Let us first observe that, since Hσ,β(y;T ) is an increasing function of σ, then by
(3.18) we know that

|φn(s, z; t, y)|

≤ (12)d/2

K(σ + δ)d/2(t− s)1+2dΓ(n/2)

(
KdCT (F )C

√
π(t− s)√

1− S

(
1 +H σ+δ

d√εn

(y;T )

))n

.

Let us fix a compact set E ⊂ DT . Then there exists M > 0 such that 0 < M−1 ≤ t−s ≤ T
and max{∥z∥B , ∥y∥B} ≤M for all (s, z; t, y) ∈ E. By (3.20) we know that

H σ+δ
d√εn

(y;T ) ≤ Cβ(1 + T β/3)Mβ + CβT
β/3 + Jβ

(
T,
σ + δ

d
√
εn

)
.

Setting

M1 =
KdCT (F )C

√
πT (1 + Cβ(T

β/3 + (1 + T β/3)Mβ))√
1− S

, M2 =
12d/2M1+2d

K(σ + δ)d/2
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we get

|φn(s, z; t, y)| ≤
M2M

n
1

Γ(n/2)

(
1 + Jβ

(
T,
σ + δ

d
√
εn

))n

.

Recalling the asymptotics of the Euler Gamma function we know that there exists a
constant M3 > 0 such that Γ(n/2) > M3

√
n!n−1/42−n/2 and then

|φn(s, z; t, y)| ≤
M2M

n
1 n

1/42n/2

M3

√
n!

(
1 + Jβ

(
T,
σ + δ

d
√
εn

))n

.

Furthermore, for a given M4 > 0, by definition of εn and (3.19)

Jβ

(
T,
σ + δ

d
√
εn

)
= Cβ

T β/3 +

((
β
(σ + δ)d

εnη− 1
β

+

(
β
(σ + δ)d

εnη− 1
β

)1/3
)
T

)β/2
 ≤M4

(
1 + n− ηβ

2
+ 1

2

)
and then, setting M5 =M1M4,

|φn(s, z; t, y)| ≤
M2M

n
5 n

1/42n/2

M3

√
n!

(
1 + n− ηβ

2
+ 1

2

)n
.

It remains to show that the series of the elements on the right-hand side of the estimate
above converges. Indeed, we have∑

n≥1

Mn
5 n

1/42n/2√
n!

(
1 + n− ηβ

2
+ 1

2

)n
≤
∑
n≥1

Mn
5 n

1/42(n+2)/2

√
n!

(
1 + n−nηβ

2
+n

2

)
=
∑
n≥1

Mn
5 n

1/42(n+2)/2

√
n!

+
∑
n≥1

Mn
5 n

1/42(n+2)/2

√
n!

n−nηβ
2

+n
2 = S1 + S2

Let us begin with S1. By applying the Cauchy-Schwartz inequality we get

S1 = 2
∑
n≥1

(2M5)
nn1/4

2n/2
√
n!

≤ 2

√√√√∑
n≥1

(4M2
5 )

n

n!

√√√√∑
n≥1

n1/2

2n
<∞,

where the right-most product is convergent thanks to the quotient criteria. By analo-
gously proceeding for S2

S2 = 2
∑
n≥1

(2M5)
nn1/4

2n/2
√
n!

n−nηβ
2

+n
2 ≤ 2

√√√√∑
n≥1

(4M2
5 )

nn1/2en

n!en
n−nηβ+n

√∑
n≥1

1

2n

≤ 2C

√∑
n≥1

(4M2
5 e)

nn−nηβ

√∑
n≥1

1

2n
≤ 2C

√∑
n≥1

(4M2
5 e)

nn−nηβ <∞,
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where it is possible to prove that the last product is convergent by Stirling’s factorial
asymptotics combined with the root criterion for series. □

Remark 3.11. Observe that in Lemma 3.10 we only need β < 1. However, if we consider
ai,j as in Remark 3.7, the estimate (3.18) becomes

|φn(s, z; t, y)| ≤ K
n−1

(
Γ
(
α
2

))n
2 (t− s)

αn−2
2

Γ
(
nα
2

) P

σ+δ

d
√

1−
∑n

j=1
εj (s, z; t, y)

n∏
j=1

(
1 +H σ+δ

d
√

εj
,β(y;T )

)
,

for some constant K > 0. Using this formula in Lemma 3.10, the asymptotics of the
Gamma function imply the convergence of the Neumann series under β < α.

3.1.2. (1) Proof of Gaussian estimates and Hölder continuity for φ. The proof of these results
follows as in [11, Lemma 6.1] with suitable modifications to account for our choice of the
parametrix. In particular, in [11, Lemma 4.3] one needs to apply Lemma 3.8 iteratively
in the same spirit of the proof of Lemma 3.9. Here, the condition β < α is needed even
in the constant σ case.

3.1.3. (2) p is a fundamental solution of L and satisfies the Gaussian estimates (3.5). As far
as we are concerned with point (2) of the proof, we need to show that our candidate
function p introduced in (3.8) is indeed a fundamental solution in the sense of Definition
3.3. This can be carried out as in [15].

3.2. Useful applications of Theorem 3.5. Next, we also extend the existence and unique-
ness result for the Cauchy problem proved in [15, Theorem 4.1] to our setting.

Theorem 3.12. Let Assumptions (A0), (A1) and (A2) hold and fix T > 0. Assume further that:
(i) there exists γΨ ∈ [0, 1) and βΨ ∈ (0, α) such that

∥Ψ∥L∞
γ ((0,T );CB(R2d)) := ess sup

t∈(0,T )

(T − t)γ ∥Ψ(t)∥
C

βΨ
B

<∞.

(ii) g ∈ C
βg

B (R2d) for some βg ∈ [0, 2 + βΨ] (where C0
B(R2d) = Cb(R2d)).

Then the function

u(t, z) =

∫
R2d

p(t, z;T, y)g(y)dy −
∫ T

t

∫
R2d

p(t, z; τ, y)Ψ(τ, y) dy dτ (3.25)

is the unique bounded strong Lie solution of (3.1). Furthermore, for any t ∈ (0, T ), u ∈
C2+βΨ

B,Y ((0, t)× R2d) and there exists a constant Cu > 0 independent of t ∈ (0, T ) such that

∥u∥
C

2+βΨ
B,Y ((0,t)×R2d)

≤ Cu

(
(T − t)−

2+βΨ−βg
2 ∥g∥

C
βg
B (R2d)

+ (T − t)−γ ∥Ψ∥
L∞
γ ((0,T );C

βΨ
B (R2d))

)
.

Remark 3.13. The formula (3.25) perfectly explains why p is called fundamental solution of
L∗, as it is the fundamental building block of the bounded solutions of (3.1). For analogy,
we could also refer to p as the heat kernel of L∗.

Furthermore, (3.25) can be also used under the conditions:
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(iii) There exist γ ∈ [0, 2] and C > 0 such that

|Ψ(t, z)|+ |g(z)| ≤ CeC|z|γ , (t, z) ∈ (0, T )× R2d

(iv) There exists β ∈ (0, 1] such that for any compact K ⊂ R2d

sup
t∈(0,T ), z1,z2∈K

z1 ̸=z2

|Ψ(t, z1)−Ψ(t, z2)|
∥z1 − z2∥βB

<∞.

Indeed, if hypotheses (iii) and (iv) hold in place of (i) and (ii) in Theorem 3.12, then
there exists T0 such that for any T < T0 the function u in (3.25) is the unique strong Lie
solution of (3.1) that satisfies

|u(t, z)| ≤ Cue
Cu|z|2 , (t, z) ∈ (0, T )× R2d.

The case γ = 2 has been stated in [15, Theorem 4.1 and Remark 4.1], and it is obtained
by means of standard methods in the theory of parabolic partial differential equations
(as for instance done in [11], see also the book [18]). Analogously, if γ < 2, then with
the same arguments one obtains T0 = ∞. In such a way, one has a Tychonoff-like
uniqueness condition.

We will consider, in particular, the case g ≡ 0 and Ψ(t, z) = ψ(z) for any t > 0 and z ∈
R2d, where ψ ∈ C∞

c (R2d). It is not difficult to prove that hypothesis (i) of Theorem 3.12
is satisfied by our choice of Ψ, with γ = 0. Hypothesis (ii) is clearly satisfied for βg =
2 + βΨ. Hence, we can state the following corollary, which is a direct consequence of
Theorem 3.12.

Corollary 3.14. Let Assumption (A0), (A1) and (A2) hold true. Let also ψ ∈ C∞
c (R2d). Then

for any T > 0 the backward Kolmogorov equation{
Lu(t, z) = ψ(z) (t, z) ∈ [0, T )× R2d

u(T, z) = 0 z ∈ R2d
(3.26)

admits a unique bounded strong Lie solution

u(t, z) = −
∫ T

t

∫
R2d

p(t, z; τ, y)ψ(y) dy dτ. (3.27)

Furthermore, for any β ∈ (0, α(T )) there exists a constant Cu > 0

∥u∥C2+β
B,Y ((0,T )×R2d) ≤ CuCβ(ψ),

where
Cβ(ψ) := max{21−β ∥ψ∥L∞(R2d) ∥∇zψ∥βL∞(R2d)

, ∥∇zψ∥L∞(R2d)}.

As a consequence

∥u∥L∞((0,T )×R2d) + ∥∇vu∥L∞((0,T )×R2d) ≤ CuCβ(ψ). (3.28)
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Remark 3.15. Actually, by (3.27), we know that

∥u∥L∞((0,T )×R2d) ≤ T ∥ψ∥L∞(R2d)

where we used the fact that the fundamental solution is nonnegative (by (3.6)) and (3.7).
Furthermore, by (3.5) and (3.3), we know that there exists a constant C > 0 such that

∥u∥L1((0,T )×R2d) ≤ C ∥ψ∥L1(R2d) . (3.29)

4. PROOF OF THEOREM 1.4

We first prove uniqueness of the solutions and then we move to the existence state-
ment. To do this, we need to better understand the relation between the solutions of
(3.26) and the ones of (1.6) in [0, T ]. This is explained in the following lemma.

Lemma 4.1. Let the assumptions of Theorem 1.4 hold. For any ψ ∈ C∞
c (R2d), let u : [0, T ] ×

R2d → R be the unique bounded strong Lie solution of (3.26), that exists by Corollary 3.14, and
let µ be any solution of (1.6). Then

t ∈ [0, T ] 7→
∫
R2d

u(t, z)dµt(z)

is Lipschitz continuous and for any t ∈ [0, T ] it holds∫
R2d

u(t, z)dµt(z) = −
∫ T

t

∫
R2d

ψ(z)dµs(z)ds. (4.1)

Proof. Let u be the bounded strong Lie solution of (3.26) and extend it by setting
u(t, z) = 0 for any t > T and z ∈ R2d. Fix ε > 0 let uε = ρε ∗ u. Notice that
uε ∈ C∞ ((5/2 ε2,+∞)× Rd

)
and that, by (3.29) and Lemma A.2,

∥∂tuε∥L∞((5/2 ε2,∞)×R2d) + ∥∇xuε∥L∞((5/2 ε2,∞)×R2d)

+ ∥∆vuε∥L∞((5/2 ε2,∞)×R2d) ≤ C ∥ψ∥L1(R2d) . (4.2)

Furthermore, by (3.28) and the fact that the convolution commutes with ∇v, we get

∥∇vuε∥L∞((5/2 ε2,∞)×R2d) ≤ CuCβ(ψ)

for any fixed β ∈ (0, α). We underline that this bound is independent of ε > 0. In
particular, this means that for fixed s ∈ (5/2 ε2, T ], uε(s, ·) ∈ A(R2d) with bounds that are
independent of s.

Let us now prove that, for fixed ε > 0,

t ∈
(
5/2 ε2, T

]
7→
∫
R2d

uε(t, z)dµt

is Lipschitz-continuous, with Lipschitz constant depending on ε > 0.
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In order to do this, we rewrite the difference as∫
R2d

uε(t, z)dµt −
∫
R2d

uε(s, z)dµs

=

∫
R2d

(uε(t, z)− uε(s, z))dµt +

∫
R2d

uε(s, z)d(µt − µs)

=

∫ t

s

∫
R2d

∂tuε(h, z)dµt(z) dh+

∫
R2d

uε(s, z)d(µs − µt)(z),

(4.3)

where the first integral on the right-hand side is well-posed by (4.2). Furthermore, since
uε(s, ·) ∈ A(R2d) we can use (1.4) to rewrite the second integral on the right-hand side of
(4.3) as follows

∫
R2d

uε(t, z)dµt −
∫
R2d

uε(s, z)dµs =

∫ t

s

∫
R2d

∂tuε(h, z)dµt(z) dh (4.4)

+

∫ t

s

∫
R2d

(
v · ∇xuε(s, z) + F (t, z) · ∇vuε(s, z) +

σ2

2
∆vuε(s, z)

)
dµh(z) dh.

Taking the absolute value on both sides and using the aforementioned bounds, we get∣∣∣∣∫
R2d

uε(t, z)dµt −
∫
R2d

uε(s, z)dµs

∣∣∣∣
≤
∫ t

s

∫
R2d

|∂tuε(h, z)|dµt(z) dh

+

∫ t

s

∫
R2d

∣∣∣∣v · ∇xuε(s, z) + F (t, z) · ∇vuε(s, z) +
σ2

2
∆vuε(s, z)

∣∣∣∣ dµh(z) dh

≤ C

(
|t− s|+

∫ t

s

∫
R2d

|v|dµh(z)dh

)
≤ C|t− s|

where we used that {µt}t∈[0,T ] ∈ C([0, T ];W1(R2d)) and thus its first moments are uni-
formly bounded. Furthermore, using again (4.4), it is clear that

d

d t

∫
R2d

uε(t, z)dµt(z)

=

∫
R2d

(
∂tuε(t, z) + v · ∇xuε(t, z) + F (t, z) · ∇vuε(t, z) +

σ2

2
∆vuε(t, z)

)
dµt(z)

=

∫
R2d

(
Y uε(t, z) + F (t, z) · ∇vuε(t, z) +

σ2

2
∆vuε(t, z)

)
dµt(z).
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Then, integrating over [t, T ] for t > 5/2 ε2, we get∫
R2d

uε(T, z) dµT (z)−
∫
R2d

uε(t, z) dµt(z)

=

∫ T

t

∫
R2d

(
Y uε(s, z) + F (s, z) · ∇vuε(s, z) +

σ2

2
∆vuε(s, z)

)
dµs(z) ds.

First of all, we observe that as ε→ 0 the left-hand side converges to∫
R2d

u(T, z) dµT (z)−
∫
R2d

u(t, z) dµt(z) = −
∫
R2d

u(t, z) dµt(z)

by the dominated convergence theorem, since by definition and (3.28)

∥uε∥L∞((5/2 ε2,+∞)×R2d) ≤ ∥u∥L∞((0,+∞)×R2d) ≤ CuCβ(ψ).

For the right hand side, we rewrite∫ T

t

∫
R2d

(
Y uε(s, z) + F (s, z) · ∇vuε(s, z) +

σ2

2
∆vuε(s, z)

)
dµs(z)

=

∫ T

t

∫
R2d

(
Y uε(s, z) + (ρε ∗ (F · ∇vu))(s, z) +

σ2

2
∆vuε(s, z)

)
dµs(z) ds

+

∫ T

t

∫
R2d

(F (s, z) · ∇vuε(s, z)− (ρε ∗ (F · ∇vu))(s, z)) dµs(z) ds

=

∫ T

t

∫
R2d

(
ρε ∗

(
Y u+ F · ∇vu+

σ2

2
∆vu

))
(s, z)dµs(z) ds

+

∫ T

t

∫
R2d

(F (s, z) · ∇vuε(s, z)− (ρε ∗ (F · ∇vu))(s, z)) dµs(z) ds

=

∫ T

t

∫
R2d

(ρε ∗ ψ)(s, z)dµs(z) ds

+

∫ T

t

∫
R2d

F (s, z) · ∇vuε(s, z) dµs(z) ds−
∫ T

t

∫
R2d

ρε ∗ (F · ∇vu)(s, z) dµs(z) ds,

where in the second last equality we used Lemma A.4 while in the last one we used
Remark 3.2. It is clear that, by the dominated convergence theorem,

lim
ε→0

∫ T

t

∫
R2d

(ρε ∗ ψ)(s, z)dµs(z) ds =

∫ T

t

∫
R2d

ψ(z)dµs(z) ds,

hence we only need to prove that the second and third integral converge to the same
value. To do this, one has simply to apply Lemma A.3 with m = d to the bounded
Caratheodory function ∇vu and the sublinear one F , by (A2), in the second integral,
and with m = 1 to the bounded Caratheodory function 1 and the sublinear one F · ∇vu
in the third one. Notice that we need estimate (3.28) to guarantee that ∇vu is bounded
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(and F · ∇vu is sublinear by (A2)) and then the lemma can be applied. The Lipschitz
property and the fact that (4.1) holds up to t = 0 follow immediately. □

Now we are ready to prove the following uniqueness result.

Proposition 4.2. Under the assumptions of Theorem 1.4, Equation (1.6) admits at most one
solution.

Proof. Let µ1,µ2 ∈ C(R+
0 ;W1(R2d)) be two solutions of (1.6) and consider ψ ∈ C∞

c (R2d).
By Lemma 4.1, for any ψ ∈ C∞

c (R2d), we have∫
R2d

u(t, z)dµj
t(z) = −

∫ T

t

∫
R2d

ψ(z)dµj
s(z)ds, j = 1, 2,

where u is the unique bounded strong Lie solution of (3.26). Subtracting term by term
and evaluating at 0, we get∫ T

0

∫
R2d

ψ(z)d(µ1
s − µ2

s)(z)ds = 0,

whence the thesis by arbitrariness of ψ. This clearly applies also to global solutions, by
arguing with an arbitrary T > 0. □

To prove the existence of a solution, we need, instead, to relate the strong solutions of
(1.7) with the ones of (1.6). This is established in the following proposition.

Proposition 4.3. Let the assumptions of Theorem 1.4 hold and let (X, V ) ∈ L1(Ω;C([0, T ];R2d))
be a strong solution of (1.7). Then the flow of probability measures µ ∈ W1(C([0, T ];R2d)),
where µ = Law(X, V ), solves (1.6).

Proof. Let Z = (X, V ) be a strong solution of (1.7) and ψ ∈ C∞
c (R2d). By Itô’s formula

(see [20, Theorem IV.3.3]) we have

ψ(Z(t)) = ψ(Z(0))

+

∫ t

0

(V (s) · ∇xψ(Z(s)) + F (s, Z(s)) · ∇vψ(Z(s)) + σ∆vψ(Z(s))) ds

+
√
2σ

∫ t

0

∇vψ(Z(s)) dB(s)

(4.5)

Since ψ ∈ C∞
c (R2d), it is clear that ∇vψ is bounded and then (see [16, Theorem 3.2.1])

E

[∫ t

0

∇vψ(Z(s)) dB(s)

]
= 0. (4.6)

Furthermore, observe that, given ψ ∈ C∞
c (R2d) and Assumption (A1),

|V (s) · ∇xψ(Z(s)) + F (s, Z(s)) · ∇vψ(Z(s)) + σ∆vψ(Z(s))| ≤ C(1 + sup
0≤s≤T

|Z(s)|),
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where C is a constant depending on ψ, C(F ) and σ. Since it is clear that

E

[∫ t

0

|V (s) · ∇xψ(Z(s)) + F (s, Z(s)) · ∇vψ(Z(s)) + σ∆vψ(Z(s))| ds
]

≤ CT

(
1 + E

[
sup

0≤s≤T
|Z(s)|

])
<∞,

we can use Fubini’s theorem to get

E

[∫ t

0

(
V (s) · ∇xψ(Z(s)) + F (s, Z(s)) · ∇vψ(Z(s)) +

σ2

2
∆vψ(Z(s))

)
ds

]
=

∫ t

0

∫
R2d

(
v · ∇xψ(z) + F (s, z) · ∇vψ(z) +

σ2

2
∆vψ(z)

)
dµs(z) ds. (4.7)

Finally, taking the expectation on both sides of (4.5) and using (4.6) and (4.7), we get
(1.4). □

Now we are finally ready to prove the main result.

Proof of Theorem 1.4. Let (X0, V0) ∈ M(Ω;R2d) be independent ofB and such that Law(X0, V0) =
µ0. To prove that (1.7) admits a strong solution, we need to consider two cases:

Case 1: F is bounded. Assume that F ∈ L∞([0,+∞) × R2d). Fix T > 0 and let
T : Ω×C([0, T ];R2d) → C([0, T ];R2d) be defined as follows: for any ω ∈ Ω and (X, V ) ∈
C([0, T ];R2d), we set

T (ω,X, V ) = (TX(ω,X, V ), TV (ω,X, V ))

where for any t ∈ [0, T ],

TX(ω,X, V )(t) = X0(ω) +

∫ t

0

TV (ω,X, V )(s) ds

TV (ω,X, V )(t) = V0(ω) +

∫ t

0

F (s,X(s), V (s)) ds+
√
2σB(ω, t).

For fixed (X, V ) ∈ C([0, T ];R2d), TV (·, X, V ) is sum of measurable functions of ω ∈ Ω
while and TX(·, X, V ) is the sum of a measurable function of ω with the Riemann integral
of a continuous stochastic process, hence T is a random operator. Now we want to
prove that T is a continuous and compact random operator.

We first prove that T is a continuous random operator. To do this, fix ω ∈ Ω and con-
sider any sequence (Xn, Vn) ∈ C([0, T ];R2d) converging towards (X, V ) ∈ C([0, T ];R2d).
Then we have for any t ∈ [0, T ]

|TV (ω,X, V )(t)− TV (ω,Xn, Vn)(t)| ≤
∫ t

0

|F (s,X(s), V (s))− F (s,Xn(s), Vn(s))| ds.
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Taking the supremum over [0, T ], we get

∥TV (ω,X, V )− TV (ω,Xn, Vn)∥L∞[0,T ] ≤
∫ T

0

|F (s,X(s), V (s))− F (s,Xn(s), Vn(s))| ds.

Recalling that F is bounded and continuous in the second variable by Assumption (A0),
we can use the dominated convergence theorem to achieve

lim
n→+∞

∥TV (ω,X, V )− TV (ω,Xn, Vn)∥L∞[0,T ] = 0.

Once this is done, it is also clear that TX(ω,Xn, Vn) converges towards TX(ω,X, V ). This
proves the continuity of T (ω, ·, ·) for any ω ∈ Ω.

Next, we need to prove that T is a compact random operator. To do this we will
show that for fixed ω ∈ Ω the range of T (ω, ·, ·) is composed of equibounded and equi-
Hölder functions. Indeed, in such a case, by the Ascoli-Arzelá theorem we know that T
is compact random operator.

So, first, we prove that for any ω ∈ Ω there exists a constant M(ω) such that

∥T (ω,X, V )∥L∞[0,T ] ≤M(ω), ∀(X, V ) ∈ C([0, T ];R2d). (4.8)

Indeed, we set
MB(ω) := max

t∈[0,T ]
|B(ω, t)|

and observing that for any t ∈ [0, T ] and any (X, V ) ∈ C([0, T ];R2d) we have

|TV (ω,X, V )(t)| ≤ |V0(ω)|+ T ∥F∥L∞([0,T ]×R2d) +
√
2σMB(ω) =:MV (ω).

Furthermore,
|TX(ω,X, V )(t)| ≤ |X0(ω)|+ TMV (ω) =:MX(ω).

Hence (4.8) holds with M(ω) =
√

(MV (ω))2 + (MX(ω))2.
Now we prove the equi-Hölder condition, i.e. we show that for any ω ∈ Ω and for

any γ < 1/2 there exists a constant Lγ(ω) such that, for all (X, V ) ∈ C([0, T ];R2d) and
t, s ∈ [0, T ],

|T (ω,X, V )(t)− T (ω,X, V )(s)| ≤ Lγ(ω)|t− s|γ. (4.9)
To do this, let

LB,γ(ω) = sup
t,s∈[0,T ]

t̸=s

|B(ω, t)−B(ω, s)|
|t− s|γ

,

which is finite since B is locally Hölder continuous of order γ < 1/2 (see [20, Theorem
I.2.2]). Hence, for any t, s ∈ [0, T ] and (X, V ) ∈ C([0, T ];R2d)

|TV (ω,X, V )(t)− TV (ω,X, V )(s)| ≤ ∥F∥L∞([0,T ]×R2d) |t− s|+
√
2σLB,γ(ω)|t− s|γ.

We set
LV,γ(ω) =

√
2σLB,γ(ω) + ∥F∥L∞([0,T ]×R2d) T

1−γ.

Next, observe that

|TX(ω,X, V )(t)−TX(ω,X, V )(s)| ≤MV (ω)|t− s| ≤MV (ω)T
1−γ|t− s|γ =: LX,γ(ω)|t− s|γ.
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We obtain (4.9) by setting Lγ(ω) =
√

(LV,γ(ω))2 + (LX,γ(ω))2.
Once we established that T is a continuous and compact random operator, by the

Bharucha-Reid Fixed Point Theorem 2.1, we know that there exists a stochastic process
(X, V ) ∈ C([0, T ];R2d) such that T (X, V ) = (X, V ), i.e. (X, V ) is a solution of (1.7).

Now set µ = Law(X, V ). Let us show that µ ∈ W1(C([0, T ];R2d)). To do this, recall
that

V (t) = V0 +

∫ t

0

F (s,X(s), V (s)) ds+
√
2σB(t)

and then
|V (t)| ≤ |V0|+ ∥F∥L∞([0,T ]×R2d) T +

√
2σMB. (4.10)

By Doob’s maximal inequality (see [20, Theorem II.1.7]) we have

E [MB] ≤
√

E [M2
B] ≤ 2

√
T ,

hence, taking the supremum over [0, T ] and the expectation in (4.10), we get

E

[
sup

t∈[0,T ]

|V (t)|

]
≤M1(µ0) + ∥F∥L∞([0,T ]×R2d) T +

√
8σT =: H1,V (µ0, T, F ).

Furthermore, we have

sup
t∈[0,T ]

|X(t)| ≤ |X0|+ T sup
t∈[0,T ]

|V (t)|

so that, taking the expectation,

E

[
sup

t∈[0,T ]

|X(t)|

]
≤M1(µ0) + TH1,V (µ0, T, F ) =: H1,X(µ0, T, F ).

Setting H1(µ0, T, F ) = H1,X(µ0, T, F ) +H1,V (µ0, T, F ) we have

E

[
sup

t∈[0,T ]

|(X(t), V (t))|

]
≤ E

[
sup

t∈[0,T ]

|X(t)|+ sup
t∈[0,T ]

|V (t)|

]
≤ H1(µ0, T, F ),

that proves µ ∈ W1(C([0, T ];R2d)). By Proposition 4.3 we know that µ solves (1.6). In
particular, by Proposition 4.2, µ is the unique solution of (1.6).

Hence, in particular, if we consider two solutions (X1, V1) and (X2, V2) with laws re-
spectively µ1 and µ2, then both flows of probability measures belong toC([0, T ];W1(R2d))
and solve (1.6), hence µ1 = µ2 and uniqueness in law holds. Since we have both strong
existence and uniqueness in law, by a well-known result by Cherny (see [9, Theorem
3.2]), we get that the strong solution of (1.7) is pathwise unique. Once we established
existence of local solutions and pathwise uniqueness, the fact that T > 0 is arbitrary
guarantees that the solution is global.

Case 2: F is unbounded. Consider a sequence of cut-off functions (ηn)n∈N ⊂ C∞
c (R2d)

with support on the ball Bn+1 of R2d, ηn ≡ 1 on Bn and ηn(x) ∈ [0, 1]. Let Fn(s, Z) =
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F (s, Z)ηn(Z) and consider the sequence Zn = (Xn, Vn) of strong solutions of (1.7) with
nonlinearity Fn. Define the sequence of stopping times

τn := inf{t > 0 : |Zn(t)| > n}.
First, let us prove that this sequence of stopping times is almost surely non-decreasing.
To do this, consider m ≤ n and define the events

Em := {(X0, V0) ∈ Bm}, Ec
m := Ω \ Em.

Consider then

P(τm ≤ τn) = P(τm ≤ τn|Em)P(Em) + P(τm ≤ τn|Ec
m)P(E

c
m).

First observe that on Ec
m, clearly, τm = 0. Hence

P(τm ≤ τn|Ec
m) = 1.

We only need to prove that
P(τm ≤ τn|Em) = 1. (4.11)

To do this, consider the probability space (Ω,F ,P(· | Em)). Then, since B is still a Brow-
nian motion in this probability space, (Xm, Vm) and (Xn, Vn) are still strong solutions
of (1.7) with nonlinearity Fm and Fn. By continuity we know that τm, τn > 0 almost
surely. Furthermore, for t ∈ [0,min{τm, τn}) (Xm, Vm) and (Xn, Vn) both satisfy (1.7)
with non-linearity F , since (Xj(t), Vj(t)) ∈ Bj for all t ∈ [0,min{τm, τn}), j = m,n.
Hence, by pathwise uniqueness, the two solutions must coincide up to min{τm, τn}.
However, by continuity, we get |(Xn(τm), Vn(τm))| = |(Xm(τm), Vm(τm))| = m, that im-
plies (Xn(τm), Vn(τm)) ∈ Bn. Thus τn ≥ τm a.s. given Em and then (4.11) follows.

Since (τn)n≥1 is non-decreasing, we can consider the stopping time τ∞ = limn→∞ τn.
Now we want to prove that τ∞ = ∞ a.s. To do this, fix n ∈ N and observe that

|Vn(t)| ≤ |V0|+
∫ t

0

|F (s, Zn(s))||ηn(Zn(s))|ds+
√
2σ|B(t)|

≤ |V0|+ C(F )t+ C(F )

∫ t

0

|Xn(s)|
β
3 ds+ C(F )

∫ t

0

|Vn(s)|βds+
√
2σ|B(t)|.

Since β ≤ 1, we can apply Young’s inequality with p = 3
β

to the first integrand and with
p = 1

β
to the second integrand. This leads to

|Vn(t)| ≤ |V0|+ C(F )

(
3− 4β

3

)
t+ C(F )β

∫ t

0

(|Xn(s)|+ |Vn(s)|)ds+
√
2σ max

0≤s≤t
|B(s)|.

Furthermore, we clearly have

|Xn(t)| ≤ |X0|+
∫ t

0

|Vn(s)|ds,

hence

|Zn(t)| ≤ C

(
|Z0|+ t+

∫ t

0

|Zn(s)|ds+ max
0≤s≤t

|B(s)|
)
,
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where the constant C only depends on F , β and σ. By Grönwall inequality, we get

|Zn(t)| ≤ C

(
|Z0|+ t+ max

0≤s≤t
|B(s)|

)
eCt. (4.12)

In particular, for t = τn,

n ≤ C

(
|Z0|+ τn + max

0≤s≤τn
|B(s)|

)
eCτn .

Now assume by contradiction that P(τ∞ <∞) > 0 and consider any ω such that τ∞(ω) <
∞ and s ∈ R+

0 7→ B(s, ω) is continuous. For such a fixed ω, taking the limit as n→ +∞,
we achieve

∞ ≤ C

(
|Z0|+ τ∞(ω) + max

0≤s≤τ∞(ω)
|B(s, ω)|

)
eCτ∞(ω) <∞,

that is absurd. Hence τ∞ = ∞ almost surely. Set also, for convenience, τ0 = 0. Now
define, for any t ≥ 0

N(t) = min{n ∈ N : t ≤ τn},
that is well-defined since τn → ∞ almost surely. Recall that, by pathwise uniqueness,
we have (Xm(t), Vm(t)) = (Xn(t), Vn(t)) for t ∈ [0, τm] whenever m ≤ n. Hence, the
process

X(t) = XN(t)(t), V (t) = VN(t)(t), ∀ t ≥ 0

is well-defined. It remains to prove that (X, V ) is a solution to (1.7). Indeed, for any
t ≥ 0 we have

V (t) = VN(t)(t) = V0 +

∫ t

0

FN(t)(s, ZN(t)(s))ds+ σB(t)

= V0 +

∫ t

0

F (s, ZN(s)(s))ds+ σB(t)

= V0 +

∫ t

0

F (s, Z(s))ds+ σB(t).

This proves that (X, V ) is the unique strong solution of (1.7). Now observe that, for
fixed T > 0, arguing as we did for (4.12), we have

sup
t∈[0,T ]

|Z(t)| ≤ C (|Z0|+ T +MB) e
CT

and taking the expectation we have

E

[
sup

t∈[0,T ]

|Z(t)|

]
≤ C

(
E[|Z0|] + T +

√
T
)
eCT <∞.

Hence, if we set µ := Law(X, V ), we have µ ∈ W1(C([0, T ];R2d)). By Proposition 4.3,
this guarantees that µ solves (1.6) and then by Proposition 4.2 we know that it is the
unique solution. □
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APPENDIX A. GROUP CONVOLUTIONS

Now, we recall the definition of family of mollifiers and of convolution with respect
to the Lie group K. First of all, we consider a function ρ ∈ C∞

c (R1+2d) such that
(1) ρ ≥ 0 in R1+2d;
(2) suppρ ⊆ B1(3/2, 0, 0), where B1(3/2, 0, 0) is the dK-ball of radius 1 and center at the

point (3
2
, 0, 0);

(3)
∫
R1+2d ρ(τ, ζ) dτ dζ =

∫
B1(3/2,0,0)

ρ(τ, ζ) dτ dζ = 1.

Then, for every ε > 0 we define the convolution kernel

ρε(τ, ζ) := ε−4d−2ρ
(
Φ1/ε(τ, ζ)

)
. (A.1)

Moreover, if we consider a function f ∈ C([0,+∞)×R2d), then the mollifier of f related
to ρε is a function fε : (5/2 ε2,+∞)× R2d → R defined as

fε(t, z) := ρε ∗ f(t, z) :=
∫
[0,+∞)×R2d

ρε
(
(t, z) ◦ (τ, ζ)−1

)
f(τ, ζ) dτ dζ (A.2)

=

∫
B1(3/2,0,0)

ρ(τ, ζ)f
(
Φε(τ, ζ)

−1 ◦ (t, z)
)
dτ dζ.

This definition is well-posed since
(1) for every fixed (t, z) ∈ (5/2 ε2,+∞)× R2d we have

supp
(
(τ, ζ) 7→ ρε

(
(t, z) ◦ (τ, ζ)−1

))
⊆ [0,+∞)× R2d;

(2) for every (ζ, τ) ∈ B1(3/2, 0, 0) and (t, z) ∈ (5/2 ε2,+∞)× R2d there holds(
Φε(τ, ζ)

−1 ◦ (t, z)
)
∈ (0,+∞)× R2d.

Additionally, given ρ ∈ C∞
0 (R1+2d), by a standard dominated convergence argument

we may infer fε ∈ C∞((5/2 ε2,+∞) × R2d). Firstly, we begin observing that the regular-
ization procedure does not change the upper bounds of the involved function.

Lemma A.1. Let f : [0, T ] × R2d → R be a Caratheodory function such that for some C > 0,
with β ∈ (0, 1),

|f(t, z)| ≤ C
(
1 + ∥z∥βB

)
∀z ∈ R2d,

where ∥ · ∥B is defined in (2.3), and set fε = ρε ∗ f . Then there exists a constant C̄ > 0 such that

|fε(t, z)| ≤ C̄
(
1 + ∥z∥βB

)
∀z ∈ R2d.

Proof. Just observe that for any (t, z) ∈ R1+2d , by the above assumptions we have

|fε(t, z)| ≤
∫
[0,+∞)×R2d

ρε
(
(t, z) ◦ (τ, ζ)−1

)
|f(τ, ζ)| dτ dζ

≤ C

(
1 +

∫
Γε(t,x,v)

ρε
(
(t, z) ◦ (τ, ζ)−1

)
∥ζ∥βBdτ dζ

)
,
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where we used the fact that ∥ρ∥L1([0,+∞)×R2d = 1 and we denoted by Γε(t, x, v) the sup-
port of (τ, ζ) 7→ ρε((t, z) ◦ (τ, ζ)−1).

Next, we observe there exists a constant C > 0 such that ∥ζ∥B ≤ ∥z∥B +Cε ≤ ∥z∥B +C
and hence, recalling β ∈ (0, 1), we have

|fε(t, z)| ≤ C (1 + ∥z∥B + C) ≤ C̄(1 + ∥z∥βB),

where we also used the fact that ∥ρε∥L1(R×R2d) = 1. □

We also recall some estimates involving the derivatives of regularized functions.

Lemma A.2. Let f ∈ C([0,∞) × R2d) ∩ L1([0,∞) × R2d) and let {ρε}ε>0 be a family of
mollifiers as defined above. Set also fε := ρε ∗ f . Then for every ε > 0 and for every (t, z) =
(t, x, v) ∈

(
5
2
ε2,+∞

)
× R2d it holds

|∂tfε(t, z)| ≤
C

ε4d+4
∥f∥L1([0,∞)×R2d), |∂xi

fε(t, z)| ≤
C

ε4d+5
∥f∥L1([0,∞)×R2d) ∀i = 1, . . . , d,

where C > 0 is a suitable constant only depending on ρ.
Furthermore, if there exists T > 0 such that f(t, z) = 0 for any t ≥ T and z ∈ R2d, then, for

ε ∈ (0, 1) and (t, z) = (t, x, v) ∈
(
5
2
ε2,+∞

)
× R2d,

|∂vifε(t, z)| ≤
CT

ε4d+3
∥f∥L1([0,T ]×R2d), |∂vi vjfε(t, z)| ≤

CT 2

ε4d+4
∥f∥L1([0,T ]×R2d),

for every i, j = 1, . . . , d and where C > 0 is a constant depending on ρ.

Proof. Let us fix (t, z) ∈ (5/2 ε2,+∞) × R2d, then by definition (A.2) of convolution, for
every ε > 0 we have

|∂tfε(t, z)| :=
∣∣∣∣∂t ∫ +∞

0

∫
R2d

ρε
(
(t, z) ◦ (τ, ζ)−1

)
f(τ, ζ) dτ dζ

∣∣∣∣
=

1

ε4d+4

∣∣∣∣∫ +∞

0

∫
R2d

∂tρ
(
Φ 1

ε

(
(t, z) ◦ (τ, ζ)−1

))
f(τ, ζ) dτ dζ

∣∣∣∣
≤ C

ε4d+4
∥f∥L1([0,+∞)×R2d).

where (t, z) = (t, x, v) and (τ, ζ) = (τ, ξ, η), we applied Lebesgue Theorem and estimated
the absolute value on the right-hand side.

The argument for the second inequality is the same. In order to handle the third
inequality, we observe that
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|∂vifε(t, z)| :=
∣∣∣∣∂vi ∫ +∞

0

∫
R2d

ρε
(
(t, z) ◦ (τ, ζ)−1

)
f(τ, ζ) dτ dζ

∣∣∣∣
=

1

ε4d+2

∣∣∣∣∂vi ∫ +∞

0

∫
R2d

ρ
(
Φ 1

ε

(
(t, z) ◦ (τ, ζ)−1

))
f(τ, ζ) dτ dζ

∣∣∣∣
=

1

ε4d+2

(
1

ε3

∣∣∣∣∫ T

0

∫
R2d

τ∂viρ
(
Φ 1

ε

(
(t, z) ◦ (τ, ζ)−1

))
f(τ, ζ) dτ dζ

∣∣∣∣
+
1

ε

∣∣∣∣∫ T

0

∫
R2d

∂viρ
(
Φ 1

ε

(
(t, z) ◦ (τ, ζ)−1

))
f(τ, ζ) dτ dζ

∣∣∣∣)
≤ CT

ε4d+5
∥f∥L1([0,T ]×R2d).

The fourth inequality can be carried out analogously. □

Finally, we prove the following approximation result of the integral of functions against
narrowly continuous flows of probability measures.

Lemma A.3. Let f : [0,+∞) × R2d → R be a Carathéodory function such that for a certain
β ∈ (0, 1)

|f(t, z)| ≤ C
(
1 + ∥z∥βB

)
∀z ∈ R2d,

and let us denote fε = ρε∗f . Furthermore, letG : [0,+∞)×R2d → R be bounded Caratheodory
function and {µt}t∈[0,T ] ∈ C([0, T ];P(R2d)). Then, as ε→ 0, for all t > 0,∫ T

t

∫
R2d

G(s, z) · fε(s, z)dµs(z) ds→
∫ T

t

∫
R2d

G(s, z) · f(s, z)dµs(z) ds.

Proof. First of all, we apply Scorza Dragoni’s Theorem to the function f and for a fixed
δ > 0 and T > 0 we find a function gδ : [0, T ]×R2d → R that is continuous and such that
there exists a compact K ⊂ [0, T ] with gδ = f on K × R2d and |[0, T ] \K| < δ, where | · |
denotes the Lebesgue measure of the set.

Notice that, without loss of generality, by truncation we can assume that

|gδ(s, z)|, |f(s, z)| ≤ C(1 + ∥z∥βB).

Then, we have the pointwise estimate

|f(s, z)− gδ(s, z)| = 2C
(
1 + ∥z∥βB

)
χ[0,T ]\K(s),

where χ[0,T ]\K is the characteristic function of the set [0, T ] \K.
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Now, if we denote by (τ, ζ) = (τ, y, w) ∈ R1+2d, we observe that

|ρε ∗ (f − gδ)(s, z)| ≤
∫ ∞

0

∫
R2d

|ρε((s, z) ◦ (τ, ζ)−1)||f(τ, ζ)− gδ(τ, ζ)|dζ dτ

≤ 2C

∫ ∞

0

∫
R2d

ρε((s, z) ◦ (τ, ζ)−1)
(
1 + ∥ζ∥βB

)
χ[0,T ]\K(τ)dτ dζ

= 2C

∫ ∞

0

∫
R2d

ρε((s, z) ◦ (τ, ζ)−1)χ[0,T ]\K(τ)dτ dζ

+ 2C

∫ ∞

0

∫
R2d

ρε((s, z) ◦ (τ, ζ)−1)∥ζ∥βBχ[0,T ]\K(τ)dτ dζ

=: J1(s, z) + J2(s, z)

Now, by consideringthe definition of group traslation (2.1), of group convolution (A.2)
and performing a change of variables, we set

ρ̃ε(τ − s) =

∫
R2d

ρε((s, z) ◦ (τ, ζ)−1)dζ =
1

ε2

∫
R2d

ρ(−ε−2(τ − s), ζ)dζ,

and then we have

I1(z) :=

∫ T

t

J1(s, z) ds ≤ 2C

∫ T

t

∫ ∞

0

ρ̃ε(τ − s)χ[0,T ]\K(s)ds ≤ 2Cδ

by Young’s convolution inequality applied to the Euclidean one-dimensional convolu-
tion. Analogously, by defining

I2(z) :=

∫ T

t

J2(s, z) ds ≤ 2Cδ(1 + ∥z∥βB),

where we proceed as in the proof of Lemma A.1. We deduce that∣∣∣∣∫ T

t

∫
R2d

G(s, z) · fε(s, z)dµs(z)ds−
∫ T

t

∫
R2d

G(s, z) · f(s, z)dµs(z)ds

∣∣∣∣
≤
∫ T

t

∫
R2d

|G(s, z)||(ρε ∗ (f − gδ))(s, z)|dµs(z)ds

+

∣∣∣∣∫ T

t

∫
R2d

G(s, z) · (ρε ∗ gδ)(s, z)dµs(z)ds−
∫ T

t

∫
R2d

G(s, z) · gδ(s, z)dµs(z)ds

∣∣∣∣
+

∫ T

t

∫
R2d

|G(s, z)||f(s, z)− gδ(s, z)|dµs(z)ds

≤ 6C2δ + 4C2δM1(µ;T )

+ C

∫ T

t

∫
R2d

∣∣∣(ρε ∗ gδ)(s, z)dµs(z)ds− gδ(s, z)
∣∣∣dµs(z)ds
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Taking the limit supremum as ε → 0 the integral term vanishes as gδ is continuous in
[0,+∞)× R2d and bounded, so that

lim sup
ε→0

∣∣∣∣∫ T

0

∫
R2d

G(s, z) · fε(s, z)dµt(z)ds−
∫ T

0

∫
R2d

G(s, z) · f(s, z)dµt(z)ds

∣∣∣∣
≤ 6C2δ + 4C2δM1(µ;T )

Finally, send δ → 0 to end the proof. □

It is worth mentioning that the regularization procedure introduced in (A.2) com-
mutes with the Lie derivative just introduced.

Lemma A.4. Let f ∈ C([0,∞) × R2d) with Y f ∈ L1
loc([0,∞) × R2d), let {ρε}ε>0 be a family

of mollifiers as defined in (A.1) and set fε := ρε ∗ f . Then Y fε = ρε ∗ Y f .

Proof. Let us fix (t, z) ∈ (0,+∞)×R2d. Then we observe Y is a left-invariant vector field
with respect to the composition law ◦. Hence, we are allowed to write

Y fϵ(t, z) =

∫
B1(3/2,0,0)

ρ(τ, ζ)(Y f)
(
Φϵ(τ, ζ)

−1 ◦ (t, z)
)
dτ dζ.

□
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VIA CINTIA, MONTE S. ANGELO 80126 NAPOLI, ITALY

Email address: daniele.castorina@unina.it

FRANCESCO SOLOMBRINO, DIPARTIMENTO DI MATEMATICA E APPLICAZIONI, UNIVERSITÀ DI NAPOLI,
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