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Abstract

Given an area-minimizing integral m-current in Σ, we prove that the Hausdorff dimension
of the interior singular set of T cannot exceed m − 2, provided that Σ is an embedded (m +
n̄)-submanifold of Rm+n of class C2,α, where α > 0. This result establishes the complete
counterpart, in the arbitrary codimension setting, of the interior regularity theory for area-
minimizing integral hypercurrents within a Riemannian manifold of class C2,α.
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1 Introduction

Let m ≥ 2, n ≥ 1, n̄ ≥ 0, α > 0, and Σ ⊂ Rm+n be a C2,α-submanifold of dimension m+n̄. In order
to state our main result, we need to introduce the notion of regular interior points in the context
of integral currents. This notion asserts that the support of T is equal to a C2,α-submanifold of Σ
around points that are far from the boundary. We refer the reader to Section 2 notation and basic
definitions.

Definition. Let T be an m-dimensional integral current in Σ. We say that p ∈ spt(T ) \ spt(∂T )
is an interior regular point of T , if there exists a neighborhood U ∋ p and an m-dimensional C2,α-
submanifold S ⊂ Σ such that spt(T ) ∩ U = S ∩ U . The set of such points will be denoted by
Regi(T ). We call Singi(T ) := spt(T ) \ (Regi(T ) ∪ spt(∂T )) the set of interior singular points of T .

We now define the notion of area minimality that we will consider throughout this note.

Definition. Let U ⊂ Rm+n be an open set, we say that an integral m-current T is area minimizing
in Σ ∩ U where Σ is an embedded C2,α of Rm+n, if

∥T∥(U) ≤ ∥T + ∂S∥(U),

for every integral (m+ 1)-current S with spt(S) ⊆ Σ ∩ U .

Given the definitions above, we are ready to state the main result of this paper.

Theorem 1.1. Let α > 0, m ≥ 2, n ≥ 1, n̄ ≥ 0, and let Σ be an embedded (m+ n̄)-submanifold of
class C2,α of Rm+n. If T be an area minimizing integral m-current in Σ, then

dimH(Singi(T )) ≤ m− 2.

This result provides a complete counterpart in the context of arbitrary codimension for the inte-
rior regularity theory concerning area-minimizing integral currents in codimension 1. Specifically,
through an application of Nash’s embedding theorem (for a comprehensive exposition of Nash’s
embedding theorem, see [3, Section 4.1]; for Nash’s original proof assuming at least C3 regularity,
see [12]; and for a generalization assuming Ck,β-regularity with k + β > 2, see [11]), Theorem 1.1
implies the following.

Theorem 1.2. Let α > 0, m ≥ 2, n̄ ≥ 0, and let (Σ, g) be a Riemannian (m+ n̄)-manifold of class
C2,α. If T be an area minimizing integral m-current in Σ, then

dimHg (Singi(T )) ≤ m− 2.

Remark 1.3. Note that the assumption on Theorem 1.1 is weaker than what we ask for in Theo-
rem 1.2. Indeed, if we consider Σ already embedded in Rm+n and of class C2,α as in Theorem 1.1,
then its Riemannian structure (i.e., the metric tensor) is of class C1,α which is not covered by
Theorem 1.2.

Nash’s embedding theorem remains a wide open problem for C2 Riemannian manifolds. Specifi-
cally, the challenge lies in ensuring that the embedded Riemannian structure inherits C2 regularity.
While it is known that one can achieve C1,α-regularity for the embedded Riemannian structure,
the question of attaining C2 regularity remains unanswered. With that being said, one would need
to approach Theorem 1.2 intrinsically in order to relax the assumption from C2,α to C2. Although
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the authors expect such a result to be true, rerunning all the machinery presented in [6, 5, 7, 8]
intrinsically seems quite challenging. Indeed, in the case that the density is 1, an intrinsic proof of
Allard’s ε-regularity theorem in C2 Riemannian manifolds will be provided in [10].

It is well-known that the dimensional bound in Theorem 1.1 is optimal. Indeed, consider
the 2-dimensional integral current T in R4 induced by {(z, w) ∈ C2 : z2 = w3} (which, being
a holomorphic subvariety of C2, is area-minimizing by a famous theorem due to Federer), this
current T clearly has 0 as a singular point, demonstrating the optimality of the dimensional bound
in Theorem 1.1.

Theorem 1.1 was first proved by Almgren in his celebrated work [1], considering Σ an already
embedded submanifold of some higher dimensional Euclidean space and of class C5. While Alm-
gren’s approach was innovative and groundbreaking, it is also intricate and lengthy. In their series
of papers [4, 6, 5, 7, 8], De Lellis and Spadaro introduced new techniques to tackle the regularity
theory developed by Almgren. They provided a much simpler and shorter proof of Theorem 1.1,
in which they also achieved an improvement by weakening the assumption on the regularity of Σ
from C5 to C3,α. In this work, we further improve upon their results by extending them to the
case where Σ is merely C2,α.

Outline of the proof

We will follow the approach introduced in [4, 6, 5, 7, 8] to prove Theorem 1.1. The techniques
presented in [4, 5] do not depend on the C3,α-regularity of Σ. In [5], the authors do require Σ to
be at least C2, which is then applicable to the setting considered in the present work.

In contrast, in [6, 7, 8], the authors utilize the full strength of the C3,α-regularity assumption.
Specifically, in [7], they need to construct the so-called center manifold M ⊂ Σ, which enjoys
C3,α-regularity due to Σ ∈ C3,α, to subsequently leverage this regularity in controlling certain error
terms arising in [8] after some applications of [6]. The control over these error terms, with very
specific decay exponents, is delicate and crucial for proceeding with proving the so-called almost-
monotonicity of the frequency function and the blow-up argument in [8]. Therefore, the question
of whether the C3,α-regularity assumption could be eliminated has remained open.

In our approach, we weaken the C3,α-regularity assumption by constructing what we term the
external center manifold M∗, potentially lying outside Σ (contrary to M which is always contained
in Σ), which culminates in several complexities when approaching Theorem 1.1. Nonetheless, our
method of proof can still establish that M∗ is C3,α (Theorem 3.7) using only the elliptic system
induced by the C2,α-regularity of Σ and the stationarity of T in Σ.

Another delicate issue in this work is the construction of the so-called M-normal approximations
N , as introduced in [7], which serve as an average-free approximation of T . These approximations,
termed M∗-normal approximations and denoted by N∗, are defined on M∗ in our setting. This
enables us to utilize all the results in [6], as they solely rely on the C3,α-regularity of the domain
of N∗. However, it is crucial that N∗ ranges within Σ, as we aim to utilize the stationarity of
T in Σ to compare it with the first variation of the multi-valued graph of N∗, thereby obtaining
precise error terms that lead to the almost-monotonicity of the frequency function. In Section 4,
we provide a construction to ensure that the image of N∗ is trapped within Σ.

The geometric constructions and the proof of the almost-monotonicity of the frequency function
in [8] heavily rely also on the fact that M ⊂ Σ, which is not necessarily true for M∗. Hence, we
provide a less geometric approach (compared to [8]) in Section 5 to carry out a blow-up argument
that allow us to demonstrate Theorem 1.1.
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2 Preliminaries and Whitney decomposition

We will use the following notations: B(p, r) := {x ∈ Rm+n : |x− p| < r}, π0 := Rm × {0} ⊂ Rm+n.
For any m-plane π and x ∈ π, we define Br (x, π) := B(x, r) ∩ π and C(x, r, π) = Br (x, π) × π⊥,
when π = π0 we simply omit it from the notation. We also fix Hs for the s-dimensional Hausdorff
measure in Rm+n, ωm := Hm(B1(0)), and dimH(S) to be the Hausdorff dimension of a set S. Let
E(T,B(p, r) , π) to be the spherical excess of T in B(p, r) with respect to π as in [5]. For basics on
Q-valued functions, we refer the reader to [4, 6]. We refer the refer the reader to [9] for classical
theory of currents. We will call any element T of Im (U) an integral m-current in U ⊂ Rm+n and
∥T∥ denotes its total variation measure.

Assumption 1. Let T be an m-dimensional integral current of Rm+n with support in Σ ∩ B6
√

m,
where Σ is given by the graph of Ψp : TpΣ ∩ B7

√
m → TpΣ⊥. We assume that

Σ is a C2,α-submanifold of B7
√

m, (2.1)
T is an area minimizing current in Σ ∩ B6

√
m, (2.2)

∂T B6
√

m = 0, (2.3)
Θm(T, 0) = Q ∈ N \ {0}, (2.4)

∥T∥(B6
√

mr)
rm

−Qωm
(
6
√
m
)m ≤ ε2

cm, ∀r ≤ 1, (2.5)

m0 = max{E, c(Σ)} ≤ ε2
cm ≪ 1, (2.6)

where εcm is a small positive number to be specified later, E := E(T,B6
√

m) = E(T,B6
√

m, π0) and
c(Σ) := supp∈Σ∩B6

√
m

∥DΨp∥C1,α .

We will say that a constant is a dimensional constant when it depends only on m and n, and
geometric constant when it depends on m,n and Q. We always use the notations C0 and c0 for
large and small geometric constants, respectively. We recall that from [6, Lemma 1.6], we have as
a consequence of Assumption 1, that

(p#T ) B11
√

m/2 = Q
r

B6
√

m

z
, (2.7)

and the height bound estimate that will be helpful to derive more refined bounds. Precisely, there
exists positive geometric constants C0, c0 > 0 such that

h
(
T B 23

√
m

4
,C5

√
m

)
≤ C0m

1
2m
0 , whenever εcm ≤ c0. (2.8)
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2.1 Whitney decomposition, behaviour of the various parameters, and stopping
conditions

We begin by setting up the Whitney decomposition that will allow us two construct the external
center manifold. To define this Whitney decomposition, we define the so-called stopping conditions
in which we use precise rates of decay for the excess and height of the current T to determine
whether or not a m-cube should belong to such Whitney decomposition.

We will fix some notations on m-cubes and Whitney decomposition that will be used in this
work. For each j ∈ N, we denote by C j the family of closed dyadic cubes L of π0 := Rm ×{0} ∼= Rm

(such identification will be used without further mention) of the form

[a1, a1 + 2ℓ] × · · · × [am, am + 2ℓ] ⊂ π0,

where ℓ(L) := ℓ and 2−j = ℓ(L) is half of the side-length of the cube, ai ∈ 21−jZ, and we also set

−4 ≤ ai ≤ ai + 2ℓ(L) ≤ 4. (2.9)

We fix the notation for the center xL of the cube L, i.e. xL := (a1 + ℓ, . . . , am + ℓ). Next we
set C := ⋃

j∈N C j .

Definition 2.1. If H,L ∈ C , we say that:

(a) H is a descendant of L and L is an ancestor of H, if H ⊂ L;

(b) H is a child of L and L is the parent of H, if H ⊂ L and ℓ(H) = 1
2ℓ(L);

(c) H and L are neighbors if 1
2ℓ(L) ≤ ℓ(H) ≤ 2ℓ(L) and H ∩ L ̸= ∅.;

(d) {Hi}i0
i=N0

is called the genealogical tree of H, if Hi0 := H, HN0 ∈ C N0 , and each Hi is the
parent of Hi+1.

Let us recall the classical well known notion of Whitney decomposition in which we decompose
[−4, 4]m satisfies nice interactions among the cubes.

Definition 2.2. A Whitney decomposition of [−4, 4]m ⊂ π0 consists of a closed set Γ ⊂ [−4, 4]m
and a family W ⊂ C satisfying the following properties:

(w1) Γ ∪
⋃

L∈W L = [−4, 4]m, and Γ does not intersect any element of W ;

(w2) the interiors of any pair of distinct cubes H,L ∈ W are disjoint, i.e., H̊ ∩ L̊ = ∅;

(w3) if H,L ∈ W have nonempty intersection, then 1
2ℓ (H) ≤ ℓ (L) ≤ 2ℓ (H).

Note that, if H,L ∈ W have nonempty intersection and (Γ,W ) is a Whitney decomposition,
then H and L are neighbors. We now show the behaviour of the various parameters that we need
to prove the existence of the external center manifold. This hierarchy of the parameters ensures
that we can indeed choose such parameters in a way that all the assumptions of the statements of
Section 3 are satisfies. Henceforth, we denote by εla > 0 and γla > 0 the geometric constants ε1
and γ1 given by the strong Lipschitz approximation, [5, Thm 2.4]. Note that the author in [5] only
assume C2 regularity of Σ.
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Assumption 2 (Hierarchy of the parameters for the external center manifold). γh and γe are two
fixed exponents satisfying:

γh = 4γe = min
{ 1

2m,
γla

100

}
.

M0 is positive real number and N0 = N0(M0) a natural number under the following assumptions:

M0 ≥ C0(m,n, n̄, Q) ≥ 4, and
√
mM027−N0 ≤ 1.

Ce and Ch are positive real numbers for which, throughout the paper, we always assume:

• Ce = Ce(γe,M0, N0) ≥ 6mM−m
0 2(N0+6)(m+2−2γe),

• Ch = Ch(γh,M0, N0, Ce(γe,M0, N0)) ≥ C
1/2
e C0

(
M0 + 2N0(1+γh)

)
.

Finally, εcm = εcm(γe, γh,M0, N0, Ce, Ch) > 0 will be a small parameter.

This hierarchy is the very same that appears in [7, Assump 1.8 and 1.9]. From now on, we give
several properties of our Whitney decomposition given by the stopping cubes conditions. First of
all, thanks to property (2.7), given a cube H ∈ C , there exists yL ∈ Rn such that pL := (xL, yL) ∈
spt(T ). We also define

rL := M0
√
mℓ(L).

We will usually call generation of the cube L the number − log2(ℓ(L)) ∈ N and satellite balls the balls
B
(
pL, 26rL

)
. We use an abuse of notation on the balls that we work with, for instance Br (pL, πH)

is not precise since pL /∈ πH can totally occur, however, we understand it as Br (pπH (pL), πH).
This abuse of notation will make the text more fluid and clear, furthermore it does not affect the
mathematics in it, since up to translations everything work properly.

Definition 2.3 (Stopping cubes conditions). For L ∈ C , we define the families of cubes S ⊂ C
and W = We ∪ Wh ∪ Wn ⊂ C with the convention that

S j = S ∩ C j , W j = W ∩ C j , and W j
□ = W□ ∩ C j , for □ = h, n, e.

We set W i = S i = ∅ for i < N0. We define the next generations, i.e., j ≥ N0, inductively: if no
ancestor of L ∈ C j is in W , then

L ∈ W j
e if E

(
T,B

(
pL, 26rL

))
> Cem0ℓ(L)2−2γe ; (Stops for the excess)

L ∈ W j
h if L /∈ W j

e and h
(
T,B

(
pL, 26rL

))
> Chm

1
2m
0 ℓ(L)1+γh ; (Stops for the height)

L ∈ W j
n if L /∈ W j

e ∪ W j
h but it intersects an element of W j−1; (Stops by neighboring)

L ∈ S j if L /∈ W j
e ∪ W j

h ∪ W j
n . (Subdividing cubes)

Lastly, we define what we call the contact set as follows

Γ := [−4, 4]m\
⋃

L∈W

L =
⋂

j≥N0

⋃
L∈S j

L.

Observe that, if j > N0 and L ∈ S j ∪ W j , then necessarily its parent belongs to S j−1.
Otherwise, its parent would not be subdivided, i.e., it would be a stopping cube and then the
children must not exist.
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2.2 Fine properties of the Whitney decomposition

All results disclosed in this subsection are not proved in this paper, one can look in [7, Subsections
4.2 and 4.3] for the proofs. We warn the reader that to find out the relation among the constants
depending on the parameters M0, N0, it is enough to carefully keep track of all choices of constants
in [7, Subsections 4.2 and 4.3]. We show that the set of cubes W defined by the stopping conditions
and the π0-contact set Γ (as in Definition 2.3) is a Whitney decomposition in the sense of Definition
2.2.
Proposition 2.4 (Whitney decomposition). Under Assumptions 1 and assuming M0

√
m27−N0 ≤

1, then (Γ,W ) is a Whitney decomposition of [−4, 4]m ⊂ π0. If we additionally have that

εcm ≤
( 1
C0

(√
m− 1

2

))m

≤ c0,

γh + γe ≤ 1,
Ce = Ce(γe,M0, N0) ≥ 6mM−m

0 2(N0+6)(m+2−2γe),

Ch = Ch(γh,M0, N0, Ce(γe)) ≥ C
1
2
e C0

(
M0 + 2N0(1+γh)

)
,

(2.10)

then we obtain that
W j = ∅ for j ≤ N0 + 6. (2.11)

Remark 2.5. Equation (2.11) is clearly stating that all the cubes belonging to the first 6 genera-
tions are always subdivided into other cubes.
Remark 2.6. We attract the reader’s attention to the following: Ch depends on γe through Ce, it
means Ch

C
1/2
e

only depends on m,n, γh,M0, N0.

A piece of essential information about our Whitney decomposition is the behavior we can extract
when comparing quantities among different cubes. More specifically, we disclose estimates on how
much the optimal planes πH , H ∈ W ∪ S , deviate from each other and from the basis π0, and
we give upper bound for the height function h of the current T in cylinders with center pL and
reference plane πH for possibly different cubes H and L. Last but not least, we state that the
portion of the support of the current spt(T ) inside those cylinders is contained in satellite balls.
Proposition 2.7 (Comparisons among cubes and optimal planes). Under Assumption 1. Assume
that the conclusion of Proposition 2.4 holds and

max
{64

7 ,
3
36 ,

3
64 ,

1
36

}
≤ M0 ≤ 2−7+N0

√
m

, and γh + γe ≤ 1,

εcm = εcm(M0, N0, Ch) ≤ c0 min
{(
M02−N0

)m
,
(
26−N0M0

)m2

, 2−mN0 ,

2
m2(6−N0)

2 −mN0M
m2

2 +m
0 ,max−1

{
Cm

h , 2
m2(N0−6)

2 M
m2

2
0

}}
,

(2.12)

then we get that

B
(
pH , 26rH

)
⊂ B

(
pL, 26rL

)
⊂ B5

√
m for all H,L ∈ W ∪ S with H ⊂ L. (2.13)

Assume further that

Ce = Ce(M0, N0) ≥
(
2−6+N06M−1

0

)m
2 , and Ch = Ch(M0, N0) ≥ C0 max

{
2N0 ,

(
2N0−6M−1

0

)m
2
}
.

If H,L ∈ W ∪ S , and either (a) H ⊂ L, or (b) H ∩ L ̸= ∅ and 2−1ℓ(L) ≤ ℓ(H) ≤ ℓ(L), then
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(i) |π̂H − πH | ≤ Cem
1
2
0 ℓ(L)1−γe;

(ii) |πH − πL| ≤ Cem
1
2
0 ℓ(L)1−γe;

(iii) |πH − π0| ≤ Cem
1
2
0 ;

(iv) h(T,C(pH , 36rH , π0)) ≤ Chm
1

2m
0 ℓ(H) and spt(T ) ∩ C(pH , 36rH , π0) ⊂ B

(
pH , 26rH

)
;

(v) h(T,C(pL, 36rL, π)) ≤ Chm
1

2m
0 ℓ(L)1+γh and spt(T ) ∩ C(pL, 36rL, π) ⊂ B

(
pL, 26rL

)
for π =

πH , π̂H .

We exhibit upper bounds for the excess and height of stopping cubes. We recall that the
stopping conditions give only lower bounds to the excess and height.

Corollary 2.8 (Upper bounds for stopping cubes). Provided the conclusions of Proposition 2.7
hold. For every L ∈ W , we have that

Cem
1
2
0 ℓ(L)2−2γe < E

(
T,B

(
pL, 26rL

))
≤ 2m+2−2γeCem

1
2
0 ℓ(L)2−2γe , (2.14)

Chm
1

2m
0 ℓ(L)1+γh < h

(
T,B

(
pL, 26rL

))
≤ 21+γh

(
Ch +M0

√
mCe

)
m

1
2m
0 ℓ(L)1+γh . (2.15)

The Constancy Lemma [9, 4.1.17] is used to prove that the property (2.7) also holds for tilted
cylinders.

Lemma 2.9 (Full projection property on tilted planes). Under Assumptions 1, assume the con-
clusions of Proposition 2.7 hold. We additionally assume that

εcm = εcm(M0, N0, Ce) ≤ C0
(Ce)m

. (2.16)

Let H,L ∈ W ∪ S such that either (a) H ⊂ L, or (b) H ∩ L ̸= ∅ and 2−1ℓ(L) ≤ ℓ(H) ≤ ℓ(L).
Then, for π = πH , π̂H , we have that

pπ# (T C(pL, 32rL, π)) = Q JB32rL (pL, π)K .

3 Existence of the external center manifold

We start fixing a convolution kernel ϱ ∈ C∞(B1) which is radial and satisfies
∫
ϱ = 1 and∫

|x|2ϱ(x)dx = 0. For t > 0, we define ϱt as ϱt(x) := t−mϱ(x/t). We will also always assume
that ϑ ∈ C∞

c ([−17
16 ,

17
16 ], [0, 1]).

3.1 Lipschitz approximations on tilted cylinders and interpolating functions

Definition 3.1 (π-approximations). Let L ∈ S ∪ W and π an arbitrary m-dimensional plane. If
T C(pL, 32rL, π) is under the assumptions of [5, Thm 2.4] in the cylinder C(pL, 32rL, π), then the
Q-valued map fL : B8rL (pL, π) → AQ(π⊥) given by [5, Thm 2.4] is called π-approximation of T in
C(pL, 8rL, π).
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Definition 3.2 (Smoothed average). The single valued map ĥL : B7rL (pL, π) → π⊥ given by
ĥL := (η ◦ fL) ∗ ϱℓ(L) is called smoothed average of the π-approximation.

Proposition 3.3 (Existence of interpolating functions). Assume the conclusions of Proposition
2.7 holds true. Then, we have

(i) For π ∈ {πH , π̂H}, we have that (pπ)#T C(pL, 32rL, π) = Q JB32rL (pL, π)K and T satisfies
the assumptions of [5, Theorem 2.4].

Furthermore, let fHL be the πH-approximation of T in C(pL, 8rL, πH) and ĥHL := (η ◦ fHL) ∗ ϱℓ(L)
it smoothed average. Set κ := π⊥

H ∩ TpH Σ, h̄HL := pTpH
Σ(ĥHL), and hHL := (h̄HL,ΨpH ◦ h̄HL).

We then have

(ii) there is a smooth function g∗
HL : B4rL (pL, π0) → π⊥

0 such that Gg∗
HL

= GĥHL
C(pL, 4rL, π0),

(iiii) there is a smooth function gHL : B4rL (pL, π0) → π⊥
0 such that GgHL = GhHL

C(pL, 4rL, π0).

Remark 3.4. Note that h̄HL’s definition includes a composition with a function depending on Σ,
however the function pTpH

Σ is fixed for each H, i.e., it is a fixed linear function. Hence, h̄HL does
not depend on the C2,α-regularity of Σ.

Definition 3.5 (Glued interpolation). Set ϑL(x) := ϑ(x−xL
ℓ(L) ) and define, for each x ∈ (−4, 4)m,

the glued interpolating functions at step j to be

φ̂j :=
∑

L∈Pj ϑLgL∑
L∈Pj ϑL

and φ∗
j :=

∑
L∈Pj ϑLg

∗
L∑

L∈Pj ϑL
.

3.2 Construction of the external center manifold M∗

The main goal of this subsection is to show (Theorem 3.7) the existence of the external center
manifold M∗ which is a C3,κ, κ > 0, submanifold of Rm+n. The external center manifold does
not necessarily lie within Σ. Furthermore, we can construct (Theorem 3.6) a center manifold M
similarly to the classical approach (as in [7]) that lies inside Σ, it will be, however, only of class
C2,α.

Theorem 3.6 (Existence of the center manifold M). Under Assumption 1 and Assumption 2,
there is a positive constant C = C(γe, γh,M0, N0, Ce, Ch) such that, for any j ≥ N0, the glued
interpolating functions φj satisfy

(A) ∥φj∥C0 ≤ Cm1/2m
0 ;

(B) ∥D2φj∥C0,α ≤ Cm1/2
0 ;

(C) if H ∈ W i and L is the cube concentric to H with ℓ(L) = 9ℓ(H)/8, then φj = φk on L for
any j, k ≥ i+ 2;

(D) φj convergence in C2 to a map φ and M := graph(φ|(−4,4)m) is a C2,α submanifold of Σ.

Theorem 3.7 (Existence of the external center manifold M∗). Under Assumption 1 and Assump-
tion 2, there is a positive constant C = C(γe, γh,M0, N0, Ce, Ch) such that, for any j ≥ N0, the
glued interpolating functions φ∗

j satisfy
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(A*) ∥φ∗
j∥C0 ≤ Cm1/2m

0 ;

(B*) ∥D3φ∗
j∥C0,κ ≤ Cm1/2

0 ;

(C*) if H ∈ W i and L is the cube concentric to H with ℓ(L) = 9ℓ(H)/8, then ϕ∗
j = ϕ∗

k on L for
any j, k ≥ i+ 2;

(D*) φ∗
j convergence in C3 to a map φ∗ and M∗ := graph(φ∗|(−4,4)m) is a C3,κ submanifold of

Rm+n.

In order to prove the existence of M and M∗, we implement an argument similar to [7]. We
start showing how to derive both existences from the constructions estimates that we state below.

Proposition 3.8 (Construction estimates). Under Assumption 1 and Assumption 2, there is a
positive constant C = C(γe, γh,M0, N0, Ce, Ch) such that, setting κ = min{α, γla}/2, the following
hold:

(i) ∥gH∥C0(B)+∥g∗
H∥C0(B) ≤ Cm1/2m

0 and ∥gH∥C2,α(B)+∥g∗
H∥C3,κ(B) ≤ Cm1/2

0 for B := B4rH (xH , π0);

(ii) if H ∩ L ̸= ∅, then ∥gH − gL∥Cl(BrH
(xH ,π0)) ≤ Cm1/2

0 ℓ(L)3+min{α,γla}−h for any l ∈ {0, 1, 2}
and ∥g∗

H − g∗
L∥Ch(BrH

(xH ,π0)) ≤ Cm1/2
0 ℓ(L)3+2κ−l for every h ∈ {0, 1, 2, 3};

(iii) |D2gH(xH)−D2gL(xL)| ≤ Cm1/2
0 |xH−xL|1+min{α,γla} and we also have |D3g∗

H(xH)−D3g∗
L(xL)| ≤

Cm1/2
0 |xH − xL|κ;

(iv) ∥gH −yH∥C0 +∥g∗
H −yH∥C0 ≤ Cm1/2m

0 ℓ(H) and |πH −T(x,gH(x))GgH |+ |πH −T(x,g∗
H(x))Gg∗

H
| ≤

Cm1/2
0 ℓ(H)1−γe for all x ∈ H;

(v) if L′ is a cube concentric to L ∈ W j with ℓ(L′) = 9ℓ(L)/8, we have ∥φ̂i − gL∥L1(L′) + ∥φ∗
i −

g∗
L∥L1(L′) ≤ Cm1/2

0 ℓ(L)m+3+min{α,γla} for any i ≥ j.

Proof of Theorem 3.6 and Theorem 3.7. Define χH := ϑH/(
∑

L∈Pj ϑL) for each H ∈ Pj and
φj(x) := (φ̄j(x),Ψ(x, φ̄j(x))). Note that∑

H∈Pj

χH =
∑

H∈Pj(L)
χH = 1 on [−4, 4]m, (3.1)

∥DlχH∥C0 ≤ C0ℓ(H)−l, ∀l ∈ N, (3.2)

∥DlχH∥C0,θ ≤ C(θ)
ℓ(H)l+θ

. (3.3)

By definition of φ̂j and φ∗
j , we have

∥φ̂j∥C0 + ∥φ∗
j∥C0 ≤

∑
L∈Pj(H)

∥gL∥C0 + ∥g∗
L∥C0

(ii) of Prop. 3.8
≤ Cm1/2m

0 ,

where the summation sign disappeared by reasons of the cardinality of Pj(H) is bounded by a
dimensional constant C0. This and the definition of φj and φ∗

j conclude the proof of (A) and (A∗).
From (3.1), whenever x ∈ H, we achieve that

φ̂j(x) = gH(x)+
∑

L∈Pj(H)
(gL −gH)(x)χL(x) and φ∗

j (x) = g∗
H(x)+

∑
L∈Pj(H)

(g∗
L −g∗

H)(x)χL(x). (3.4)



11

Differentiating the first equation in (3.4), we infer that

∥D2φ̂j∥C0,α ≤ ∥D2gH∥C0,α + C0

2∑
l=0

∑
L∈Pj(H)

(
∥Dl(gH − gL)∥C0,α∥D2−lχL∥C0

+∥Dl(gH − gL)∥C0∥D2−lχL∥C0,α

)
(3.2),(3.3)

≤ ∥D2gH∥C0,α + C(α)
2∑

l=0

∑
L∈Pj(H)

ℓ(L)l−2
(
∥Dl(gH − gL)∥C0,α

+∥Dl(gH − gL)∥C0ℓ(L)−α
)

(i) of Prop. 3.8
≤ Cm1/2

0 + C(α)
2∑

l=0

∑
L∈Pj(H)

ℓ(L)l−2
(
∥Dl(gH − gL)∥C0,α

+∥Dl(gH − gL)∥C0ℓ(L)−α
)
.

Notice that for each l ∈ {0, 1, 2} and L ∈ Pj(H), it holds

ℓ(L)l−2∥Dl(gH − gL)∥C0,α

(ii) of Prop. 3.8
≤ Cm1/2

0 ℓ(L)1−α+min{α,γla},

whereas we also obtain

∥Dl(gH − gL)∥C0ℓ(L)l−2−α
(ii) of Prop. 3.8

≤ Cm1/2
0 ℓ(L)1−α+min{α,γla},

The last three inequalities lead to

∥D2φ̂j∥C0,α(H) ≤ Cm1/2
0 ℓ(L)1−α+min{α,γla}, (3.5)

where we use that the cardinality of Pj(H) is bounded by a dimensional constant. Note that the
estimate on the Holder norm in (3.5) is only on the cube H, we need to extend it uniformly to the
whole cube (−4, 4)m to prove (B). To that end, we fix x, y ∈ (−4, 4)m and H,L ∈ Pj such that
x ∈ H and y ∈ L.

If H ∩ L ̸= ∅, the proof is trivial by (3.5) and the triangle inequality. If H ∩ L = ∅, we prove
the last inequality as follows. Without loss of generality, assume that ℓ(L) ≥ ℓ(H), then by simple
geometric considerations, we have

max{|x− xH |, |y − xL|} ≤
√
mℓ(L) ≤ 2

√
m|x− y|.

Using that φ̂j ≡ gY on a neighborhood of xY for any cube Y ∈ Pj , we thus obtain

|D2φ̂j(x) −D2φ̂j(y)| ≤ |D2φ̂j(x) −D2φ̂j(xH)| + |D2gH(xH) −D2gL(xL)| + |D2φ̂j(xL) −D2φ̂j(y)|
(iii) of Prop. 3.8,(3.5)

≤ Cm1/2
0 |xH − xL|1−α+min{α,γla}.

This inequality and an easy application of the chain rule on φj finish the proof of (B). Notice that
the proof of (B∗) goes in the very same lines of the four previous displayed equations with the use
of the bound on the third derivatives of g∗

H and g∗
L provided by Proposition 3.8 in items (i), (ii),

and (iii).
Fix H ∈ W i and j ≥ i+ 2, by construction, we have Pj(H) = P i+2(H) ⊂ W . If L is the cube

concentric to H with ℓ(L) = 9ℓ(H)/8, recalling the definition of ϑY , we easily ensure spt(ϑY )∩L = ∅
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for all cubes Y /∈ Pj(H). Hence, (C) and (C∗) are verified. We finally start the proof of (D).
Differentiating the first equality in (3.4) and putting (3.2) into account, for l ∈ {0, 1, 2}, we obtain

∥Dlφ̂j∥C0 ≤ ∥DlgH∥C0 +
l∑

k=0

∑
L∈Pj(H)

∥Dk(gH − gL)∥C0ℓ(L)k−l

(i) of Prop. 3.8
≤ Cm1/2

0 +
l∑

k=0

∑
L∈Pj(H)

∥Dk(gH − gL)∥C0ℓ(L)k−l

(iii) of Prop. 3.8
≤ Cm1/2

0 .

(3.6)

Pick a point x ∈ (−4, 4)m such that x ∈ H ∩ L with L ∈ Pj and H ∈ Pj+1. Notice that

φ̂j(xH) = gH(xH) and φ̂j+1(xL) = gL(xL), (3.7)

thus the following holds

|φ̂j(x) − φ̂j+1(x)| ≤ |φ̂j(x) − φ̂j(xH)| + |gH(xH) − gL(xL)| + |φ̂j+1(xL) − φ̂j+1(x)|

≤ C0
(
∥Dφ̂j∥C0 + ∥Dφ̂j+1∥C0(L)

)
ℓ(L) + |gH(xH) − yH |

+ |g(xL) − yL| + |pH − pL|
(3.6),(∗)

≤ Cm1/2
0 ℓ(L) = C2−j ,

in (∗) we use the same computation as in [13, Eq. 4.46]. Notice that the same bound holds to
φj due to the Lipschitz continuity of Ψ. So, passing the last inequality to the limit, we obtain
that (φj)j≥N0 uniformly converges to a map φ. It is straightforward to derive the C2 convergence,
indeed it is concluded as follows

|D2φ̂j(x) −D2φ̂j+1(x)|
(3.7)
≤ |Dhφ̂j(x) −D2φ̂j(xH)|

|x− xH |α
|x− xH |α + |D2gH(xH) −D2gL(xL)|

+ |D2φ̂j+1(xL) −D2φ̂j+1(x)|
|x− xH |α

|x− xH |α

(iii) of Prop. 3.8,(3.5)
≤ Cℓ(L)1+min{α,γla} = C2−j(1+min{α,γla}).

The chain rule and the definition of φj assures that this bound is also true for φj . Again, using
the same argument and the bounds on the third derivatives given in Proposition 3.8, we obtain

|D3φ∗
j (x) −D3φ∗

j+1(x)| ≤ C2−2jκ.

At last, the Holder regularity of the external center manifold M∗ := graph(φ∗|(−4,4)m) and of the
center manifold M := graph(φ|(−4,4)m) are a consequence of the convergences above and (B∗) and
(B), respectively.

3.3 Proof of the construction estimates for M∗ through the elliptic system

Definition 3.9 (Tangential parts). Fix H ∈ Pj and let κ be the orthogonal complement of πH

in TpH Σ. Given p ∈ Rm+n, any set Ω ⊂ πH , and any function χ : p+ Ω → π⊥
H , the map pκ ◦ χ will

be called the tangential part of χ and denoted by χ̄.
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As it is well-known, from the minimality of T , one can derive an elliptic systems that leads to
great estimates on the πL-approximations that are gathered in Proposition 3.10. These estimates
in turn lead (not trivially, see Lemmas 3.11 and 3.13) to the bounds on the derivatives given in the
construction estimates (Proposition 3.8).

We mention that the following proof differs from the proof presented in [7], since the authors
rely on the C3,ε0-regularity of Σ to get the bounds on the error terms that will appear naturally
when investigating the first variation of the current GfHL

(see (3.18)).

Proposition 3.10 (Elliptic system). Assume Assumption 1 and Assumption 2, we denote B :=
B8rL (pL, πH) and σ := min{α, γla}. There is a positive constant C = C(γe, γh,M0, N0, Ce, Ch)
such that∣∣∣∣∫

B
D(η ◦ f̄HL) : Dζ + (pπH (x− pH)t) · L · ζ

∣∣∣∣ ≤ Cm0r
1+σ
H

(
rH∥ζ∥C1(B) + ∥ζ∥C0(B)

)
, (3.8)

for any test function ζ. Moreover

∥h̄HL − η ◦ f̄HL∥L1(B7rL
(xL,πH)) ≤ Cm0r

m+3+σ
L . (3.9)

Proof. We will denote geometric constants by C0, whereas C denotes constants depending upon
the parameters γh, γe,M0, N0, Ce and Ch. In order to simplify the notation, we fix a system of
coordinates (x, y, z) ∈ πH × κ × (TpH Σ)⊥ so that pH = (0, 0, 0). Although the domains of the
various maps are subsets Ω of pL + πH , from now on we will consider them as functions of x; i.e.,
we shift their domains to pπH (Ω). We also use ΨH for the map ΨpH which graph gives Σ as in
Assumption 1. Recall that ΨH(0, 0) = 0, DΨH(0, 0) = 0 and ∥ΨH∥C2,α ≤ m1/2

0 .
Given a test function ζ and any point q = (x, y, z) ∈ Σ, we consider the vector field χ(q) =

(0, ζ(x), DyΨ(x, y) · ζ(x)). The vector field χ is tangent to Σ, and therefore δT (χ) = 0. Thus, we
easly conclude that

|δGfHL
(χ)| = |δGfHL

(χ) − δT (χ)| ≤ C0

∫
C(pL,8rL,πH)

|Dχ|d ∥GfHL
− T∥ . (3.10)

Since we have ∥DΨH∥ ≤ m1/2
0 , choosing ε2 sufficiently small, we achieve

|χ| ≤ 2|ζ| and |Dχ| ≤ 2|Dζ| + 2|ζ|. (3.11)

We denote EHL := E(T,C(pL, 32rL, πH) and recall the estimates in [5, Theorem 1.4], where KHL ⊂
B8rL (pL, πH) is the bad set,

|DfHL| ≤ C0Eγla
HL + C0rA ≤ Cmγla

0 rγla
H , (3.12)

|fHL| ≤ C0h (T,C(pL, 32rL, πH)) + C0
(
E1/2

HL + rHA
)
rH ≤ Cm

1
2m
0 r1+γh

H , (3.13)∫
B8rL

(pL,πH)
|DfHL|2 ≤ C0EHLr

m
H ≤ Cm0r

m+2−2γe

H , (3.14)

|B8rL (pL, πH) \KHL| ≤ C0Eγla
HL

(
EHL + r2

HA2
)
rm

H ≤ Cm1+γla
0 r

m+(2−2γe)(1+γla)
H , (3.15)∣∣∣∣∥T∥ (C(pL, 8rL, πH)) − |B8rL (pL, πH) | − 1

2

∫
B8rL

(pL,πH)
|DfHL|2

∣∣∣∣ (3.16)

≤ C0Eγla
HL

(
EHL + r2

HA2
)
rm

H ≤ Cm1+γla
0 r

m+(2−2γe)(1+γla)
H .
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Concerning (3.13) observe that the statement of [5, Theorem 1.4] indeed bounds osc(fHL). More-
over, in our case we have pH = (0, 0, 0) ∈ spt(T ) and spt(T )∩ GfHL

̸= ∅. Thus we con-
clude |fHL| ≤ C0osc(fHL) + C0h (T,C(pL, 32rL, πH)). Taking selections fHL = ∑

i Jfi,HLK and
f̄HL = ∑

i

q
f̄i,HL

y
, we have that spt(GfHL

) ⊂ Σ implies

fHL =
Q∑

i=1

q
(f̄i,HL,ΨH(f̄i,HL))

y
. (3.17)

We have from [6, Theorem 4.1] (straightforwardly estimating Err with (3.12) and (3.14)) the fol-
lowing inequality for the first variation

δGfHL
(χ) = Err +

∫
B8rL

(pL,πH)

Q∑
i=1

(S1 + S2 + S3) : (S4 + S5) +Dxζ : Dxf̄i,HL,

Err ≤ C∥ζ∥C1m1+γla
0 rm+2−2γe+γla

H ,

(3.18)

where we are using the following notations

S1 := DxyΨH(x, f̄i,HL(x)) · ζ, S2 := (DyyΨH(x, f̄i,HL(x)) ·Dxf̄i,HL) · ζ
S3 := DyΨH(x, f̄i,HL(x)) ·Dxζ, S4 := DxΨH(x, f̄i,HL(x)), S5 := DyΨH(x, f̄i,HL(x)) ·Dxf̄i,HL.

Our goal now is to use (3.18) and (3.10) to prove the proposition. To that end, we will estimate all
related terms. Let us start with a Taylor expansion for ΨH ∈ C2,α using [2, Proposition 2.1] and
the aforementioned considerations for ΨH to derive the following bound

|DΨH(x, y) −DxDΨH(0, 0) · x−DyDΨH(0, 0) · y| ≤ C0∥ΨH∥C2,α(|x|2 + |y|2)1/2+α/2,

|D2ΨH(x, y) −D2ΨH(0, 0)| ≤ C0∥ΨH∥C2,α(|x| + |y|)α.

By (3.13) we have ∥(x, f̄i,HL(x))∥ ≤ C∥(x, fi,HL)∥ ≤ C|x|. Joining the last fact with ∥ΨH∥C2,α ≤
m1/2

0 and the last displayed inequalities, we infer the following

|DΨH(x, f̄i,HL(x)) −DxDΨH(0, 0) · x| = O
(
m1/2

0 r1+α
H

)
+O

(
m1/2

0 r1+α
H

)
, (3.19)

|DΨH(x, f̄i,HL(x))| ≤ m1/2
0 rH , (3.20)

|D2ΨH(x, f̄i,HL(x)) −D2ΨH(0, 0)| = O
(
m1/2

0 rα
H

)
, (3.21)

|D2ΨH(x, f̄i,HL(x))| ≤ m1/2
0 . (3.22)

We now start to estimate the several quantities appearing in (3.18). Henceforth we omit the domain
of integration B8rL (pL, πH) for the sake of simplicity. We begin as follows∫ Q∑

i=1
S1 : S4

(3.22),(3.19)=
∫ Q∑

i=1
(DxyΨH(x, f̄i,HL(x)) · ζ) : (DxDΨH(0, 0) · x)

+O

(
m0r

1+min{α,γla}
H

∫
|ζ|
)

(3.21),(3.20)=
∫ Q∑

i=1
(DxyΨH(0, 0) · ζ) : (DxDΨH(0, 0) · x)

+O

(
m0r

1+min{α,γla}
H

∫
|ζ|
)

=: O
(

m0r
1+min{α,γla}
H

∫
|ζ|
)

+
∫
xt · L1,4 · ζ,

(3.23)
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where L1,4 = L1,4(D2ΨH(0, 0)) is defined in the last inequality and we bring the reader’s attention
to the fact that it does not depend on L. It is easy to see that L1,4 is a quadratic form of D2ΨH(0, 0).
We also have ∫ Q∑

i=1
S1 : S5

(3.22),(3.20),(3.12)= O

(
m1+γla

0 r1+γla
H

∫
|ζ|
)
. (3.24)

Now that we handled the terms involving S1, let us turn the attention to S2. We have

∫ Q∑
i=1

S2 : (S4 + S5) (3.22),(3.20),(3.12)= O

(
m1+γla

0 r1+γla
H

∫
|ζ|
)
. (3.25)

It remains to take care of S3, we proceed as follows

∫ Q∑
i=1

S3 : S5
(3.22),(3.20),(3.12)= O

(
m1+γla

0 r2+γla
H

∫
|Dζ|

)
. (3.26)

Additionally, we obtain

∫ Q∑
i=1

S3 : S4
(3.19),(3.20)=

∫ Q∑
i=1

((DyxΨH(0, 0) · x) ·Dxζ) : DxΨH(x, f̄i,HL(x))

+O

(
m0r

2+min{α,γla}
H

∫
|Dζ|

)
(3.19),(3.22)=

∫ Q∑
i=1

((DyxΨH(0, 0) · x) ·Dxζ) : (DxxΨH(0, 0) · x)

+O

(
m0r

2+min{α,γla}
H

∫
|Dζ|

)
(∗)= O

(
m0r

2+min{α,γla}
H

∫
|Dζ|

)
+
∫
xt · L3,4 · ζ,

(3.27)

where in (∗) we integrate by parts and define L3,4 = L3,4(D2ΨH(0, 0)) in accordance with the
equality. As before, we bring the reader’s attention to the fact that L3,4 does not depend on L
and is a quadratic form of D2ΨH(0, 0). Denoting L = L(D2ΨH(0, 0)) := L1,4 + L3,4 and putting
together (3.18), (3.23), (3.24), (3.25), (3.26), and (3.27), we obtain that

δGfHL
(χ) =

∫ (
Dxη ◦ f̄HL : Dxζ + xt · L · ζ

)
+O

(
∥ζ∥C1m1+γla

0 rm+2−2γe+γla
H

)
+O

(
m0r

1+min{α,γla}
H ∥ζ∥L1

)
+O

(
m0r

2+α
H ∥Dζ∥L1

)
.

Such equation inserted into (3.10) generates∣∣∣∣∫ Dxη ◦ f̄HL : Dxζ + xt · L · ζ
∣∣∣∣ ≤ O

(
∥ζ∥C1m1+γla

0 rm+2−2γe+γla
H

)
+O

(
m0r

2+α
H ∥Dζ∥L1

)
+O

(
m0r

1+min{α,γla}
H ∥ζ∥L1

)
+ C0

∫
|Dζ|dϑ,

(3.28)

where we are using for any Borel set E

ϑ(E) := Hm(E \KHL) + ∥T∥((E \KHL) × Rn) and ∥T − GfHL
∥(E × Rn) ≤ C0ϑ(E).
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The same argument provided in [7, Eq. 5.20] ensures that

ϑ(B8rL (pL, πH)) ≤ Cm0r
m+2−2γe+γla
H .

By (3.28) and the last inequality, we derive that∣∣∣∣∫ Dxη ◦ f̄HL : Dxζ + xt · L · ζ
∣∣∣∣ ≤ O

(
∥ζ∥C1m0r

m+2−2γe+γla
H

)
+O

(
m0r

2+α
H ∥Dζ∥L1

)
+O

(
m0r

1+min{α,γla}
H ∥ζ∥L1

)
.

(3.29)

Thanks to the choice of the exponents, we have γla − 2γe = 49γla/50 < 0, hence (3.8) follows. The
proof of the moreover part goes along the very same line of the proof of [7, Eq. 5.2] using (3.8), we
omit it here.

For the sake of clarity and completeness, we will state the following two lemmas that will be
used in the proof of 3.8.

Lemma 3.11 (From the elliptic system to Cj estimates). Assume Assumption 1 and Assumption 2
and set B′ := B5rH (pH , πH) and B := B4rH (pH , πH). Then, we obtain that

∥h̄HL − h̄H∥Cj(B′) + ∥g∗
HL − g∗

H∥Cj(B) ≤ Cm1/2
0 ℓ(L)3+min{α,γla}−j , j ∈ {0, 1, 2, 3}, (3.30)

∥h̄HL − h̄H∥C3,θ(B′) + ∥g∗
HL − g∗

H∥C3,θ(B′) ≤ Cm1/2
0 ℓ(L)min{α,γla}−θ, ∀θ ∈ (0, 1), (3.31)

∥hHL − hH∥Cj(B′) + ∥gHL − gH∥Cj(B) ≤ Cm1/2
0 ℓ(L)3+min{α,γla}−j , j ∈ {0, 1, 2}, (3.32)

∥hHL − hH∥C2,α(B′) + ∥gHL − gH∥C2,α(B) ≤ Cm1/2
0 ℓ(L)1−α+min{α,γla}. (3.33)

Consequently, items (i) and (iv) of Proposition 3.8 hold.

Remark 3.12. Notice that h̄HL and g∗
HL are proven to be in fact of class C3,min{α,γla}. On the

other hand, since hHL is a composition of ΨH and h̄HL, the regularity of hHL (and consequently
of gHL) do not always exceed C2,α which is Σ’s regularity.

Proof. The proof of [7, Lemma 5.3] works in the same lines using Proposition 3.10 instead of [7,
Proposition 5.2].

Lemma 3.13 (Tilted L1 estimates). Assume Assumption 1 and Assumption 2. We have that

∥hHJ − ĥLM ∥L1(B2rJ
(pJ ,πH)) ≤ Cm0ℓ(J)m+3+min{α,γla}. (3.34)

Proof. The very same proof given in [7, Lemma 5.5].

We are now able to derive the construction estimates for the functions gHL and g∗
HL.

Proof of Proposition 3.8. Since κ = min{α, γla}/2, recall that (i) and (iv) are proven in Lemma 3.11.
Let us show how to prove (ii). Take H,L ∈ Pj with nonempty intersection. We show that the
inequality

∥hH − ĥL∥L1(B2rH
(pH ,πH)) ≤ Cm1/2

0 ℓ(L)m+3+min{α,γla} (3.35)

holds true. If ℓ(L) = ℓ(H), it is a direct consequence of Lemma 3.13. If ℓ(L) = 2ℓ(H), take J to
be the father of H. It is clear that J ∩ L ̸= ∅, therefore we can apply Lemma 3.13 to obtain

∥hHJ − ĥL∥L1(B2rH
(pH ,πH)) ≤ Cm0ℓ(L)m+3+min{α,γla}.
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On the other hand, by (3.32), we have

∥hH − hHJ∥L1(B2rH
(pH ,πH)) ≤ Cm1/2

0 ℓ(L)m+3+min{α,γla}.

The last two inequalities prove the validity of (3.35) in the latter case. Recalling that by construc-
tion, we have GgX C(xH , rH , π0) = GhX

C(xH , rH , π0) (same with g∗ and ĥ) for X ∈ {L,H}.
Thus, as a consequence of [7, Lemma B.1] we deduce

∥gH − gL∥L1(BrH
(xH ,π0)) + ∥g∗

H − g∗
L∥L1(BrH

(xH ,π0)) ≤ Cm1/2
0 ℓ(L)m+3+min{α,γla}. (3.36)

The fact that ∥gH − gL∥C2,α(BrH
(xH ,π0)) ≤ Cm1/2

0 ℓ(L)1−α+min{α,γla} (see (3.33)) and the last in-
equality together with

∥Dj(gH − gL)∥C0 ≤ Cr−m−j
L ∥gH − gL∥L1 + Cr2+α−j

L ∥D2(gH − gL)∥C0,α

imply (ii), for g∗
H and g∗

L the proof is exactly the same using (3.31) and

∥Dj(g∗
H − g∗

L)∥C0 ≤ Cr−m−j
L ∥g∗

H − g∗
L∥L1 + Cr3+κ−j

L ∥D3(g∗
H − g∗

L)∥C0,κ .

We now prove (v) since it is an easy consequence of (3.35) instead of (3.33). Indeed, if L ∈ W j and
i ≥ j, consider the subset P i(L) := {X ∈ P i : X ∩ L ̸= ∅}. Note that the cardinality of P i(L)
is bounded by a dimensional constant. If L′ is a cube concentric to L with ℓ(L′) = 9ℓ(L)/8, by
definition of φ̂j and the last considerations, we have

∥φ̂i − gL∥L1(L′) + ∥φ∗
i − g∗

L∥L1(L′) ≤ C
∑

X∈Pi(L)

(
∥gH − gL∥L1(BrX

(xX ,π0)) + ∥g∗
H − g∗

L∥L1(BrX
(xX ,π0))

)
(3.36)

≤ Cm1/2
0 ℓ(L)m+3+min{α,γla},

which is exactly (v). Aiming at proving (iii), we take J to be any ancestor of H and H0 =
H, . . . ,Hi0 = J a chain of cubes such that Hi is the father of Hi−1. Then, we have

|D2gH(xH) −D2gJ(xJ)| ≤
i0∑

i=0
|D2gHi(xHi) −D2gHi+1(xHi+1)|

(3.33)
≤ Cm1/2

0 ℓ(J)1+min{α,γla}. (3.37)

If we now take any random par of cubes H,L ∈ Pj , we choose JH and JL to be the first ancestors
of H and L, respectively, such that JH ∩ JL ̸= ∅. We then have

|D2gH(xH) −D2gL(xL)| ≤ |D2gH(xH) −D2gJH
(xJH

)| + |D2gJH
(xJH

) −D2gJL
(xJL

)|
+ |D2gL(xL) −D2gJL

(xJL
)|

(3.37),(3.33)
≤ Cm1/2

0 max{ℓ(JH), ℓ(JL)}1+min{α,γla}.

By construction, one can check that |xH − xL| ≥ c0 max{ℓ(JH), ℓ(JL)}, the last inequality and
this consideration finish the proof of (iii). Again, it is a straightforward adaptation to prove the
statement in (iii) for g∗

H and g∗
L.
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4 Normal approximation on the external center manifold

Having now the existence of the external center manifold, Theorem 3.7, we can construct the M∗-
normal approximation (Theorem 4.7) which is a Q-valued function defined on M∗ whose graph
induces a current that approximates T in cylinders defined by Whitney regions (p−1(L) for L
being a Whitney region). Let us make this notion precise below.

Definition 4.1 (Whitney regions). Let M∗ be the external center manifold relative to π0 and
(Γ,W ) the Whitney decomposition associated to it. Defining Φ∗(x) := (x,φ∗(x)), we call Φ∗(Γ)
the contact set. Moreover, to each L ∈ W , we set the Whitney region L on M∗ to be the following
set L := Φ∗(J ∩ [−7

2 ,
7
2 ]m) where J is the cube concentric to L with side-length equal to 17ℓ(L)/16.

Definition 4.2. Let M∗ be an external manifold as in Theorem 3.7, we define

• U∗ :=
{
x ∈ Rm+n : ∃!y = p∗(x) ∈ M∗, |x− y| < 1, and (x− y) ⊥ M∗} ,

• p∗ : U∗ → M∗ is the map defined by the previous bullet,

• ∂lU∗ := (p∗)−1(∂M∗) is the lateral boundary of M∗.

Assumption 3. Under Assumptions 1 and 2, we further possibly decrease εcm > 0 in order to
have that p∗ ∈ C1,α(U∗) and (p∗)−1(y) = y + B1 (0, TpM∗) for every y ∈ M∗.

We are now in position to prove the following corollary of the constructions made so far.

Corollary 4.3. Under Assumption 1, Assumption 2, and Assumption 3, we have

(i) spt(∂(T U∗)) ⊂ ∂lU∗, spt(T [−7
2 ,

7
2 ] × Rn) ⊂ U∗, and p∗(T U∗) = Q JM∗K;

(ii) spt(⟨T,p∗,Φ∗(q)⟩) ⊂
{
y : |Φ∗(q) − y| ≤ Cm1/2m

0 ℓ(L)1+γh

}
for every q ∈ L ∈ W , where C =

C (γe, γh,M0, N0, Ce, Ch);

(iii) ⟨T,p∗, p⟩ = Q JpK for every p ∈ Φ∗(Γ).

Remark 4.4. Notice that, the set U∗ is not necessarily contained in Σ which is not an issue when
paralleled to the approach in [7, Corollary 2.2]. Indeed, one can see that the set U in [7, Corollary
2.2] is not guaranteed to be within Σ.

U⋆

spt(T )

Σ

M⋆

Proof. The proof of the first and third affirmations in item (i), items (ii), and (iii), are the same
as presented in [7, Corollary 2.2]. Let us prove spt(T [−7

2 ,
7
2 ] × Rn) ⊂ U∗. Pick a point p ∈

spt(T [−7
2 ,

7
2 ]×Rn) and denote by p′ the first m coordinates of pπ0(p), then p0 := (p′,φ∗(p′)) ∈ M∗.
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If p′ ∈ Γ, it follows from item (iii) that p0 ∈ Φ∗(Γ) ∩ spt(T ) and thus, by (2.8), |p − p0| < 1. If
p′ ∈ H where H ∈ W j for some j, we can proceed as follows:

|p− p0| ≤ |p− pH | + |pH − p0|
Prop. 2.7 (iv)

≤ 26rH + |pH − p0| = 26M0
√
mℓ(L) + |pH − p0|.

Therefore, it remains to bound |pH − p0|. We show this bound below:

|pH − p0| ≤ |p′ − xH | + |φ∗
j (p′) − yH | + |φ∗

j (p′) − φ∗(p′)|
p′∈H
≤

√
mℓ(H) + |φ∗

j (p′) − yH | + |φ∗
j (p′) − φ∗(p′)|

Thm. 3.7 (A∗)
≤

√
mℓ(H) + Cm1/2m

0 + |yH | + |φ∗
j (p′) − φ∗(p′)|

Prop. 2.7 (iv)
≤

√
mℓ(H) + Cm1/2m

0 + Chm1/2m
0 ℓ(H) + |φ∗

j (p′) − φ∗(p′)|
p0∈M∗,Thm. 3.7 (A∗, D∗)

≤ Cm1/2m
0 < 1.

We proved that |p−p0| < 1 always holds true. Therefore, by Assumption 3, we get that p ∈ U∗.

A notion of Lipschitz approximation for nonlinear domains is given below with respect to M∗.
Opportunely, we highlight the fact that the M∗-normal approximations are required to take values
in Σ, see item (ii) in Definition 4.5. Even though F and N will be defined on the external center
manifold (which possibly lies outside Σ, in contrast with [7]), their values are trapped in Σ which
will be important for computing inner and outer variations in what follows.

Definition 4.5 (M∗-normal approximation). An M∗-normal approximation of T is given by a
pair (K, F ) such that

(i) F : M∗ → AQ(U∗) is Lipschitz w.r.t. the geodesic distance in M∗ and F (p) = ∑
i Jp+Ni(p)K

where N : M∗ → AQ(Rm+n) is called the normal part of F ,

(ii) Ni(p) ⊥ TpM∗ and p+Ni(p) ∈ Σ for any p ∈ M∗ and i,

(iii) K ⊂ M∗ is a closed set that contains Φ∗(Γ ∩ [−7
2 ,

7
2 ]m) and TF (p∗)−1(K) = T (p∗)−1(K).

Remark 4.6. We point out that Ni is not necessarily tangent to Σ. In fact, this is often the case,
it can be explicitly seen in the proof of Theorem 4.7 when we construct the map Ξ.

We now state the existence and fine properties of an M∗-normal approximation. The strategy
of the proofs of Theorem 4.7 and Corollary 4.8 follow [7, Thm 2.4 and Cor 2.5] and the final bounds
are indeed the same. Nevertheless, given the difficulties of the C2,α setting, some estimates have
to be carefully carried out and the definition of the map N is also subtler. In fact, the authors
in [7] rely on the fact that M ⊂ Σ to construct a trivialization of class C2,α (given that in their
setting M,Σ ∈ C3,κ) of the normal bundle of M. A crucial fact in their analysis is that the normal
bundle of M is a subspace of the tangent bundle of Σ which is not guaranteed for the external
center manifold.

Theorem 4.7 (Local estimates for the M∗-normal approximation). Assume Assumptions 1, 2,
and 3, and let γna := min{γla/4, α}. If εcm = εcm(γe, γh,M0, N0, Ce, Ch) > 0 is sufficiently small,
then there exists a constant C = C (γe, γh,M0, N0, Ce, Ch) > 0 and an M∗-normal approximation
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(K∗, F ∗) such that, for every Whitney region L associated to a cube L ∈ W , the following estimates
hold true:

Lip (N∗|L) ≤ Cmγna
0 ℓ(L)γna and ∥N∗|L∥C0 ≤ Cm1/2m

0 ℓ(L)1+γh , (4.1)

Hm(L \ K∗) + ∥TF ∗ − T∥
(
(p∗)−1(L)

)
≤ Cm1+γh

0 ℓ(L)m+2+γh , (4.2)∫
L

|DN∗|2 ≤ Cm0ℓ(L)m+2−2γe . (4.3)

Moreover, for any a > 0 and any Borel V ⊂ L, we have∫
V

|η ◦N∗| ≤ Cm0
(
ℓ(L)m+3+γe/3 + aℓ(L)2+γna/2|V|

)
+ C

a

∫
V

G(N∗, Q Jη ◦N∗K)2+γna . (4.4)

Corollary 4.8 (Global estimates for the M∗-normal approximation). Under the Assumptions of
Theorem 4.7, N∗ is the map from Theorem 4.7, and denote M∗

0 := Φ∗([−7/2, 7/2]m). Then there
exists a constant C = C (γe, γh,M0, N0, Ce, Ch) > 0 such that

Lip(N∗|M∗
0
) ≤ Cmγna

0 and ∥N |M∗
0
∥C0 ≤ Cm1/2m

0 (4.5)

Hm(M∗
0 \ K∗) + ∥TF ∗ − T∥

(
(p∗)−1(M∗

0)
)

≤ Cm1+γh
0 (4.6)∫

M∗
0

|DN∗|2 ≤ Cm0. (4.7)

Proof of Theorem 4.7. Running the same argument as in [8, Subsection 6.2] with M∗ ∈ C3,κ (The-
orem 3.7) in place of the center manifold M which in our setting is only C2,α (Theorem 3.6), we
can apply [6, Theorem 5.1] for M∗ to get, for each L ∈ W j , Q-valued maps NL and FL satisfying
the following properties:

• NL : L′ ⊂ M∗ → AQ(Rm+n) and FL : L′ ⊂ M∗ → AQ(U∗), where L′ := Φ∗(J) with J being
the cube concentric to L with side-length ℓ(J) = 9ℓ(L)/8,

• FL(p) = ∑
i Jp+ (NL)i(p)K and (NL)i(p) ⊥ TpM∗ for every p ∈ L′,

• and GfL
((p∗)−1(L′)) = TFL

((p∗)−1(L′)).

The functions NL and FL do not satisfy all the properties required in Definition 4.5. For this
reason, we have to extend their domains of definition and modify them in order to take values
within Σ and be orthogonal to M∗. Indeed, when we run the argument on [7, page 537], we obtain,
using the same notation of [7], functions F̂ and N̂ defined on the whole external center manifold
M∗ satisfying that N̂i(p) ⊥ TpM∗ holds for every p ∈ M∗. Moreover, these functions also verify
items (i) and (iii) of Definition 4.5.

The next and last step is to modify F̂ in order to ensure item (ii) of Definition 4.5, i.e., that
p+Ni(p) ∈ Σ and Ni(p) ⊥ TpM∗ for every p ∈ M∗. Such step has to be done cautiously, since the
authors in [7] use the fact that M ⊂ Σ, thus we perform the complete proof.

Take p ∈ M∗ and p′ to be the nearest point to p in Σ. Due to the C2,α-regularity of Σ, the
correspondence p 7→ p′ is C1,α. Since M∗ is C3,κ and Σ is C2,α, arguing as in [6, App. A], there is
a global C1,α trivialization of ∪p∈M∗(TpM∗)⊥ ∩ Tp′Σ.
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Notice that (TpM∗)⊥ ∩ Tp′Σ always has dimension bigger or equal than one. In fact, the
dimensions of (TpM∗)⊥ and Tp′Σ are, respectively, equal to n and m + n̄, thus the dimension of
their sum as vector spaces exceeds m+ n.

Denote κp := (TpM∗)⊥ ∩ Tp′Σ. Having a C1,α-trivialization of ∪p∈M∗κp, we can get a map

Ξ : ∪p∈M∗κp → Rm+n such that


• p′ + Ξ(p, v) is the only point in Σ

that is orthogonal to TpM∗,

• pκp(Ξ(p, v)) = v.

Finally, we can define the M∗-normal approximation (which does not necessarily satisfy Ni(p) ∈
Tp′Σ) as follows:

N : M∗ → AQ(Rm+n) defined by
Q∑

i=1

r
Ξ(p,pκp

(
N̂i(p)

)z
.

Since p + N̂i(p) belongs to the support of T and then to Σ, it is clear that N(p) = N̂(p) for any
point in the good set K∗. To simplify the notation, denote Ω(p, v) := Ξ(p,pκp (v)). As mentioned
before, Ω is a C1,α map. Therefore, we obtain

|Ω(p, v) − Ω(p, u)| ≤ C0|v − u|. (4.8)

Moreover, since Ω(p, 0) = 0 for every p, we have DpΩ(p, 0) = 0, thus |DpΩ(p, v)| ≤ C0|v|α. Hence,
we obtain that

|Ω(p, v) − Ω(q, v)| ≤ C0|v|α|p− q|. (4.9)
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Fix two points p, q ∈ L and assume that G(N̂(p), N̂(q))2 = ∑
i |N̂i(p) − N̂i(q)|2. We now have

G(N(p), N(q))2 ≤ 2
∑

i

|Ω(p, N̂i(p)) − Ω(p, N̂i(q))|2 + 2
∑

i

|Ω(p, N̂i(q)) − Ω(q, N̂i(q))|2

(4.8),(4.9)
≤ C0G(N̂(p), N̂(q))2 + C

∑
i

|N̂i(q)|2α|p− q|2

≤ C2m2γna
0 ℓ(L)2γna |p− q|2 + C2m1/m

0 ℓ(L)2α(1+γh)|p− q|2.

Thanks to the fact that γna ≤ α, the last inequality concludes the proof of (4.1). The proof of the
remaining estimates goes along the same lines as [7, Thm 2.4].

5 Frequency function and blow-up argument

In this section, we show how to prove Theorem 1.1 using the approach in [1] and [8]. To this end,
we set some notations and definitions. We start by setting the rescaling functions by ιp,r(x) := x−p

r
for any p, x ∈ Rm+n and r > 0 and denoting the rescaled currents as Tp,r := (ιp,r)♯T .

Assumption 4 (Contradiction assumption). Assume that Theorem 1.1 is false. Precisely, assume
that: there exists m ≥ 2, n̄ ≥ 0, n ≥ 1, α > 0,Σ and T such that Σ is an C2,α embedded (m + n̄)-
submanifold of Rm+n, T is an integral m-current in Σ that minimizes area, and

Hm−2+τ (Sing(T )) > 0, for some τ > 0.

Under Assumption 4, we apply [8, Prop 1.3] to obtain the following contradiction sequence,
which will allow us to derive a contradiction from Assumption 4 and therefore conclude the proof
of Theorem 1.1.

Lemma 5.1 (Contradiction sequence). Assume Assumption 4 and let m0 < εbu where εbu ∈
(0, εcm). There exist two real numbers τ, η > 0 and a sequence rk ↓ 0 such that:

(i) Θm(T, 0) = Q;

(ii) E
(
T0,rk

,B6
√

m

)
goes to 0 as k goes to +∞;

(iii) limk→+∞ Hm−2+τ
∞ ({p : Θm(T0,rk

, p) = Q} ∩ B1) > η;

(iv) Hm ((B1 ∩ spt (T0,rk
)) \ {p : Θm(T0,rk

, p) = Q}) > 0 for all k ∈ N;

(v) T0Σ = Rm+n̄, ∂T B6
√

m = 0;

(vi) c(Σ ∩ B7
√

m) ≤ εbu;

(vii) ∥T∥
(
B6

√
mr

)
≤ rm (Qωm(6

√
m)m + εbu) for any r ∈ (0, 1).

We bring the readers’ attention to the fact that the current T of Assumption 4 satisfies, thanks
to Lemma 5.1, all the requirements in Assumption 1 except the smallness of the excess. However,
(ii) of Lemma 5.1 ensures that the excess of the rescalings of T with respect to the sequence
{rk}k converges to 0. This motivates us to define the intervals of flattening that capture all radii
r ∈ (0, 6

√
m) for which the rescaled current T0,r is under Assumption 4. Thus, the external center

manifold and the normal approximations can be constructed for each T0,r.
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Definition 5.2 (Intervals of flattening and sequence of external center manifolds M∗
j ). Assume

Assumption 4. We define the following set of radii:

R :=
{
r ∈ (0, 1] : E(T0,r,B6

√
m) ≤ ε2

bu

}
.

If {sk} ⊂ R and sk ↑ s, then s ∈ R. Now, we cover R with a family of interval F = {(sj , tj ]}j

called intervals of flattening, defined as follows: t0 := max{t : t ∈ R}, by induction, assume that tj
is defined, and hence also t0 > s0 ≥ t1 > s1 ≥ . . . > sj−1 ≥ tj . We also define the following objects:

• Tj := T0,tj B6
√

m,Σj := ι0,tj (Σ) ∩ B7
√

m. Moreover, consider for each j an orthonormal
system of coordinates so that π0 := Rm × {0} is the optimal m-plane for the excess, i.e.,
E
(
Tj ,B6

√
m, π0

)
= E

(
Tj ,B6

√
m

)
;

• Let M∗
j be the external center manifold and N∗

j the M∗
j -normal approximation constructed

in Theorem 3.7 and Theorem 4.7 applied to Tj and Σj with respect to the m-plane π0. Notice
that Tj and Σj are under Assumption 1, 2, and 3, thanks to Lemma 5.1 and the definition of
the intervals of flattening.

With this, we consider the Whitney decomposition W (j) of [−4, 4]m ⊂ π0 with respect to Tj ,
and we define

sj := tj max
({
c−1

s ℓ(L) : L ∈ W (j) and c−1
s ℓ(L) ≥ dist(0, L)

}
∪ {0}

)
.

As in [8], one can see that sj/tj < 2−5 which then ensures that (sj , tj ] is a nontrivial interval. Next,
if sj = 0, we stop the induction. Otherwise, we let tj+1 be the largest element in R ∩ [0, sj ] and
repeat the procedure above.

5.1 The frequency function

Definition 5.3. Let ϕ : [0,+∞) → [0, 1] be the piecewise linear function given by

ϕ(r) :=


1, r ∈

[
0, 1

2

]
2 − 2r, r ∈

[
1
2 , 1
]

0, r ∈ [1,+∞) .

Now we fix, for each j, dj to be the geodesic distance in M∗
j between p and Φ∗

j (0). Then, we define

• Dj(r) :=
∫

M∗
j
ϕ
(

dj(p)
r

)
|DN∗

j |2(p)dHm(p);

• Hj(r) := −
∫

M∗
j
ϕ′
(

dj(p)
r

) |N∗
j |2(p)

dj(p) dHm(p).

The frequency function is then defined as Ij(r) := rDj(r)
Hj(r) whenever Hj(r) > 0.

Remark 5.4. A main ingredient to prove Theorem 1.1 is the monotonicity of the frequency func-
tion. To prove this, the authors in [8, Thm 3.2] take the inner and outer variations of Ij and
prove fine estimates for them. A crucial information in this analysis is the stationarity of T , more
precisely, that the first variation of T vanishes with respect to vector fields tangent to Σ. To use
this fact, we need to make sure that our normal approximations are supported in Σ, which we
ensure in Theorem 4.7. Moreover, to carry out the computations in [8], it is also essential to have
that spt(T ) is a subset of U (i.e., [8, Corollary 2.2]) which is also guaranteed in our setting with
U∗ as we have shown in Corollary 4.3, see also Remark 4.4.
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Remark 5.5. We mention that one of the main reasons the authors in [8] need the C3,α-regularity
for the center manifold is to utilize the Hölder continuity of DHM in proving the monotonicity
of the frequency function, where HM denotes the mean curvature of M. In the present setting,
however, M only possesses C2,α-regularity, which precludes us from using the derivative of HM.
Nevertheless, we have constructed M∗ so that normal approximations are defined over M∗, which
has C3,α-regularity. This ensures that DHM∗ is well-defined and exhibits Hölder continuity.

Taking into consideration Remark 5.4 and Remark 5.5, we are therefore in position to apply the
same machinery as in [8] to obtain the monotonicity of the frequency function, i.e., Theorem 5.6.

Theorem 5.6 (Main frequency estimate). Provided εbu is chosen small enough, there exists a
geometric constanct C0 > 0 such that

Ij(a) ≤ C0(1 + Ij(b)), for every [a, b] ⊂
[
sj

tj
, 3
]

such that Hj |[a,b] > 0.

5.2 Blow-up argument

We now show how to obtain a function at the limit that provides us the desired contradiction to
conclude Theorem 1.1. The proof of Theorem 5.7 resembles that of [8, Thm 6.2], however, it has
to be subtly changed when dealing with the external center manifolds M∗

j and the M∗
j -normal

approximations N∗
j since the arguments in [8] strongly rely on the fact that M ⊂ Σ and the

C3,α-regularity of Σ and M.

Theorem 5.7 (Final blow-up). The maps N∗,b
k strongly converge, up to subsequences, in L2(B3/2)

to a function N∗,b
∞ ∈ W 1,2(B3/2,AQ({0} × Rn̄ × {0})) that satisfies the following:

(i) N∗,b
∞ is a minimizer of the Dirichlet energy in Bt for any t ∈ (5/3, 3/2);

(ii) ∥N∗,b
∞ ∥L2(B3/2) = 1;

(iii) η ◦N∗,b
∞ ≡ 0.

Proof of Theorem 1.1. The approach implemented in [8, Pf of Thm 0.3] can be carried out along
the very same lines to get Theorem 1.1 from the above properties of the multivalued limit function
N∗,b

∞ . For this reason, we omit the proof here.

To prove Theorem 5.7, we need to introduce some notation as follows. Consider a current
T satisfying Assumption 4. As in [8, Proposition 2.2], for each radius rk produced by Lemma
5.1, there is an interval of flattening such that rk ∈ (sj(k), tj(k)]. We denote by s̄k the radius
2tj(k)/3 ≤ s̄k ≤ 3rk given by the Reverse Sobolev inequality [8, Corollary 5.3] applied to r = rk.
We then put r̄k := 2s̄k and rescale and translate our objects as below:

• T̄k := (ι0,r̄k
)♯Tj(k) = ((ι0,r̄ktj(k)))T ) B 6

√
m

r̄k

,Σk := ι0,r̄k
(Σj(k)) and M∗

k := ι0,r̄k
(M∗

j(k)),

• N
∗
k : M∗

k → Rm+n are the rescaled M∗
k-normal approximations given by

N
∗
k(p) = r̄−1

k N∗
j(k)(r̄kp).
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We can assume T0Σ = Rm+n̄ × {0}, thus the ambient manifolds Σk converge to Rm+n̄ × {0} locally
in C2,α. Furthermore, since 1

2 <
rk

r̄ktj(k)
< 1, Lemma 5.1 implies that

E(T̄k,B1/2) ≤ CE(T,Brk
) → 0.

Without loss of generality, we can assume that T̄k locally converges to Q Jπ0K. Moreover, from
Lemma 5.1, it follows that

Hm+2+τ
∞ (DQ(T̄k) \ B1) ≤ C0r

−(m+2+τ)
k Hm+2+τ

∞ (DQ(T ) \ Brk
) ≥ η > 0, (5.1)

where C0 is a geometric constant. As in [8, Lemma 6.1], we can show that M∗
k locally converge in

C3,κ/2 to the m-plane π0. We thus define the blow-up maps N∗,b
k : B3 ⊂ π0 = Rm → AQ(Rm+n):

N∗,b
k (x) := N̄∗(ek(x))

h∗
k

, h∗
k :=

∥∥∥N̄∗
k

∥∥∥
L2(B3/2)

, and p̄∗
k :=

Φ∗
j(k)(0)
r̄k

, (5.2)

where ek := expp̄∗
k

denotes the exponential map of M∗
k at p∗

k. Henceforth, we assume, without loss
of generality, that we have applied a suitable rotation to each T̄k so that the tangent plane Tp̄∗

k
M∗

k

coincides with Rm × {0}.
To prove Theorem 5.7, we will proceed as follows. We approximate, by smoothing, both M∗

k

and Σk with suitable C∞-submanifolds of the ambient space Rm+n which we denote by M∗
k,ε and

Σk,ε, respectively. Using these smoothened approximations, we have the existence of a well-defined
projection Pk,ε = PΣk,ε,M∗

k,ε
satisfying:

Pk,ε(M∗
k,ε) ⊆ Σk,ε and Pk,ε is of class C∞.

From this, we can run similar constructions to those in [8, Section 7.2] to the pair
(
M∗

k,ε,Σk,ε

)
where we need to factorize the normal approximation N∗

j through the projection above and let
ε → 0 and k → +∞ to conclude the proof. The subtleties of controlling all the error terms involved
with this smoothing procedure are detailed below.

Proof of Theorem 5.7. We divide the proof into some steps.
Step 1: Proof of the existence of N∗,b

∞ ∈ W 1,2(B3/2,AQ({0}×Rn̄×{0})), (ii), (iii), and L2-strong
convergence.

Without loss of generality, we translate the manifolds M∗
k so that the rescaled points p∗

k =
r̄−1

k Φ∗
j(k)(0) all coincide with the origin 0Rm+n . Let us define

F
∗
k : B∗

3/2 ⊂ M∗
k → AQ

(
Rm+n

)
and F

∗
k(x) :=

∑
i

r
x+

(
N

∗
k

)
i
(x)

z
.

To simplify the notation, set p∗
k := pM∗

k
. We start by showing the existence of a suitable exponent

γ > 0 such that

Lip
(
N

∗
k

∣∣∣
B∗

3/2

)
≤ Ch∗

k
γna ,

∥∥∥N∗
k

∥∥∥
C0
(

B∗
3/2

) ≤ C
(
m0,j(k)r̄k

)γna

, (5.3)

M
(
(T

F
∗
k

− T k) p∗
k

−1
(
B∗

3/2

))
≤ Ch∗

k
2+2γna , and

∫
B3/2

∣∣∣η ◦N∗
k

∣∣∣ ≤ Ch∗
k

2. (5.4)
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Using the fact that 3r̄k/2 ∈
(
sj(k)/tj(k), 3

)
and (4.4) with a = r̄k, we infer as in [8, Section 7.1] that

∥∥∥N∗
j(k)

∥∥∥
C0
(

B∗
3r̄k/2

(
p∗

j(k)

)) ≤ Cm1/2m
0,j(k)r̄

1+γh
k , Lip

(
N∗

j(k)

∣∣∣
B∗

3r̄k/2(pj(k))

)
≤ Cmγ2

0,j(k) max
i
ℓγ2

i ,

M
((

TF ∗
j(k)

− Tj(k)
)

p∗
k

−1
(
B∗

3r̄k/2

(
p∗

j(k)

)))
≤
∑

i

m1+γ2
0,j(k)ℓ

m+2+γ2
i ,∫

B∗
3r̄k/2

(
p∗

j(k)

) ∣∣∣η ◦N∗
j(k)

∣∣∣ ≤ Cm0,j(k)r̄k

∑
i

ℓ
2+m+γla/2
i + C

r̄k

∫
B∗

3r̄k/2

(
p∗

j(k)

) ∣∣∣N∗
j(k)

∣∣∣2 .
Arguing similarly to [8, (4.12), (4.13), and (4.14)] and using the Reverse Sobolev inequality proved
in [8, Corollary 5.3], we see that

∑
i

m0,j(k)ℓ
m+2+ γ2

4
i ≤ C0

∫
B∗

3r̄k/2

(
p∗

j(k)

) (∣∣∣DN∗
j(k)

∣∣∣2 +
∣∣∣N∗

j(k)

∣∣∣2) ≤ CT

r̄2
k

∫
B∗

s̄k

(
p∗

j(k)

) ∣∣∣N∗
j(k)

∣∣∣2 , (5.5)

from which (5.3) and (5.4) follow by a simple rescaling. The constant CT on the right-hand side of
(5.5) depends on T but not on k. It is a consequence of these bounds and the Sobolev embedding (cf.
[4, Prop. 2.11]) that the sequence {N∗,b

k }k weakly converges in W 1,2
(
B3/2,AQ

(
{0} × Rn̄ × {0}

))
(in the sense of [4, Definition 2.9]) to a Q-valued function N∗,b

∞ ∈ W 1,2
(
B3/2,AQ

(
Rm+n

))
. From

this convergence and (5.4), we derive that∫
B3/2

∣∣∣η ◦N∗,b
∞

∣∣∣ = lim
k→+∞

∫
B3/2

∣∣∣η ◦N∗,b
k

∣∣∣ ≤ C lim
k→+∞

h∗
k = 0.

We now check that N∗,b
∞ must take its values in AQ

(
{0} × Rn̄ × {0}

)
. Consider the tangential part

of N∗
k as in

N
∗,T
k (x) :=

∑
i

r
pTxΣk

(
N

∗
k)i(x)

)z
.

One can verify that G
(
N

∗
k, N

∗,T
k

)
= G

(
QJ0K, N∗,⊥

k

)
≤ C0

∣∣∣N∗
k

∣∣∣2 which leads to

∫
B3/2

G
(
N∗,b

k ,h∗
k

−1N
∗,T
k ◦ ek

)2
≤ C0h∗

k
−2
∫

B∗
3/2

∣∣∣N∗
k

∣∣∣4 (5.3)
≤ C

(
m0,j(k)r̄k

)2γna

→ 0 as k → +∞.

By the C2,α-convergence of Σk to Rm+n̄ × {0}, we conclude Step 1.
Step 2: A suitable trivialization of the normal bundle through smoothing estimates and W 1,2-

convergence.

The difficulties we face in exploiting the arguments of [8, Section 7.2] are twofold: (1) the first
is that we have to deal with an external center manifold M∗

k not lying inside Σk, which introduce
error terms that we have to account for, and (2) the fact that Σk is merely of class C2,α, which we
deal with by approximating with Σk,ε of class C∞ obtained from Σ first by rescaling by a factor
tj(k), then mollifying it, and finally rescaling it again by a factor r̄k. Precisely, Σk,ε is obtained as
follows. We introduce a parameter ε > 0, mollify the functions Ψj(k) to get the functions C∞ Ψk,ε,
and then define

Σk,ε := graph(Ψj(k),ε) and Σk,ε := ι0,r̄k

(
Σj(k),ε

)
.
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Furthermore, since M∗
k is of class C3,κ the projection Pk is only C2,κ, we will also need to mollify

M∗
k. Precisely, we define Φk,ε ∈ C∞ to be the mollified function obtained from Φj(k),

M∗
k,ε := graph(Φj(k),ε), M∗

k,ε := ι0,r̄k

(
M∗

k,ε

)
, and M̃k,ε := Pk,ε

(
M∗

k,ε

)
⊂ Σk,ε.

By construction, Σk,ε is approaching Σk in the C2,β-topology for every 0 < β < α and M∗
k,ε → M∗

k

in C3,β1 topology for every 0 < β1 < κ, when ε → 0+ for any fixed k ∈ N. Observe that an
application of [8, Lemma 6.1], for each M∗

k,ε, permits the construction of an orthonormal frame of
(TM∗

k,ε)⊥ which we denote by

νk,ε
1 (p), . . . , νk,ε

n̄ (p), ϖk,ε
1 (p), . . . , ϖk,ε

l (p), at each point p ∈ M∗
k,ε,

νk,ε
j (p) ∈ TPk,ε(p)Σk,ε, and ϖk,ε

j (p) ⊥ TPk,ε(p)Σk,ε.

Thus, we have that, for every fixed ε > 0, it holds

νk,ε
j → em+j and ϖk,ε

j → em+n̄+j in C2,κ/2
(
M∗

k,ε

)
as k → ∞, 1 (5.6)

where e1, . . . , em+n̄+l is the standard basis of Rm+n̄+l = Rm+n. We can find δ > 0 (independent of k
and ε) such that, for k ≥ k0(δ) ∈ N large enough and 0 < ε < ε0(δ, k) small enough, there is a map
ψ∗

k,ε : M∗
k,ε ×Rn̄ → Rl converging to 0 in C2,κ/2 (uniformly bounded in C2,β1 with κ

2 < β1 < κ ≤ α)
given by the following property:

Pk,ε(p) + v ∈ Σk,ε ⇐⇒ v⊥ = ψ∗
k,ε

(
p, vT

)
, ∀v ∈

(
TpM∗

k,ε

)⊥
with |v| ≤ δ.

where vT =
(〈
v, νk,ε

1

〉
, . . . ,

〈
v, νk,ε

n̄

〉)
∈ Rn̄ and v⊥ =

(〈
v,ϖk,ε

1

〉
, . . . ,

〈
v,ϖk,ε

l

〉)
∈ Rl. Observe

Pk,ε are well defined for every 0 < ε ≤ ε0(k, δ) due to the C2-convergence of the mollified manifolds
Σk,ε. Now, to see that ψ∗

k,ε → 0, in C2,κ/2-topology, consider the map

Ik,ε : M∗
k × Rn̄ × Rl ∋ (p, z, w) 7→ p+ zjνk,ε

j + wjϖk,ε
j ∈ Rm+n, (5.7)

where we use the Einstein convention of summation over repeated indices. It is simple to show that
the frame can be chosen so that DIk,ε(0, 0) = Id and, hence, using the implicit function theorem,
I−1

k,ε

(
Σk,ε

)
can be written locally as a graph of a function ψ∗

k,ε that meets the claimed property. By
construction, we also have ψ∗

k,ε(x, 0) = 0, (which yields Dxψ
∗
k,ε(x, 0) = 0) and

∣∣∣Dzψ
∗
k,ε(x, 0)

∣∣∣ = 0
for every x ∈ M∗

k,ε, which in turn implies∣∣∣Dxψ
∗
k,ε(x, z)

∣∣∣ ≤ C|z|1+β1 ,
∣∣∣Dzψ

∗
k,ε(x, z)

∣∣∣ ≤ C|z|, and
∣∣∣ψ∗

k,ε(x, z)
∣∣∣ ≤ C|z|2, (5.8)

where C > 0 is a constant that can be chosen independently of ε and k. Indeed, it suffices to
remember that Σk,ε → Σk in the C2,β-topology and also that Σk converges to Rm+n̄ × {0} to
deduce the existence of the constant C > 0 independent of of ε and k such that ∥ψ∗

k,ε∥C2,β1 ≤ C.
We define ψ∗

k analogously substituting in (5.7) Σk,ε by Σk and M∗
k,ε by M∗

k. Notice that ψ∗
k is of

class C1,κ and that the convergence of ψ∗
k,ε to ψ∗

k is in the C1,κ/2-topology, which is enough for the
approximation procedure that we will perform later.

1In fact, they converge in C∞ topology.
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Now given any Q-valued map uk,ε = ∑
i Juk,ε,iK : M∗

k,ε → AQ

(
{0} × Rn̄ × {0}

)
with ∥uk,ε∥L∞ ≤

δ, we can consider the map uk,ε from M∗
k,ε to AQ

(
ν(M∗

k,ε)
)
, where ν(M∗

k,ε) is the total space of
the normal bundle of M∗

k,ε, defined by

uk,ε(x) :=
∑

i

t
n̄∑

j=1
(uk,ε,i)j (x)νk,ε

j (x) +
l∑

j=1
ψ∗,j

k,ε (x, uk,ε,i(x))ϖk,ε
j (x)

|

,

where we set (uk,ε,i)j (x) := ⟨uk,ε,i(x), em+j⟩ , ψ∗,j
k,ε (x, uk,ε,i(x)) :=

〈
ψ∗

k,ε (x, uk,ε,i(x)) , em+n̄+j

〉
. Then,

we get that

D (uk,ε)i = D (ui)j νk,ε
j +

[
Dxψ

∗,j
k,ε (x, ui) +Dzψ

∗,j
k,ε (x, ui)Dui

]
ϖk,ε

j

+ (ui)j Dνk,ε
j + ψ∗,j

k,ε (x, ui)Dϖk,ε
j , a.e. Hm M∗

k,ε,

where we used the Einstein summation convention on the index j. We define uk analogously and
also derive the analogous of the last displayed inequality for uk. Taking into account that

lim
k→+∞

∥∥∥Dνk
i

∥∥∥
C0

+
∥∥∥Dϖk

j

∥∥∥
C0

= 0 and lim
ε→0

∥∥∥Dνk,ε
i −Dνk

i

∥∥∥
C0

+
∥∥∥Dϖk,ε

j −Dϖk
j

∥∥∥
C0
, (5.9)

we obtain the existence of a double sequence (ε0(k, δ))k∈N,δ∈(0,+∞), generating a sequence 0 < ε0,k =
ε0(k, δk) > 0 such that ε0,k → 0+ and δk → 0+ as k → +∞. Furthermore, we have the following

∀{εk}k∈N with 0 < εk ≤ ε0,k, ∀k ∈ N, we have lim
k→+∞

∥∥∥Dνk,εk
i

∥∥∥
C0

+
∥∥∥Dϖk,εk

j

∥∥∥
C0

= 0.

By (5.8), we readily derive that, for some constant C > 0 independent of k and k large enough, it
holds ∣∣∣∣∫ (|Duk,εk

|2 − |Du|2
)∣∣∣∣ ≤ C

∫
|u|2+2β1 + |u|2|Du|2 + o(1)|u|2.

On the other hand, since ψ∗
k,ε → ψ∗

k in C1,κ/2-topology as ε → 0 for any fixed k large enough, we
have

lim
ε→0

∣∣∣∣∫ (|Duk,ε|2 − |Duk|2
)∣∣∣∣ = 0.

We now choose εk,δ > 0, depending on δ > 0 and k ∈ N large enough, to get from the last two
displayed inequalities that∣∣∣∣∫ (|Duk|2 − |Du|2

)∣∣∣∣ ≤
∣∣∣∣∫ (∣∣∣Duk,εk,δ

∣∣∣2 − |Du|2
)∣∣∣∣+ ∣∣∣∣∫ (∣∣∣Duk,εk,δ

∣∣∣2 − |Duk|2
)∣∣∣∣

≤ C

∫
|u|2+2β1 + |u|2|Du|2 + o(1)|u|2.

(5.10)

By (4.1), we can write N∗
k(x) = Q JPk(x)K⊕ψ∗

k (x, ūk(x)) for some Lipschitz ūk := ∑
i Jūk,iK : M∗

k →
AQ

(
{0} × Rn̄ × {0}

)
with ∥ūk∥L∞ = o(1). Setting

ub
k(x) :=

∑
i

JPk(ek(x)) + ūk,i(ek(x))K ,

we conclude, from the Reverse Sobolev inequality ([8, (5.11)]), (4.1), and (5.10), that

lim
k→+∞

∫
B3/2

(∣∣∣DN∗,b
k

∣∣∣2 − h−2
k

∣∣∣Dub
k

∣∣∣2) = 0, (5.11)
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and N∗,b
∞ is the limit of h−1

k ub
k in W 1,2(B3/2,AQ({0} × Rn̄ × {0})).

Step 3: Proof of the Dir-minimizing property of N∗b
∞ ((i) of Theorem 5.7)

There is nothing to prove if its Dirichlet energy vanishes. Therefore, we assume existence of
c0 > 0 such that 0 < c0h∗

k
2 ≤

∫
B∗

3/2

∣∣∣DN∗
k

∣∣∣2. We will argue by contradiction, if (i) of Theorem 5.7

were to be false, we argue follow the same argument in [8, Section 7.3] to find r ∈ (t, 2) and v∗,b
k

with the following property. If we define Ñ∗
k,ε = ψ∗

k,ε

(
x, vb

k ◦ e−1
k,ε

)
, then we have

Ñ∗
k,ε ≡ N

∗
k,ε on B3/2\Bt, Lip

(
Ñ∗

k,ε

)
≤ Ch∗

k,ε
γna ,

∣∣∣Ñ∗
k,ε

∣∣∣ ≤ C
(
m∗

0,kr̄k

)γna∫
B 3

2

∣∣∣η ◦ Ñ∗
k,ε

∣∣∣ ≤ Ch∗
k,ε

2 and
∫

B3/2

∣∣∣DÑ∗
k,ε

∣∣∣2 ≤
∫

B3/2

∣∣∣DN∗
k

∣∣∣2 − δh∗
k,ε

2.

We finally construct the competitor current that will violate the minimality of T . Set F̃ ∗
k,ε(x) =∑

i

r
x+ Ñ∗

k,ε,i(x)
z

. The currents T
F̃ ∗

k,ε

coincides with TF̄ ∗
k,ε

in (p∗
k,ε)−1

(
B3/2\Bt

)
and both of them

lie in Σk,ε. Define the function φ∗
k,ε(p) = distM∗

k,ε

(
0,p∗

k,ε(p)
)
, and, for each s ∈ (t, 3

2), consider

the slices
〈
T

F̃k,ε
− T̄k,ε, φk,ε, s

〉
, where T̄k,ε := (Tk,ε)♯ T̄k and Tk,ε : Σk → Σk,ε are the natural C2,β

diffeomorphisms induced by the mollification process which by definition converge to 1Σk
in C2,β

topology. By (5.3), we have
∫ 3

2

t
M
(〈

T
F̃ ∗

k,ε

− T̄k,ε, φ
∗
k,ε, s

〉)
≤ Ch∗

k,ε
2+γna .

Thus, for each k ∈ N and ε > 0, we can find a radius σk,ε ∈ (t, 3
2) for which

M
(〈

T
F̃ ∗

k,ε

− T̄k,ε, φ
∗
k,ε, σk,ε

〉)
≤ Ch∗

k,ε
2+γna .

By the isoperimetric inequality (see [5, Rem. 4.3]), there is a current Sk,ε such that

∂Sk,ε =
〈

T
F̃ ∗

k,ε

− T̄k,ε, φ
∗
k,ε, σk,ε

〉
, M (Sk,ε) ≤ Ch∗

k,ε
(2+γ)m/(m−1) and spt (Sk,ε) ⊂ Σk,ε.

Our competitor current is then given by

T̃k,ε := T̄k,ε

(
(p∗

k,ε)−1
(
M∗

k,ε\Bσk,ε

))
+ Sk,ε + T

F̃ ∗
k,ε

(
(p∗

k,ε)−1
(
Bσk,ε

))
.

Note that T̃k,ε is supported in Σk,ε. On the other hand, by (5.3) and the bound on M (Sk,ε), we
have

M
(
T̃k,ε

)
− M

(
T̄k,ε

)
≤ M

(
T

F
∗
k,ε

)
− M

(
T

F̃ ∗
k,ε

)
+ C

(
h∗

k,ε

)2+2γna

.

Denote by A
∗
k,ε and H

∗
k,ε the second fundamental forms and mean curvatures of the manifold

M∗
k,ε, respectively. Using the above inequality and the Taylor expansion of [6, Th. 3.2], for every
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0 < ε ≤ ε0,k, we achieve

M
(
T̃k,ε

)
− M

(
T̄k,ε

)
≤1

2

∫ (∣∣∣DÑ∗
k,ε

∣∣∣2 −
∣∣∣DN∗

k,ε

∣∣∣2)
+ C

∥∥∥H∗
k,ε

∥∥∥
C0

∫ (∣∣∣η ◦N∗
k,ε

∣∣∣+ ∣∣∣η ◦ Ñ∗
k,ε

∣∣∣)
+
∥∥∥A∗

k,ε

∥∥∥2

C0

∫ (∣∣∣N∗
k,ε

∣∣∣2 +
∣∣∣Ñ∗

k,ε

∣∣∣2)+ o
(
h∗

k,ε
2
)

≤ −δ

2h∗
k,ε

2 + o
(
h∗

k,ε
2
)
,

(5.12)

where in the last inequality we take into account [8, Lemma 6.1], which can be used here in this
form because, by construction, our M∗

k,ε center manifolds are all of class C∞ and so in particular
of class C3,β1 having also C2 norm uniformly bounded with respect to k and ε.

To finish the proof, we have to take the limit on ε in (5.12). We argue as follows. For every one
parameter family pair of abstract pointed Riemannian manifolds ((Σε, gε, pε) , (Σ′

ε, g
′
ε, p

′
ε))ε whose

underlying differentiable structure is of class C1 and with metric tensors gε, g
′
ε of class C0 converging

in topology C0 to the pair ((Σ0, g0, p0) , (Σ′
0, g

′
0, p

′
0)), and every family of C1 diffeomorphisms Dε ∈

C1 (Σε,Σ′
ε) and D−1

ε ∈ C1 (Σ′
ε,Σε), it is easy to check that (Dε)♯ (Im(Σε, gε)) = Im(Σ′

ε, g
′
ε) (here

Im(Σε, gε) denotes all integral m-currents in (Σε, gε)). Moreover, if we assume that there exists
an isometry of pointed metric spaces f : (Σ0, g0, p0) → (Σ′

0, g
′
0, p

′
0) with f ∈ C1 (Σ,Σ′) and f−1 ∈

C1 (Σ′,Σ) satisfying Dε → f in C1 topology, Tε ∈ Im(Σε, gε), Tε → T0 ∈ Im(Σ0, g0) in the intrinsic
flat topology, then it holds

M(Σ′
ε,g′

ε)
(
(Dε)♯ Tε

)
→ M(Σ′

0,g′
0) (f♯T0) = M(Σ0,g0) (T0) , when ε → 0+. (5.13)

Applying (5.13) to our setting immediately provides the following

M
(
T̃k

)
− M

(
T̄k

)
= lim

ε→0+
M
(
T̃k,ε

)
− M

(
T̄k,ε

)
,

and, by Dominated convergence theorem, we have that h∗
k,ε → h∗

k as ε → 0+ for each fixed k large
enough. This together with (5.12) contradicts the minimizing property of T̄k for k large enough
and ε0,k small enough. Hence, we conclude the proof.
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