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Abstract. Motivated by a conjecture of De Giorgi, we consider the Almgren-Taylor-Wang
scheme for mean curvature flow, where the volume penalization is replaced by a term of the
form ∫

E∆F

f
(

dF
τ

)
dx

for f ranging in a large class of strictly increasing continuous functions. In particular, our
analysis covers the case

f(r) = rα, r ≥ 0, α > 0,

considered by De Giorgi. We show that the generalized minimizing movement scheme con-
verges to the geometric evolution equation

f(v) = −κ on ∂E(t),

where {E(t)} are evolving subsets of Rn, v is the normal velocity of ∂E(t), and κ is the mean
curvature of ∂E(t). We extend our analysis to the anisotropic setting, and in the presence of
a driving force. We also show that minimizing movements coincide with the smooth classical
solution as long as the latter exists. Finally, we prove that in the absence of forcing, mean
convexity and convexity are preserved by the weak flow.

1. Introduction

Denote by | · | and by Hn−1 the Lebesgue measure and the (n− 1)-dimensional Hausdorff
measure in Rn, respectively, and let Bρ(x) be the open ball centered at x ∈ Rn of radius ρ > 0.
In [17] De Giorgi poses the following two conjectures1, related to some results in [2, 20, 23],
and more generally, to mean curvature flow.

Conjecture 1.1. Let Convb(Rn) be the class of all open convex bounded subsets of Rn, en-
dowed with the metric d(K1,K2) = |K1∆K2|. Given α ∈ (0,+∞) and K0 ∈ Convb(Rn), set

G(K2;K1, τ, k) =


|K1∆K0| if k ≤ 0,

Hn−1(∂K2) +
1

τα

∫
K2∆K1

dK1(x)
α dx if k > 0,

where dF (·) := dist(·, ∂F ). Then there exists a unique minimizing movement E(·) in
Convb(Rn), associated to G and starting from K0 and, in the case α = 1, ∂E(t) moves along
its mean curvature.
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1We have slightly modified the notation with respect to the original conjectures.
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Conjecture 1.2. Let

S :=
{
E ⊂ Rn : |E| < +∞, x ∈ E ⇔ lim

ρ→0+
ρ−n|Bρ(x) \ E| = 0

}
, (1.1)

endowed with the metric d(E1, E2) = |E1∆E2|. Given α ∈ (0,+∞), E0 ∈ S such that
Hn−1(∂E0) < +∞ and g ∈ L1(Rn) ∩ Ln(Rn), set

G̃(E2;E1, τ, k) =


|E1∆E0| if k ≤ 0,

Hn−1(∂E2) +

∫
E2

g(x) dx+
1

τα

∫
E2∆E1

dE1(x)
α dx if k > 0.

Then there exists a generalized minimizing movement in S, associated to G̃ and starting from
E0.

Clearly, if g ≡ 0, then G(K2;K1, τ, k) = G̃(K2;K1, τ, k) for K1,K2 ∈ Convb(Rn).

In this paper we prove Conjecture 1.2 in a more general form (see Theorem 1.4). We also

establish weaker versions of Conjecture 1.1: (a) minimizing G̃ in S (rather than in Convb(Rn))

we obtain a unique minimizing movement (Theorem 1.6); (b) minimizing G̃ in Convb(Rn) we
obtain the existence of generalized minimizing movements (Theorem 1.7). Of course, these
two results are related; in fact, for α ∈ (0, 1], using the convexity of the map x 7→ dist(x, ∂K)
for convex sets K and the methods of [11], we can show that there exists a unique minimizing
movement in Convb(Rn) which is also the unique minimizing movement in S (Corollary 8.2).
At the moment we miss the proof of the uniqueness of generalized minimizing movements for
α > 1.

The gradient flow of G̃ in case g ≡ 0, leads to the equation

v = −κ1/α, (1.2)

where v and κ are the normal velocity and the mean curvature of an evolving family t → ∂E(t)

of smooth closed hypersurfaces in Rn; (1.2) is called κ1/α (or power of mean curvature)
flow [30, 31], and is meaningful also in the case of nonconvex sets provided α ∈ N is odd
[6]. When α = 1, the evolution equation (1.2) is the classical mean curvature flow. When
α = 3 and ∂E(t) are evolving curves in R2, (1.2) is called the affine curvature flow (see
e.g. [1, 3, 5, 6, 14, 15, 21, 29] and references therein) because of the invariance of the flow
with respect to affine transformations of coordinates; this equation has applications in image
processing [3, 10]. Depending on α, various phenomena may occur. If α < 8, the only
embedded homothetically shrinking solutions are circles, except when α = 3, where some
self-shrinking ellipses occur, while if α ≥ 8, a new family of symmetric curves resembling
either circles or polygons arise (see e.g. [1, 5, 15]). The flow (1.2) exists, for instance, in the
case of bounded convex initial subsets of Rn [30, 31], with finite-time extinction towards a
point. See also [19], for an asymptotic study of a time-fractional Allen-Cahn equation and its
convergence to the power mean curvature flow.

A by-product of our analysis is the study of a generalization of (1.2) of the form

f(v) = −κφ − g, (1.3)

where φ is an (even) anisotropy in Rn, κφ is the anisotropic mean curvature of ∂E(t), and
f : R → R is a strictly increasing continuous odd surjective function. Clearly, in general we
cannot expect invariance of solutions to (1.3) with respect to affine transformations; we refer
to (1.3) as the generalized power mean curvature flow.
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In this paper we study minimizing movement solutions corresponding to (1.3) under quite
general assumptions on f and g. Following [2, 12, 17] we introduce an Almgren-Taylor-Wang
type functional – generalizing the functional2 in Conjecture 1.2:

Fφ,f,g(E;F, τ) := Pφ(E) +

∫
E∆F

f
(
dF
τ

)
dx+

∫
E
g(x) dx

with domain
S∗ := BV (Rn; {0, 1}) ∩ S,

where τ > 0 and

Pφ(E) :=

∫
∂∗E

φo(νE) dHn−1 (1.4)

is the φ-perimeter of E. Here ∂∗E and νE are the reduced boundary and the generalized
outer unit normal of E. When φ(·) = | · | is the Euclidean norm, we write P in place of Pφ;
localization of the perimeter in a Borel set A is denoted by P (·, A). When φ is Euclidean and
f(r) = r we recover the standard Almgren-Taylor-Wang functional with a driving force [12].
In what follows, if no confusion is possible,

we shorthand Fφ,f,g with the symbol F . (1.5)

Note that when φ is Euclidean and g ≡ 0, we have, for Bϱ = {ξ ∈ Rn : |ξ| < ϱ},

F(Br;Br0 , τ) = nωnr
n−1 + nωn

∫ r

0
f
(
s−r0
τ

)
sn−1ds =: nωnℓ(r)

for any r, r0 > 0. Since ℓ is differentiable,

ℓ′(r) = (n− 1)rn−2 + rn−1f
(
r−r0
τ

)
, r > 0.

Thus, r > 0 is a critical point if and only if

n− 1

r
+ f

(
r−r0
τ

)
= 0 ⇐⇒ r − r0

τ
= −f−1

(
n−1
r

)
. (1.6)

Using this in Theorem 4.4 we show that balls shrink self-similarly and their radii satisfy

R′(t) = −f−1
(
n−1
R(t)

)
if R(t) > 0,

consistently with (1.3). See Section 4 for more.
The next definition is a particular case of a definition given in [17].

Definition 1.3 (Flat flows, GMM and MM). A family {E(t)}t∈[0,+∞) ⊂ S∗ is called a
generalized minimizing movement (shortly, GMM) in S∗, associated to F and starting from
E0 ∈ S∗, if there exist a sequence τj → 0+ and a family {E(τj , k)}j,k≥0 of sets, so-called flat
flows, defined as E(τj , 0) = E0 and

E(τj , k) ∈ argminF(·;E(τj , k − 1), τj), k, j ≥ 1,

such that for any t ≥ 0

E(τj , ⌊t/τj⌋) → E(t) in L1
loc(Rn) as j → +∞, (1.7)

where ⌊x⌋ is the integer part of x ∈ R. When E(·) in (1.7) is independent of the sequence
(τj), i.e., the limit holds as τ → 0+, then it is called a minimizing movement (shortly MM) in
S∗, associated to F and starting from E0. The set of GMM and MM in S∗ will be denoted,
respectively, as GMM(F ,S∗, E0) and MM(F ,S∗, E0).

2We slightly abuse the notation: in contrast to the functionals G, G̃ in Conjectures 1.1 and 1.2, we do not
highlight the dependence on k.
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Now, we list a number of assumptions on f and g needed in the sequel.

Hypothesis (H).

(Ha) f : R → R is a strictly increasing, continuous, surjective odd function;
(Hb) for any ς0, ς1 > 0 and any τ > 0, the unique solution (ρτ , rτ ) of the system

ρf
(
ρ
τ

)
= ς0,

rf
(
r+2ρ
τ

)
= ς1,

ρ, r > 0,

(1.8)

satisfies3

lim inf
τ→0+

rτ
τ

∈ (0,+∞]; (1.9)

(Hc) g ∈ L1(Rn) ∩ Lp(Rn) for some p ∈ [n,+∞].

When α = 1, we have ρτ =
√
ς0 τ

1/2 and rτ = (
√
ς0 + 4ς1 −

√
ς0)τ

1/2. More generally, when

r > 0 and f(r) = rα for some α > 0, we can explicitly find ρτ in (1.8) : ρτ = ς
1

1+α

0 τ
α

1+α .

Moreover, rτ > ς
1/α
1 τ

α
1+α and by the Hölder inequality and the explicit expression of ρτ

ς
1/α
1 τ = r

1+α
α

τ + 2ρr1/ατ ≤ r
1+α
α

τ + 2αϵ
1+ατ + 1

(1+α)ϵr
1+α
α

τ

and thus, choosing ϵ > 0 small enough we find rτ ≥ ς2τ
α

1+α for some ς2 > 0. In particular rτ
satisfies (1.9). See also Example 2.1.

Our first result is the following

Theorem 1.4 (Existence, time-continuity and bounds of GMM). Assume Hypothesis
(H) and use the notation (1.5). Then:

(i) For any E0 ∈ S∗, GMM(F ,S∗, E0) is nonempty. Moreover, there exists a continuous
strictly increasing function ω : [0,+∞) → [0,+∞) (depending only on f, n, the constants
cφ and Cφ in (2.1), Pφ(E0) and ∥g−∥L1(Rn)) with ω(0) = 0 such that for any E(·) ∈
GMM(F ,S∗, E0)

|E(t)∆E(s)| ≤ ω(|t− s|), s, t > 0. (1.10)

If, additionally, |∂E0| = 0, then (1.10) holds for all s, t ≥ 0. Furthermore, if

∃ lim
r→+∞

f(r)

rα
∈ (0,+∞)

for some α > 0, then ω can be chosen locally α
1+α -Hölder continuous.

(ii) If E0 is bounded and

g−(x) ≤ f(cg−(1 + |x|)) for all |x| > cg− (1.11)

for some sufficiently large constant cg− > 0, then each GMM is locally bounded, i.e., for
any T > 0 there exists RT > 0 such that for any E(·) ∈ GMM(F ,S∗, E0)

E(t) ⊂ BRT
(0) for all t ∈ [0, T ].

Some comments are in order.

3Note that rτ depends on ς0, ς1 and ρτ .
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• The oddness of f allows to reduce F to a prescribed mean curvature functional: when f
is odd, we can write∫

E∆F
f
(
dF
τ

)
dx =

∫
E
f
(
sdF
τ

)
dx−

∫
F
f
(
sdF
τ

)
dx (1.12)

whenever E∩F has finite measure, and sdF is the signed distance from ∂F positive outside
F . Indeed, one can readily check that χGsdG ∈ L1(Rn) for any G with |G| < +∞. Thus,∫

E
f
(
sdF
τ

)
dx−

∫
F
f
(
sdF
τ

)
dx =

∫
E\F

f
(
sdF
τ

)
dx−

∫
F\E

f
(
sdF
τ

)
dx

=

∫
E\F

f
(
dF
τ

)
dx+

∫
F\E

f
(
dF
τ

)
dx.

Therefore, similarly to the classical Almgren-Taylor-Wang functional,

F(E;F, τ) = Pφ(E) +

∫
E
f
(
sdF
τ

)
dx+

∫
E
g(x) dx+ cF , (1.13)

where cF is a constant independent of E. In view of (1.13), the minimization problem for
F(·;F, τ) is equivalent to the minimization of the prescribed mean curvature functional
E ∈ S∗ 7→ Pφ(E) +

∫
E hf,F,g dx, with

hf,F,g := f
(
sdF
τ

)
+ g. (1.14)

• (Ha) and (Hc) suffice for the well-definiteness and the L1
loc(Rn)-lower semicontinuity of

F , as well as for the existence of minimizers, and in particular, of flat flows (Lemma 3.1).
• Assumption g ∈ Lp(Rn) in (Hc) is used to establish the uniform density estimate

P (E,Br(x))

rn−1
≥ θ1, x ∈ ∂E, r ∈ (0, rτ ], (1.15)

for minimizers E of F(·;F, τ), where θ1 > 0 is independent of E,F and τ (see Sections
3.1, 3.2 and the inequality (3.15)).

• Assumption (1.9) together with (1.15) and Lemma A.1 applied with ℓ = τ and p > 0,
imply that any flat flow {E(τ, k)} satisfies

|E(τ, k)∆E(τ, k − 1)| ≤ CpστPφ(E(τ, k − 1)) +
1

f(p)

∫
E(τ,k)∆E(τ,k−1)

f
(
dE(τ,k−1)

τ

)
dx

for all k ≥ 2 and for some σ ∈ {1, n}, where C is a coefficient depending only on n, φ,
θ and the liminf of rτ/τ in (1.9). This estimate, with a suitable choice of p (see (3.23))
yields the almost uniform time-continuity of the flat flow t 7→ E(τ, ⌊t/τ⌋) (see (3.24)),
which in turn implies the existence of GMM and the validity of (1.10).

• If f(r) = rα for r > 0 and for some α > 0, then ω in (1.10) can be chosen as ω(t) = t
α

1+α ,
see also (3.25).

• The strict monotonicity and surjectivity of f are needed for the unique solvability of
system (1.8). At the moment, we do not know what happens if these assumptions are
dropped.

• Without assumption (1.9) our method fails to apply for the existence of GMM (see Remark
3.2). However, we do not know whether GMM exists or not without this assumption.

• If f(r) ∼ rα as r → +∞ for some α > 0, then f satisfies (Hb), whereas if f has exponential
growth, then (1.9) may fail (see Examples 2.1 and 2.2).
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To prove the existence and uniform time continuity of GMM in Theorem 1.4 we follow the
standard Almgren-Taylor-Wang method in [2, 12, 25]. However, the presence of f requires
some extra care in techniques. Furthermore, unlike these papers, for the existence of GMM we
do not assume a priori the boundedness of the initial sets and also of g. Finally, the uniform
boundedness of GMM will be done employing the isoperimetric properties of (anisotropic)
balls. This can be also done following [12, Lemma 3.9], where a time-dependent bounded g is
considered.

It is well-known [8, Theorem 12] that the classical mean curvature flow preserves mean
convexity; our next main qualitative result is a similar preservation (Section 5), which to
some extent generalizes [13].

Theorem 1.5 (Mean convex evolution). Suppose that f satisfies (Ha), (Hb) and g ≡ 0.
Then any E(·) ∈ GMM(F ,S∗, E0) starting from a bounded δ-mean convex set E0 ⋐ Ω (in
some open set Ω) is itself a flow of δ-mean convex sets in Ω. Moreover, the maps t 7→ E(t)
and t 7→ Pφ(E(t)) are nonincreasing.

To prove this theorem we partially follow the ideas of [13]; in order to show the δ-mean
convexity of minimizers of F , the authors of [13] used the so-called Chambolle scheme for
mean curvature flow and the Anzelotti-pairings, while here we employ comparison properties
for the prescribed mean curvature functional. Classical mean curvature flow even preserves
convexity [23]. Also, the GMM starting from a convex set is unique (which positively answers
to the last assertion of Conjecture 1.1 when α = 1), see [8]. The following result shows the
validity of this property also in the generalized power mean curvature flow setting (see Section
7).

Theorem 1.6 (Evolution of convex sets and stability). Let φ be the Euclidean norm,
g ≡ 0 and f(r) = rα for r > 0, with α > 0. Let K0 ∈ Convb(Rn). Then:

(i) GMM(F ,S∗,K0) = MM(F ,S∗,K0) = {K(·)} and K(t) is convex for any t ≥ 0. Moreover,
if K0 is smooth, then K(·) is the smooth convex power mean curvature evolution starting
from K0 (see Theorem 7.1);

(ii) Let K0 ∈ Convb(Rn) and let (K0h) be any sequence of sets such that ∂K0h → ∂K0 in the
Kuratowski sense and {P (K0h)} is uniformly bounded. Let Kh(·) ∈ GMM(F ,S∗,K0h),
and let {K(·)} be the unique minimizing movement starting from K0. Then

lim
h→+∞

|Kh(t)∆K(t)| = 0 for any t ≥ 0.

Since any convex set is also mean convex, from Theorem 1.5 it follows that each K(t) is
mean convex and t 7→ K(t) is nonincreasing.

We expect similar uniqueness and stability properties for generalized curvature flow of
convex sets also in the anisotropic case with more general f . However, we leave this problem
for future investigations.

Theorem 1.6 is a weak formulation of Conjecture 1.1, where the minimization problem for F
is conducted in the larger class S∗ rather than in the class Convb(Rn). Indeed, in Convb(Rn)
we cannot apply the cutting-filling with balls argument used in the proof of Theorem 1.4;
rather using minimal cutting properties of convex sets we can show that the flat flows in
Convb(Rn) and their perimeter have the following monotonicity: E(τ, 0) ⊃ E(τ, 1) ⊃ . . .
and P (E(τ, 0)) ≥ P (E(τ, 1)) ≥ . . . . Thus, the map t 7→ P (E(τ, ⌊t/τ⌋)) is bounded and
nonincreasing, and therefore, sequentially compact (w.r.t. τ) in L1

loc(R
+
0 ). Now using convexity

we conclude that every limit point is indeed a GMM (Section 8):
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Theorem 1.7 (GMM in the class Convb(Rn)). Assume φ is an anisotropy in Rn, f satisfies
Hypothesis (Ha) and (Hb) and g ≡ 0. For any K0 ∈ Convb(Rn), GMM(F ,Convb(Rn),K0) is
nonempty. Moreover, if φ is Euclidean and f(r) = rα for r > 0 and some α ∈ (0, 1], then
GMM(F ,Convb(Rn),K0) is a singleton and concides with the unique minimizing movement
in MM(F ,S∗,K0).

We observe that we miss the proof of uniqueness of the minimizing movement in Convb(Rn)
for α > 1.

Our last result is consistency of GMM with the smooth classical solution of (1.3)4. Assum-
ing the latter exists and is stable (in the sense of Definition 6.1), following some of the ideas
of [2] and [24] we show:

Theorem 1.8 (Consistency). Suppose that f ∈ Cβ(R) and g ∈ Cβ(Rn) for some β ∈ (0, 1].
Assume that φ is an elliptic C3-anisotropy and (1.3) admits a unique smooth stable solution
{S(t)}t∈[0,T ). Then for every E(·) ∈ GMM(F ,S∗, S(0)) we have

E(t) = S(t) for all t ∈ [0, T ).

As it happens for the classical consistency proof for the Almgren-Taylor-Wang functional,
the proof of this nontrivial theorem heavily relies on the stability of the flow, strong comparison
principles and discrete comparison principles.

The paper is organized as follows. In Section 2, after setting the notation, we quickly
shows some examples of interesting functions f . In Section 3 we prove Theorem 1.4. Various
comparison results are studied in Section 4. The evolution of mean convex sets and convex
sets are considered in Sections 5, 7, and 8. The consistency of GMM with smooth solutions is
proven in Section 6. Finally, we conclude the paper with two appendices, where we establish
some technical results, needed in various proofs.

Shortly after the conclusion of this paper, we became aware of the paper [16], where the
author addresses a similar problem, showing existence of level set solutions to the power
mean curvature flow, via the minimizing movements. That paper appears to be completely
independent of the present paper.

Acknowledgements. G. Bellettini acknowledges support from PRIN 2022PJ9EFL “Geo-
metric Measure Theory: Structure of Singular Measures, Regularity Theory and Applications
in the Calculus of Variations”, and from GNAMPA (INdAM). Sh. Kholmatov acknowledges
support from the Austrian Science Fund (FWF) Stand-Alone project P 33716.

2. Notation and examples of functions f

We write R+ := (0,+∞), R+
0 := [0,+∞) and N0 = N∪{0}. The inclusion E ⋐ F means that

E is bounded, E ⊂ F and dist(∂E, ∂F ) > 0; we also set Ec := Rn\E. Unless otherwise stated,
Br := Br(0). In view of the definition of S in (1.1), every set E we consider coincides with the

set E(1) of its points of density 1. Therefore ∂E = ∂∗E and dE(·) = dist(·, ∂E) = dist(·, ∂∗E).
We denote by co (E) the closed convex hull of E. An anisotropy φ : Rn → [0,+∞) is a
positively one-homogeneous even convex function equivalent to the Euclidean norm; its dual
is defined as

φo(η) = sup
φ(ξ)=1

ξ · η = 1,

so that φo is an anisotropy and

cφ|ξ| ≤ φo(ξ) ≤ Cφ|ξ|, ξ ∈ Rn, (2.1)

4Thus, in this case, GMM is unique for short times.
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for some Cφ ≥ cφ > 0.
Recall the following anisotropic isoperimetric inequality [26]:

Pφ(E) ≥ cn,φ|E|
n−1
n , cn,φ :=

Pφ(Bφ)

|Bφ|
n−1
n

, (2.2)

where Pφ is defined in (1.4) and5 Bφ := {φ ≤ 1}. In the Euclidean case φ(·) = | · |, cn,|·| =
nω

1/n
n , B = B|·|, and κφ = κ. Our conventions are: the mean curvature is positive for

(uniformly) convex sets, and the normal velocity is increasing for expanding sets.
Let us give some examples of function f .

Example 2.1 (f a power). Assume that f is strictly increasing, continuous and

c1r
α1 ≤ f(r) ≤ c2r

α2 for all large r > 1 (2.3)

for some 0 < c1 ≤ c2 and 0 < α1 ≤ α2 ≤ α1 + 1. Then for any τ > 0 the system (1.8) is
solvable and rτ satisfies (1.9). Indeed, solvability of (1.8) follows from the continuity and
the monotonicity of f. In particular, by the inverse monotone function theorem both maps
τ 7→ ρτ and τ 7→ rτ are continuous and increasing. Moreover, clearly, ρτ , rτ → 0 as τ → 0+.
Now by (2.3) and the equality ρτf(ρτ/τ) = C0

c′1τ
α2

1+α2 ≤ ρτ < c′2τ
α1

1+α1 (2.4)

for all small τ > 0 and for some c′2 ≥ c′1 > 0 independent of τ. Similarly, from the equality

rτf(
rτ+2ρτ

τ ) = C1 and estimates (2.3) and (2.4) we get

c′′1τ ≤ r1/α2
τ (rτ + 2c′2τ

α1
1+α1 ) = r1+1/α2

τ + c′2r
1/α2
τ τ

α1
1+α1

for all small τ > 0 and for some c′′1 > 0. This inequality implies either τ

r
1+1/α2
τ

or τ

r
1/α2
τ τ

α1
1+α1

is

uniformly bounded. Since α1 ≤ α2 ≤ 1 + α1, either condition implies rτ ≥ cτ for some c > 0
and all small τ > 0. Therefore, (1.9) holds.

Example 2.2 (f an exponential). Let f(r) = er for large r > 0. Then ρτ in (1.8) satisfies

ρτ = −τ ln ρτ + τ ln ς0. (2.5)

For sufficiently small τ > 0 setting ρτ = τ ln(τ−1)(1 + u) in (2.5) we get

F (u, x, y) := u+ x+ [ln(1 + u)− ln ς0]y = 0, x := ln ln(τ−1)
ln(τ−1)

, y := 1
ln(τ−1)

.

This analytic implicit function admits a unique solution u = w(x, y), where w(·, ·) is some
real analytic function in a neighborhood of (0, 0), and thus, for sufficiently small τ > 0,

ρτ = τ ln(τ−1)
[
1 + w

(
ln ln(τ−1)
ln(τ−1)

, 1
ln(τ−1)

)]
. (2.6)

Moreover, since rτ satisfies the equation

rτ + 2ρτ
τ

= ln ς1 + ln(r−1
τ ),

we have
rτ

τ ln(r−1
τ )

+
ρτ

τ ln(ρ−1
τ )

2 ln(ρ−1
τ )

ln(r−1
τ )

= 1 +
ln ς1

ln(r−1
τ )

. (2.7)

In view of (2.5)

lim
τ→0+

ρτ

τ ln(ρ−1
τ )

= 1.

5Sometimes Bφ is called Wulff shape.
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Therefore, using rτ
τ ln(r−1

τ )
≥ 0 and recalling that rτ → 0+, from (2.7) we get

lim sup
τ→0

2 ln(ρ−1
τ )

ln(r−1
τ )

≤ 1.

In particular, for for sufficiently small τ > 0,

2 ln(ρ−1
τ )

ln(r−1
τ )

≤ 3

2
.

This and (2.6) imply

rτ
τ

≤ ρ
4/3
τ

τ
= τ1/3[ln(τ−1)(1 + w)]4/3 → 0

as τ → 0+. Hence, f does not satisfy (1.9).

Throughout the paper we always assume n ≥ 2. We refer to [28] for the case n = 1.

3. Proof of Theorem 1.4

This section is devoted to the proof of Theorem 1.4. Assume as usual the convention (1.5).

Lemma 3.1. Suppose that f satisfies (Ha) and that g ∈ L1(Rn). Then for any F ∈ S∗ and
τ > 0 there exists a minimizer of F(·;F, τ) in S∗.

As in the case of prescribed mean curvature functional, the assumption g ∈ L1(Rn) can be
relaxed to g− ∈ L1(Rn).

Proof. Let us study the minimum problem

inf
E∈S∗

F(E;F, τ).

Let (Ei) ⊂ S∗ be a minimizing sequence. We may assume

F(Ei;F, τ) ≤ F(F ;F, τ) for all i ≥ 1.

Then

Pφ(Ei) +

∫
Ei∆F

f
(
dF
τ

)
dx ≤ F(F ;F, τ) +

∫
Rn

|g| dx := C.

In particular, by the nonnegativity of f in R+
0 , the sequence (Pφ(Ei)) is bounded, and hence, by

compactness, there exists E ∈ BVloc(Rn; {0, 1}) such that, up to a not relabelled subsequence,
Ei → E in L1

loc(Rn) as i → +∞. By the L1
loc-lower semicontinuity of the anisotropic perimeter,

Pφ(E) ≤ lim inf
i→+∞

Pφ(Ei) ≤ C < +∞.

Moreover, by the L1
loc-convergence and the isoperimetric inequality (2.2), for any bounded

open set U ⊂ Rn

|U ∩ E| = lim
i→+∞

|U ∩ Ei| ≤ lim inf
i→+∞

|Ei| ≤ (c
n

n−1
n,φ )−1 lim inf

i→+∞
Pφ(Ei)

n
n−1 ≤ C

n
n−1

c
n

n−1
n,φ

.

Thus, letting U ↗ Rn we get |E| < +∞ and hence, E ∈ S∗. By the L1
loc-lower semicontinuity

of F(·;F, τ, k), E is a minimizer. □



10 G. BELLETTINI AND SH. KHOLMATOV

3.1. L∞-bound for dF . Assume Hypothesis (H). For F ∈ S∗ and τ > 0, let Fτ be a
minimizer of F(·;F, τ). In (3.10), on the basis of (3.6), we establish an upper bound for

sup
Fτ∆F

dF ,

which is necessary to get the density estimates in Section 3.2 centered at points of ∂Fτ .
Take any x ∈ Fτ \ F and set

rx := dF (x) > 0, Br := Br(x).

We observe that Br ∩ F = ∅ for all r ∈ (0, rx), so that F \ Fτ = F \ (Fτ \ Br). Then by the
minimality of Fτ ,

0 ≤ F(Fτ \Br;F, τ)−F(Fτ ;F, τ)

= Pφ(Fτ \Br)− Pφ(Fτ )−
∫
Fτ∩Br

f
(
dF
τ

)
dy −

∫
Fτ∩Br

gdy. (3.1)

Using the properties of the reduced boundary [26, Theorem 16.3], (2.1) and the Euclidean
isoperimetric inequality, for a.e. r ∈ (0, rx) we get

Pφ(Fτ \Br)− Pφ(Fτ ) =

∫
Fτ∩∂Br

φo(−νBr)dHn−1 − Pφ(Fτ , Br)

=

∫
Fτ∩∂Br

(
φo(−νBr) + φo(νBr)

)
dHn−1 − Pφ(Fτ ∩Br)

≤ 2CφHn−1(Fτ ∩ ∂Br)− cφnω
1/n
n |Fτ ∩Br|

n−1
n .

(3.2)

Since dF ≥ rx − r in Br, by the increasing monotonicity of f we obtain

−
∫
Fτ∩Br

f
(
dF
τ

)
dy ≤ −f

(rx − r

τ

)
|Fτ ∩Br|.

Finally, if we also assume r < γg, with γg > 0 as in (A.3), then∫
Fτ∩Br

gdy ≤ cφnω
1/n
n

4
|Fτ ∩Br|

n−1
n . (3.3)

Inserting (3.2)-(3.3) in (3.1) we get

2CφHn−1(Fτ ∩ ∂Br) ≥ f
(rx − r

τ

)
|Fτ ∩Br|+

3cφnω
1/n
n

4
|Fτ ∩Br|

n−1
n (3.4)

for a.e. r ∈ (0, rx ∧ γg). Since rx > r and f > 0 in R+, this inequality implies

Hn−1(Fτ ∩ ∂Br) ≥
3cφnω

1/n
n

8Cφ
|Fτ ∩Br|

n−1
n ,

or, after integration,

|Fτ ∩Br| ≥
(

3cφ
8Cφ

)n
ωnr

n, r ∈ (0, rx ∧ γg]. (3.5)

Plugging this volume density estimate in (3.4) and using the positivity of the last term, we
get

f
(rx − r

τ

)(
3cφ
8Cφ

)n
ωnr

n ≤ 2CφHn−1(Fτ ∩ ∂Br) ≤ 2Cφnωnr
n−1,

and hence, by the continuity of f,

rf
(rx − r

τ

)
≤ C1 := 2Cφn

(
8Cφ

3cφ

)n
, r ∈ [0, rx ∧ γg]. (3.6)
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Now assume x ∈ F \Fτ and set again rx := dF (x) > 0. In this case for a.e. r ∈ (0, rx∧γg), we
use the properties of the reduced boundary, (2.1) and the Euclidean isoperimetric inequality
to get

Pφ(Fτ ∪Br)− Pφ(Fτ ) = 2

∫
F c
τ∩∂∗Br

(
φo(νBr) + φo(−νBr)

)
dHn−1 − Pφ#(Fτ ∩Br)

≤ 2CφHn−1(F c
τ ∩ ∂∗Br)− cφnω

1/n
n |F c

τ ∩Br|
n−1
n .

Moreover, since dF ≥ rx−r in Br (recall that Br ⊂ F by the choice of rx), by the monotonicity
of f

−
∫
F c
τ∩Br

f
(
dF
τ

)
dy ≤ −f

(rx − r

τ

)
|F c

τ ∩Br|.

Finally, using r < γg and the Morrey-type extimate (A.3) we find∫
F c
τ∩Br

gdy ≤ cφnω
1/n
n

4
|F c

τ ∩Br|
n−1
n .

Inserting these estimates in

0 ≤ F(Fτ ∪Br;F, τ)−F(Fτ ; f, τ)

= Pφ(Fτ ∪Br)− Pφ(F )−
∫
F c
τ∩Br

f
(
dF
τ

)
dy +

∫
F c
τ∩Br

g dy,

we get

2CφHn−1(F c
τ ∩ ∂Br) ≥ f

(rx − r

τ

)
|F c

τ ∩Br|+
3cφnω

1/n
n

4
|F c

τ ∩Br|
n−1
n ,

and hence, repeating the same aguments above, we find the same inequality as (3.6). Thus,
for any x ∈ Fτ∆F we have, inverting (3.6),

rx ≤ r + τf−1
(
C1
r

)
, rx := dF (x) > 0, r ∈ (0, rx ∧ γg). (3.7)

For any τ > 0 let ρτ := ρτ (C1) > 0 be the unique number (compare (Hb)) such that

ρτf
(ρτ
τ

)
= C1. (3.8)

Clearly, τ 7→ ρτ is continuous in R+ and ρτ → 0+ as τ → 0+. In particular

∃τ0 = τ0(f, g) > 0 : ρτ ≤ γg for all τ ∈ (0, τ0). (3.9)

Let us estimate rx with a multiple of ρτ . For τ ∈ (0, τ0), if rx ≤ ρτ , we are done. If ρτ < rx,
by the choice of τ0, we can apply (3.7) with r = ρτ and the equality (3.8) to get

rx ≤ ρτ + τf−1
(
C1
ρτ

)
= 2ρτ .

Thus we finally get the desired L∞-bound

sup
x∈Fτ∆F

dF (x) ≤ 2ρτ , τ ∈ (0, τ0). (3.10)

This estimate will be used also in Theorem 4.3.
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3.2. Density estimates. Assume Hypothesis (H) and for F ∈ S∗, τ0 > 0 (defined in (3.9))
and τ ∈ (0, τ0) let Fτ be a minimizer of F(·;F, τ). Let γg > 0 be as in (A.3). We establish
uniform density estimates for minimizers Fτ in balls Br(x), centered at

x ∈ ∂Fτ

(see (3.13), (3.14) and (3.15)). Basically, we use the arguments of Section 3.1 and the function
τ → ρτ in (3.8), but some extra care is needed because now

Br = Br(x)

may intersect the boundary of F and we need to estimate the differences∫
(Fτ\Br)∆F

f
(
dF
τ

)
dy −

∫
Fτ∆F

f
(
dF
τ

)
dy

= −
∫
Br∩(Fτ\F )

f
(
dF
τ

)
dy +

∫
Br∩Fτ∩F

f
(
dF
τ

)
dy ≤

∫
Br∩Fτ∩F

f
(
dF
τ

)
dy

and∫
(Fτ∪Br)∆F

f
(
dF
τ

)
dy −

∫
Fτ∆F

f
(
dF
τ

)
dy

= −
∫
Br∩(F c

τ \F c)
f
(
dF
τ

)
dy +

∫
Br∩F c

τ∩F c

f
(
dF
τ

)
dy ≤

∫
Br∩F c

τ∩F c

f
(
dF
τ

)
dy.

Note that if x ∈ ∂Fτ and y ∈ Br ∩ Fτ ∩ F (resp. y ∈ Br ∩ F c
τ ∩ F c), by the 1-lipschitzianity

of dF and (3.10)
dF (y) ≤ dF (x) + |y − x| ≤ 2ρτ + r,

and hence, by the monotonicity of f∫
Br∩Fτ∩F

f
(
dF
τ

)
dy ≤ f

(
r+2ρτ

τ

)
|Br ∩ Fτ |

and similarly ∫
Br∩F c

τ∩F c

f
(
dF
τ

)
dy ≤ f

(
r+2ρτ

τ

)
|Br ∩ F c

τ |.

For any τ ∈ (0, τ0) let rτ > 0 be the unique number (compare (Hb)) satisfying

rτf
(
rτ+2ρτ

τ

)
=

cφn

2
. (3.11)

By the continuity of f, τ 7→ rτ is continuous and rτ → 0 as τ → 0+.
Possibly decreasing τ0 in (3.9), we assume

rτ < γg for all τ ∈ (0, τ0). (3.12)

Now, by the increasing monotonicity of r 7→ rf((r+ 2ρτ )/τ) and the definition of rτ , for any
r ∈ (0, rτ ] we have

f
(
r+2ρτ

τ

)
|Br ∩ Fτ | = ω1/n

n rf
(
r+2ρτ

τ

)
|Br ∩ Fτ |

n−1
n ≤ cφnω

1/n
n

2
|Br ∩ Fτ |

n−1
n

and

f
(
r+2ρτ

τ

)
|Br ∩ F c

τ | = ω1/n
n rf

(
r+2ρτ

τ

)
|Br ∩ F c

τ |
n−1
n ≤ cφnω

1/n
n

2
|Br ∩ F c

τ |
n−1
n .

Recalling the inequality rτ < γg and the estimates (3.2) and (3.3), for a.e. r ∈ (0, rτ ] we have
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0 ≤ F(Fτ \Br;F, τ)−F(Fτ ;F, τ) ≤ 2CφHn−1(Fτ ∩Br)

− cφnω
1/n
n |Fτ ∩Br|

n−1
n +

cφnω
1/n
n

2
|Fτ ∩Br|

n−1
n +

cφnω
1/n
n

2
|Fτ ∩Br|

n−1
n .

This implies, similarly to (3.5),

|Fτ ∩Br| ≥
(

3cφ
8Cφ

)n
ωnr

n, r ∈ (0, rτ ]. (3.13)

Analogously,

|F c
τ ∩Br| ≥

(
3cφ
8Cφ

)n
ωnr

n, r ∈ (0, rτ ]. (3.14)

From (3.13), (3.14), and the relative isoperimetric inequality in balls, we obtain

P (Fτ , Br) ≥ θ1r
n−1, τ ∈ (0, τ0), r ∈ (0, rτ ), (3.15)

with θ1 := 2
n−1
n ωn−1

(
cφ
8Cφ

)n−1
.

3.3. Existence of GMM. As already mentioned in the introduction, the proof runs along a
well-established path due to Almgren-Taylor-Wang [2] and Luckhaus-Sturzenhecker [25]; how-
ever, here various nontrivial technical modifications are required mainly due to the presence
of f (and of g).

Let us assume Hypothesis (H). Fix E0 ∈ S∗, and τ ∈ (0, τ0) (recall that τ0, given in (3.9)
and (3.12)), and using Lemma 3.1 define the flat flows {E(τ, k)}k≥0 inductively as follows:
E(τ, 0) = E0 and

E(τ, k) ∈ argminF(·;E(τ, k − 1), τ), k ≥ 1.

From the inequality

F(E(τ, k);E(τ, k − 1), τ) ≤ F(E(τ, k − 1);E(τ, k − 1), τ), k ≥ 1,

we get the standard estimate∫
E(τ,k)∆E(τ,k−1)

f
(
dE(τ,k−1)

τ

)
dx ≤ pk−1 − pk, k ≥ 1, (3.16)

where

pk := Pφ(E(τ, k)) +

∫
E(τ,k)

g dx, k ≥ 0,

and hence the sequence (pk) is nonincreasing. In particular,

Pφ(E(τ, k)) = pk −
∫
E(τ,k)

g dx ≤ p0 +

∫
E(τ,k)

|g| dx

and therefore,

Pφ(E(τ, k)) ≤ p0 +

∫
Rn

|g| dx := C2 for all k ≥ 0. (3.17)

Consider the family {E(τ, ⌊t/τ⌋)}t≥0. In view of (3.17), compactness in BVloc(Rn; {0, 1})
and a diagonal argument, we can find a sequence τj → 0+ such that for every rational t ≥ 0
there exists a set E(t) ∈ BVloc(Rn; {0, 1}) such that

E(τj , ⌊t/τj⌋) → E(t) in L1
loc(Rn) as j → +∞. (3.18)

In view of (3.17) and the isoperimetric inequality (2.2), the measure of E(τj , ⌊t/τj⌋) is bounded
uniformly in j and t, and therefore |E(t)| is bounded for each rational t ≥ 0, in particular
E(t) ∈ S∗.
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Now we will prove that the convergence (3.18) holds for any t ≥ 0 (without passing to a
further subsequence). To this aim, let us establish a sort of uniform continuity of flat flows
{E(τ, k)}.

In view of (3.15) each E(τ, k) with k ≥ 1 satisfies a uniform lower perimeter density estimate
for radii r ∈ (0, rτ ]. Thus, we can apply Lemma A.1 with

r0 = rτ (3.19)

and ϑ = θ1, to estimate the measure |E(τ, k − 1)∆E(τ, k)|. In view of the expression of the
“distance”-term in F , we apply that lemma with

ℓ = τ (3.20)

and some p > 0 to be chosen later (see (3.23)).

Remark 3.2 (Necessity of assumption (1.9)). Assumption (1.9) implies

lim sup
τ→0+

τ

rτ
∈ [0,+∞).

If this limsup is infinite (for instance, in the case f(r) = er for large r, see Example 2.2), an

application of Lemma A.1 would give a large coefficient τn−1

rn−1
τ

in the first inequality in estimate

(A.2), which seems hard to handle. To avoid such an issue, we assume the validity of (1.9),
which is used only here.

For any p > 0 and small τ > 0 we have by (3.19) (3.20), and (A.2),

|E(τ, k)∆E(τ, k − 1)| ≤ C3p
στPφ(E(τ, k − 1)) +

1

f(p)

∫
E(τ,k)∆E(τ,k−1)

f
(
dE(τ,k−1)

τ

)
dx

for all k ≥ 2, where C3 > 0 and σ ∈ {1, n}. By the uniform perimeter bound (3.17) and
inequality (3.16) we can estimate further

|E(τ, k)∆E(τ, k − 1)| ≤ C4p
στ +

pk−1 − pk
f(p)

,

where C4 := C2C3. Summing these inequalities in k = m1 + 1, . . . ,m2 for 1 ≤ m1 < m2 we
obtain

|E(τ,m2)∆E(τ,m1)| ≤ C4p
στ(m2 −m1) +

pm1 − pm2

f(p)
. (3.21)

Since

pm1 − pm2 ≤p0 − pm2 ≤ p0 +

∫
E(τ,m2)

g−(x) dx ≤ C2,

(3.21) estimates further as

|E(τ,m1)∆E(τ,m2)| ≤ C4p
σ(m2 −m1)τ +

C2

f(p)
. (3.22)

Now we come back to our chosen flat flows {E(τj , ⌊t/τj⌋)}t≥0. Fix any t2 > t1 > 0 and, for
τ0 as in (3.9), (3.12), let τj ∈ (0, τ0) be so small that min{t1, t2 − t1} > 10τj . Now we choose
p. Let u : R+

0 → R+
0 be any continuous increasing function6 with u(0) = 0 and

lim sup
s→0+

s

u(s)
= 0.

6In the case of the standard Almgren-Taylor-Wang functional one can choose u(s) = s1/2 for any s ≥ 0 and
get the 1/2-Hölder continuity of the flow (best exponent).
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We set

p :=


1

u(t2−t1)1/n
if lim inf

j→+∞

rτj
τj

∈ (0,+∞),

1
u(t2−t1)

if lim inf
j→+∞

rτj
τj

= +∞.
(3.23)

Applying (3.22) with such a p, m1 = ⌊t1/τj⌋ , m2 = ⌊t2/τj⌋ using τj(m2 −m1) ≤ t2 − t1 + τj
and recalling pσ = 1/u(t2 − t1), we get

|E(τj , ⌊t2/τj⌋)∆E(τj , ⌊t1/τj⌋)| ≤ ω(t2 − t1) +
C4τj

u(t2 − t1)
, (3.24)

where, for s > 0,

ω(s) =


C4s
u(s) +

C2

f(u(s)−1/n)
if lim inf

j→+∞

rτj
τj

∈ (0,+∞),

C4s
u(s) +

C2
f(u(s)−1)

if lim inf
j→+∞

rτj
τj

= +∞.
(3.25)

Now if both t1 and t2 are rational, then letting j → +∞ in (3.24) and recalling (3.18) we
deduce

|E(t2)∆E(t1)| ≤ ω(t2 − t1). (3.26)

By assumptions on w and f, ω(s) → 0 as s → 0+. Thus, ω provides a modulus of continuity,
which is for the moment defined only for rational times. Since

sup
t≥0, rational

Pφ(E(t)) ≤ C2,

by standard arguments, we can uniquely extend E(·) for all t ≥ 0 still satisfying the uniform
continuity (3.26) for all 0 < t1 < t2.

We claim that E(·) is a GMM, i.e., the convergence (3.18) holds for all t ≥ 0. Indeed,
consider an irrational t, and take any rational t̄ > t. Then for any open set U ⊂ Rn,

|U ∩ (E(τj , ⌊t/τj⌋)∆E(t))| ≤ |U ∩ (E(τj , ⌊t/τj⌋)∆U ∩ (E(τj , ⌊t̄/τj⌋))|
+ |U ∩ (E(τj , ⌊t̄/τj⌋)∆E(t̄))|+ |E(t̄)∆E(t)| =: aj + bj + c.

Since t̄ is rational, by (3.18)

lim sup
j→+∞

bj = 0.

Moreover, by (3.24) and (3.26)

lim sup
j→+∞

aj ≤ ω(t̄− t) and c ≤ ω(t̄− t).

Therefore,

lim sup
j→+∞

|U ∩ (E(τj , ⌊t/τj⌋)∆E(t))| ≤ 2ω(t̄− t).

Now letting t̄ ↘ t and recalling that ω(t̄− t) → 0 we deduce the validity of (3.18) for all times
t ≥ 0. Whence, by definition, E(·) is a GMM.

Remark 3.3. In the proof of the existence we started with an arbitrary sequence and con-
structed a subsequence for which the L1

loc-convergence (3.18) holds.

Finally, let us prove that every {E(t)}t≥0 ∈ GMM(F ,S∗, E0) starting from E0 is uniformly
continuous. Let {E(t)} be defined as an L1

loc-limit of flat flows {E(τj , ⌊t/τj⌋)} for some τj → 0.
Then these flat flows necessarily satisfy (3.24), and hence, after passing to the limit we see
that E(·) also satisfies (3.26).
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3.4. Uniform continuity of GMM up to t = 0. Let us assume that |∂F | = 0 and let Fτ

be a minimizer of F(·;F, τ). By minimality

Pφ(Fτ ) +

∫
Fτ∆F0

f
(
dF
τ

)
dx+

∫
Fτ

g dx ≤ Pφ(F ) +

∫
F
g dx, (3.27)

and hence, recalling g ∈ L1(Rn), the family {Pφ(Fτ )} is uniformly bounded with respect to

τ . By compactness, for any sequence τk ↘ 0, Fτk

L1
loc→ F0 (up to a not relabelled subsequence)

where F0 ∈ S∗. By (3.27), the assumption |∂F | = 0, and Fatou’s lemma, |F0∆F | = 0, and
hence, F0 = F. Thus,

Fτ → F (3.28)

in L1
loc(Rn) as τ → 0. Of course, using (3.27) one can also show

lim
τ→0

Pφ(Fτ ) = Pφ(F ) and lim
τ→0

∫
Fτ∆F0

f
(
dF
τ

)
dx = 0.

Now to prove the uniform continuity of GMM for s, t ≥ 0 we proceed as in the standard
Almgren-Taylor-Wang case: applying (3.24) with t2 = t > 0 and t1 = τj , as well as (3.28) for
any open set U ⊂ Rn we find

|U ∩ (E(τj , ⌊t/τj⌋)∆E0)| ≤ |E(τj , ⌊t/τj⌋)∆E(τj , 1)|+ |U ∩ (E(τj , 1)∆E0)| ≤ ω(t− τj) + o(1)

as j → +∞. This implies |U ∩ (E(t)∆E0)| ≤ ω(t), and hence, letting U → Rn we get
|E(t)∆E0| ≤ ω(t).

3.5. Hölder continuity of GMM. Suppose

lim
r→+∞

f(r)

rα
= C5 ∈ (0,+∞) (3.29)

for some α ∈ (0,+∞). Then using (3.8) and recalling ρτ/τ → +∞ as τ → 0+ (see (2.4)) we
get

lim sup
τ→0+

C1τ
α

ρ1+α
τ

= lim sup
τ→0+

f(ρτ/τ)

(ρτ/τ)α
= C5,

and hence,

lim inf
τ→0+

ρτ

τ
α

1+α

=
C

1
1+α

1

C5
.

Similarly, as rτ+2ρτ
τ → +∞ (see Example 2.1), by (3.11)

C5 = lim sup
τ→0+

f((rτ + 2ρτ )/τ)

[(rτ + 2ρτ )/τ ]α
= lim sup

τ→0+

cφn

2rτ [(rτ + 2ρτ )/τ ]α
.

Thus, (
2C5
cφn

)1/α
= lim inf

τ→0

(r α+1
α

τ

τ
+

2r
1
α
τ ρτ
τ

)
,

and therefore,

C6 := lim inf
τ→0+

rτ

τ
α

1+α

< +∞.

This implies

lim inf
τ→0+

rτ
τ

= +∞.
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Now choosing w(s) = s
1

1+α , in (3.22) we can represent the function ω in (3.26) as

ω(s) = C4s
α

1+α +
C2

f(s−
1

1+α )
. (3.30)

In view of (3.29) and the strict monotonicity of f, there exists s0 > 0 such that

f(s−
1

1+α ) ≥ C5

2
s−

α
1+α for all s ∈ (0, s0).

Thus, for such s, from (3.30) we conclude

ω(s) ≤
(
C4 +

2C2

C5

)
s

α
1+α .

In view of (3.26) this implies the local α
1+α -continuity of GMM.

3.6. Boundedness of GMM. The next lemma shows that boundedness of an initial set
implies boundedness of minimizers of F .

Lemma 3.4. Suppose Hypothesis (H). Then, for any bounded F ∈ S∗ and any τ > 0, every
minimizer of F(·;F, τ) is bounded.

Proof. Let E be a minimizer of F(·;F, τ) and let γg > 0 be given by (A.3). Writing Br :=
Br(0), let r0 > 0 be such that F ⊂ Br0 and |E \Br| < ωnγ

n
g for all r > r0 (the last inequality

is possible since |E| < +∞). For any r > r0, by the minimality of E and the inequality
F \ E = F \ [E ∩Br]

0 ≤ F(E ∩Br;F, τ)−F(E;F, τ)

= Pφ(E ∩Br)− Pφ(E)−
∫
E\Br

f
(
dF
τ

)
dx−

∫
E\Br

gdx. (3.31)

By the standard properties of the reduced boundary, (2.1) and the Euclidean isoperimetric
inequality

Pφ(E ∩Br)− Pφ(E) =

∫
E∩∂Br

φo(νBr)dHn−1 − Pφ(E,Bc
r)

=

∫
E∩∂Br

[
φo(νBr)+φo(−νBr)

]
dHn−1−Pφ(E\Br) ≤ 2CφHn−1(E∩∂Br)−cφnω

1/n
n |E\Br|

for a.e. r > r0. Moreover, since dF ≥ r − r0 in E \Br and f is increasing,

f
(
dF
τ

)
≥ f

(
r−r0
τ

)
a.e. in E \Br

and therefore, ∫
E\Br

f
(
dF
τ

)
dx ≥ f

(
r−r0
τ

)
|E \Br|.

By the choice of r0 and (A.3)

−
∫
E\Br

gdx ≤ cφnω
1/n
n

4 |E \Br|
n−1
n .

Inserting the above estimates in (3.31) we find

2CφHn−1(E ∩Br) +
cφnω

1/n
n

4 |E \Br|
n−1
n ≥ cφnω

1/n
n |E \Br|

n−1
n + f

(
r−r0
τ

)
|E \Br|.
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In particular,

Hn−1(E ∩Bc
r) ≥

3cφnω
1/n
n

8Cφ
|E ∩Bc

r|
n−1
n for a.e. r > r0.

If |E ∩Bc
r| > 0 for all r > 0, then integrating this differential inequality in (r0, r) we get

3cφ
8Cφ

(r − r0) ≤ |E ∩Bc
r0 |

1/n − |E ∩Bc
r|1/n.

However, letting r → +∞ and using |E| < +∞, we obtain |E ∩Bc
r0 | = +∞, a contradiction.

Thus, |E ∩Bc
r| = 0 for some r > r0, i.e., E ⊂ Br. □

From this lemma, we deduce that each flat flow starting from a bounded set is bounded.
However, when passing to the limit as τj → 0, we may loose this boundedness, and therefore,
we need this lemma in some stronger form and for this we need stronger assumptions on g.
In what follows we write, for ϱ > 0 and x ∈ Rn,

Wϱ(x) = {ξ ∈ Rn : φ(ξ − x) < ϱ}, Wϱ = Wϱ(0).

Lemma 3.5 (Growth of g− controlled by f). Assume Hypothesis (H) and that g satisfies
(1.11). Then there exist constants C6, C7 > 0 depending only on cg− , cφ, Cφ and γg (see
(A.3)) such that the following holds. For any F ∈ S∗ and τ > 0 let Fτ be a minimizer of
F(·;F, τ). Suppose that F ⊂ Wr0 for some r0 > C6. Then Fτ ⊂ Wrτ for any τ < 1

2C7
, where

rτ = (1 + C7τ)r0 + C7τ.

Proof. By (2.1), (1.11) and the strict monotonicity of f

g−(x) ≤ f
(
cg− +

cg−
cφ

φ(x)
)
, φ(x) >

cg−
cφ

. (3.32)

Let F ⊂ Wr0 for some r0 > C6 := cg−/cφ; by Lemma 3.4 a minimizer Fτ is bounded, and
let Wrτ be the smallest Wulff shape containing Fτ . Thus, ∂Fτ ∩ ∂Wrτ ̸= ∅. We may assume
rτ > r0.

Fix small ϵ ∈ (0, rτ − r0) and consider the difference

0 ≤ F(Fτ ∩Wrτ−ϵ;F, τ)−F(Fτ ;F, τ) = Pφ(Fτ ∩Wrτ−ϵ)− Pφ(Fτ )

−
∫
Fτ\Wrτ

f
(
dF
,τ

)
dx−

∫
Fτ\Wrτ−ϵ

g dx. (3.33)

By (2.1) dF (x) ≥ 1
Cφ

dφF (x) ≥
rτ−ϵ−r0

Cφ
in Fτ \Wrτ−ϵ, where

dφF (x) := inf{φ(x− y) : y ∈ ∂∗F}
is the anisotropic distance. Thus, by the monotonicity of f,

−
∫
Fτ\Wrτ

f
(
dF
τ

)
dx ≤ −f

(rτ − ϵ− r0
Cφτ

)
|Fτ \Wrτ−ϵ|.

In view of (3.32), using r0 < rτ − ϵ < φ(·) ≤ rτ in E \Wrτ−ϵ and assumption (3.32) we have

−
∫
Fτ\Wrτ−ϵ

gdx ≤
∫
Fτ\Wrτ−ϵ

g−dx

≤
∫
Fτ\Wrτ−ϵ

f
(
cg− +

cg−
cφ

φ(x)
)
dx ≤ f

(
cg− +

cg−
cφ

rτ

)
|E \Wrτ−ϵ|.

Finally, by the convexity of Wrτ−ϵ,

Pφ(Fτ ∩Wrτ−ϵ)− Pφ(Fτ ) ≤ 0.



GENERALIZED POWER MEAN CURVATURE FLOW 19

Inserting these estimates in (3.33) we get

0 ≤ −f
(rτ − ϵ− r0

Cφτ

)
+ f

(
cg− +

cg−
cφ

rτ

)
,

thus, by the strict monotonicity of f and the arbitrariness of ϵ we get

rτ − r0
Cφτ

≤ cg− +
cg−

cφ
rτ .

Now assuming
cg−Cφ

cφ
τ < 1

2 we can write

rτ ≤
r0 + cg−Cφτ

1− cg−Cφ

cφ
τ

≤
(
1 +

2cg−Cφ

cφ
τ
)
r0 + cg−Cφτ

(
1 +

2cg−Cφ

cφ
τ
)
≤ (1 + C7τ)r0 + C7τ,

where C7 := max{2cg−Cφ

cφ
, 2cg−Cφ}. □

Now we prove the local uniform boundedness of GMM, as stated in (ii). Fix τ ∈ (0, 1
2C7

)

and a bounded E0 ∈ S∗, and let {E(τ, k)} be a flat flow starting from E0. We may assume
E0 ⊂ Wr0 for some r0 > C6. Let {r(τ, k)}k be a nondecreasing sequence such that r(τ, 0) = r0,
E(τ, k) ⊂ Wr(τ,k) and for any k ≥ 1 either r(τ, k) = r(τ, k − 1), or by Lemma 3.5 r(τ, k) ≤
(1 + C7τ)r(τ, k − 1) + C7τ. Thus, there is no loss of generality in assuming

r(τ, k) ≤ (1 + C7τ)r(τ, k − 1) + C7τ, k ≥ 1.

Then7

r(τ, k) ≤ (1 + C7τ)
kr0 + C7τ

(1 + C7τ)
k − 1

C7τ
< (1 + C7τ)

k(r0 + 1).

Thus, for any t ≥ 0

r(τ, ⌊t/τ⌋) ≤ (1 + C7τ)
⌊t/τ⌋(r0 + 1) ≤ (1 + C7τ)

t/τ (r0 + 1) ≤ eC7t(r0 + 1) =: R(t).

This implies E(τ, ⌊t/τ⌋) ⊂ WR(t) for all t ≥ 0 and therefore, for any E(·) ∈ GMM(F ,S∗, E0)
we have E(t) ⊂ WR(t).

4. Rescalings of GMM and comparison with balls

Let us study how minimizers are related in rescaling.

Lemma 4.1 (Rescaling). Assume that f satisfies (Ha) and (Hb), and g ≡ 0. Suppose that
E0 ∈ S∗ contains the origin in its interior and λ > 0. Then λE(·) ∈ GMM(F ,S∗, λE0) if
and only if E(·) ∈ GMM(Fφ,λf,0,S∗, E0).

Proof. As usual, F = Fφ,f,0. Since

F(λG;λE0, τ) = Pφ(λG) +

∫
λG

f
(
sdλE0

τ

)
dx

= λn−1Pφ(G) + λn

∫
G
f
(
sdE0
τ

)
dx = λn−1Fφ,λf,0(G;E0, τ), (4.1)

7Let A ≥ 1, B ≥ 0 and {αk}k≥0 ⊂ R+
0 be such that αk+1 ≤ Aαk+B for any k ≥ 0. Then αm ≤ Amα0+B Am−1

A−1

for any m ≥ 1. Indeed

αm ≤Aαm−1 +B ≤ A(Aαm−2 +B) +B = A2αm−2 +B(1 +A)

≤ . . . ≤ Amα0 +B(1 +A+ . . .+Am−1) = Amα0 +B
Am − 1

A− 1
.
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λG is a minimizer of F(·;λE0, τ) if and only if G is a minimizer of Fφ,λf,0(·;E0, τ).
Let {λE(τ, k)} be flat flows starting from λE0, associated to F . Then by (4.1), the family

{E(τ, k)} is a flat flow starting from E0, associated to Fφ,λf,0. This implies the thesis. □

Corollary 4.2 (Power case). Assume g ≡ 0, that

f(r) = rα, r ≥ 0,

for some α > 0, and E0 ∈ S∗ contains the origin in its interior. Then E(·) ∈ GMM(F ,S∗, E0)

if and only if λE(tλ−1/α) ∈ GMM(F ,S∗, λE0).

Proof. Since λf(r) = f(λ1/αr), the equality (4.1) becomes

F(λG;λE0, τ) = λn−1Pφ(G) + λn−1

∫
G
f
(

sdE0

τλ−1/α

)
dx = F(G;E0, τλ

−1/α).

Thus λG is a minimizer of F(·;λE0, τ) if and only if G is a minimizer of F(·;E0, τλ
−1/α).

Now if τj → 0 and flat flows λE(τj , k), starting from λE0, associated to Fφ,f,0 and with
the time step τ, are such that

lim
j→+∞

λE(τj , ⌊t/τj⌋) = λE(t) for all t ≥ 0 in L1
loc(Rn). (4.2)

Then E(τj , k) are flat flows starting from E0, associated to Fφ,f,0, but with the time step

equal to τλ−1/α. Thus, by (4.2)

lim
j→+∞

E(τj ,
⌊
t/(λ−1/ατj)

⌋
) = lim

j→+∞
E(τj ,

⌊
tλ1/α/τj

⌋
) = E(tλ1/α) for all t ≥ 0 in L1

loc(Rn).

The converse assertion is done in a similar manner. See also [8]. □

Theorem 4.3 (Comparison with balls). Suppose Hypothesis (H) and g ∈ L∞(Rn). Given
E0 ∈ S∗ and τ > 0, let {E(τ, k)} be flat flows starting from E0. Let r0 > 0. Then there exist
τ̂1 > 0 and C8 > 0 depending only on n, φ, f , r0 and ∥g∥∞, such that

Wr0(x0) ⊂ E0 =⇒ Wr0−C8kτ (x0) ⊂ E(τ, k) (4.3)

and

Wr0(x0) ∩ E0 = ∅ =⇒ Wr0−C8kτ (x0) ∩ E(τ, k) = ∅ (4.4)

for all τ ∈ (0, τ̂1) and 0 ≤ kτ ≤ r0
2C8

.

Proof. Let τ0 be given by (3.9), where we recall that γg is given in (A.3). We prove only (4.3),
the relation (4.4) being similar. For shortness, we assume x0 = 0 and let Wr0 ⊂ E0.

Step 1. Since ρτ → 0 as τ → 0+, there exists τ1 ∈ (0, τ0) (depending only on r0) such that
such that ρτ1 < r0/10. For τ ∈ (0, τ1) let Eτ be a minimizer of F(·;E0, τ). By the choice of τ1
and the L∞-bound (3.10), we have W4r0/5 ⊂ Eτ . Let

r̄ := sup{r > 0 : Wr ⊂ Eτ} ≥ 4r0/5.

We want to estimate r̄ from below (see (4.9)), thus, there is no loss of generality in assuming
r̄ < r0. Fix ϵ ∈ (0, r0 − r̄) and consider the difference

0 ≤ F(Eτ ∪Wr̄+ϵ;E0, τ)−F(Eτ ;E0, τ)

= Pφ(Eτ ∪Wr̄+ϵ)− Pφ(Eτ ) +

∫
Wr̄+ϵ\Eτ

f
(
sdE0
τ

)
dx+

∫
Wr̄+ϵ\Eτ

g dx. (4.5)
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Using Wr̄+ϵ ⊂ Wr0 ⊂ E0 we find −sdE0 = dE0 ≥ 1
Cφ

dφE0
≥ r0−r̄−ϵ

Cφ
in Wr̄+ϵ \ Eτ , where dφF

stands for the φ-distance from the set F . Therefore, by the strict monotonicity and oddness
of f,

−
∫
Wr̄+ϵ\Eτ

f
(
sdE0
τ

)
dx ≥ f

(
r0−r̄−ϵ
Cφτ

)
|Wr̄+ϵ \ Eτ |. (4.6)

Moreover, by the boundedness of g,∫
Wr̄+ϵ\Eτ

g dx ≤ ∥g∥∞|Wr̄+ϵ \ Eτ |. (4.7)

Finally, using the anisotropic isoperimetric inequality (2.2) for a.e. ϵ > 0 we have

Pφ(Eτ ∪Wr̄+ϵ)− Pφ(Eτ ) =Pφ(Wr̄+ϵ)− Pφ(Eτ ∩Wr̄+ϵ)

≤cn,φ

(
|Wr̄+ϵ|

n−1
n − |Wr̄+ϵ ∩ Eτ |

n−1
n

)
=cn,φ|Wr̄+ϵ|

n−1
n

(
1−

∣∣∣1− |Wr̄+ϵ \ Eτ |
|Wr̄+ϵ|

∣∣∣n−1
n

)
≤ cn,φ

|Bφ|1/n(r̄ + ϵ)
|Wr̄+ϵ \ Eτ |,

(4.8)

where in the last inequality we used (1 − x)α ≥ 1 − x for any x, α ∈ (0, 1). Inserting (4.6),
(4.7), (4.8) in (4.5) and using the arbitrariness of ϵ we get

f
(r0 − r̄

Cφτ

)
≤ cn,φ

|Bφ|1/n r̄
+ ∥g∥∞.

Thus, recalling r̄ ≥ 4r0/5 we get r0−r̄
Cφτ

≤ f−1
(

5cn,φ

4|Bφ|1/n r0
+ ∥g∥∞

)
, or equivalently

r̄ ≥ r0 − Cφτf
−1

( 5cn,φ

4|Bφ|1/n r0
+ ∥g∥∞

)
. (4.9)

Notice that this inequality holds also in case r̄ ≥ r0.

Step 2. Let {E(τ, k)} be a flat flow starting from E0 and let {F (τ, k)∗} be a flat flow
starting from F0 := Wr0 and consisting of the minimal minimizers. By comparison (Theorem
B.2 (c)), F (τ, k)∗ ⊂ E(τ, k) for all k ≥ 0.

Consider the sequence r0 = r(τ, 0) ≥ r(τ, 1) ≥ . . . of radii defined as follows: we assume
Wr(τ,k) ⊂ F (τ, k)∗ and if r(τ, k−1) > r(τ, k), then Wr(τ,k) is the largest Wulff shape contained
in F (τ, k)∗. Let k0 ≥ 1 be such that r(τ, k0) ≥ r0/2 and let τ1 > τ2 > . . . > τk0 > 0 be given
by step 1 applied with r0 := r(τ, k) for k = 1, . . . , k0. Thus, for any τ ∈ (0, τk) one has
r(τ, k) > 4r(τ, k − 1)/5. From step 1

r(τ, k) ≥ r(τ, k − 1)− Cφτf
−1

( 5cn,φ

4|Bφ|1/nr(τ, k − 1)
+ ∥g∥∞

)
, 1 ≤ k ≤ k0.

Now by the choice of k0,

r(τ, k) ≥ r(τ, k − 1)− Cφτf
−1

( 5cn,φ

2|Bφ|1/nr0
+ ∥g∥∞

)
, 1 ≤ k ≤ k0,

and hence

r(τ, k) ≥ r0 − Cφf
−1

( 5cn,φ

2|Bφ|1/nr0
+ ∥g∥∞

)
kτ, 0 ≤ k ≤ k0.
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Now if we assume

C8 := C8(n, φ, f, r0, ∥g∥∞) := Cφf
−1

( 5cn,φ

2|Bφ|1/nr0
+ ∥g∥∞

)
and kτ ≤ r0

2C8
, we get r(τ, k) ≥ r0/2 and r(τ, k) ≥ r0 − C8kτ. □

It turns out that GMMs for generalized power mean curvature flow share several properties
with GMMs in the anisotropic mean curvature flow, as we now see. Let us study GMM
starting from a Euclidean ball centered at origin.

Theorem 4.4 (Evolution of balls). Assume that φ is Euclidean and g ≡ 0. Suppose also
that r 7→ f−1((n− 1)/r) is such that the ordinary differential equation{

r′(t) = −f−1
(
n−1
r(t)

)
if r(t) > 0,

r(0) = r0
(4.10)

admits a unique C1 solution (for instance, r 7→ f−1((n− 1)/r) is convex in (0,+∞)). Then
GMM(F ,S∗, Br0) is a singleton {Br(t)}t≥0, where r(·) is a nonincreasing function satisfying
(4.10).

Proof. We can write

F(E;E0, τ) := P (E) +

∫
E
f
(
sdE0
τ

)
dx+ cE0 .

Step 1: properties of minimizers. Fix r0 > 0. Let τ0 and ρτ be as in (3.9), (3.10) so that

sup
Eτ∆Br0

dBr0
≤ 2ρτ , τ ∈ (0, τ0),

for any minimizer Eτ of F(·;Br0 , τ). Since ρτ → 0+ as τ → 0+, there exists τr0 ∈ (0, τ0) such
that Br0/2 ⊂ Eτ ⊂ B3r0/2 for all τ ∈ (0, τr0).

Let us study the minimal and maximal minimizers. Owing to

f
(
sdBr0

τ

)
= f

(
|x|−r0

τ

)
, x ∈ Rn,

the volume term of F is radially symmetric. Therefore, the minimal and maximal minimizers
of F(·;Br0 , τ) are radially symmetri c, i.e., both of them are balls. By the choice of τr0 ,
their radii are in the interval (r0/2, 3r0/2). In particular, the radii of minimal and maximal

minimizers satisfy (1.6). By the assumptions on f, r 7→ f−1
(
n−1
r

)
strictly decreases, convex

and positive in (0,+∞). Therefore, using the linearity of r 7→ r−r0
τ , we find that for any

τ ∈ (0, τr0) there exists a unique minimum point rτ of f in the interval (r0/2, 3r0/2). Clearly,
rτ ∈ (r0/2, r0). In particular, the minimal and maximal minimizers coincide, i.e., F(·;Br0 , τ)
has a unique minimizer Brτ .

Without loss of generality, we may assume r0 7→ τr0 is increasing.

Step 2: some properties of flat flows. Given r0 > 0 and ϵ ∈ (0, 1/4), let τ̄ϵ := τϵr0/2 > 0
be given by step 1. For any τ ∈ (0, τ̄ϵ) let r(τ, k), k ≥ 0, be defined inductively as follows:
r(τ, 0) = r0, and for k ≥ 1, if r(τ, k) > ϵr0, the ball Br(τ,k) is the unique minimizer of
F(·;Br(τ,k−1), τ). In view of (1.6) these radii satisfy the equation

r(τ, k)− r(τ, k − 1)

τ
= −f−1

( n− 1

r(τ, k)

)
. (4.11)
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Thus, the sequence k 7→ r(τ, k) strictly decreases. By (4.11) there exists a unique k̄τ,ϵ > 0
such that r(τ, k̄τ,ϵ + 1) ≤ ϵr0 < r(τ, k̄τ,ϵ). One can readily check that both maps τ 7→ kτ,ϵ and
ϵ 7→ kτ,ϵ are decreasing. Let

Tϵ := lim inf
τ→0+

τkτ,ϵ.

By the monotonicity of kτ,ϵ, ϵ 7→ Tϵ is nondecreasing. Let us show that it is uniformly away
from 0. Indeed, since Br(τ,k), 0 ≤ k ≤ kτ,ϵ are flat flows, applying (3.22) with m1 = 1 and
m2 = kτ,ϵ we get

|Br(τ,1) \Br(τ,kϵ,τ+1)| ≤ C4p
σ(τkτ,ϵ + τ − τ) +

1

f(p)

for some p > 0 and suitable σ ∈ {1, n}. Now letting τ → 0+ and recalling Br(τ,1) → Br0 , we
get

|Br0 \Bϵr0 | ≤ C4p
σTϵ

1

f(p)
.

Now taking p large enough (depending only on r0) we deduce Tϵ > C11 for some C11 depending
only on C4 and r0. Let us denote

T0 := sup
ϵ∈(0,1/4)

Tϵ.

By the definition, Tϵ ≤ T0.

Step 3: properties of GMM. Let τj → 0+ be any sequence such that

Br(τj ,⌊t/τj⌋) → Br(t) in L1(Rn) as j → +∞ ∀t ≥ 0,

where we assume r(τ, k) := 0 if it does not satisfy (1.6). Equivalently,

lim
j→+∞

r(τj , ⌊t/τj⌋) = r(t), t ≥ 0. (4.12)

Fix any T̄ < T0 and let ϵ̄ > 0 be such that Tϵ̄ ∈ (T̄ , T0). Then for any τj < t < T̄ so that
1 ≤ k := ⌊t/τj⌋ < ⌊Tϵ̄/τj⌋ and r(τj , ⌊t/τj⌋) ≥ ϵ̄r0 > 0, we can apply (4.11):

r(τj , ⌊t/τj⌋)− r(τj , ⌊(t− τj)/τj⌋)
τj

= −f−1
( n− 1

r(τj , ⌊t/τj⌋)

)
.

Passing to the limit in this difference equation and using (4.12) we obtain

r′(t) = −f−1
(n− 1

r(t)

)
, t ∈ (0, T̄ ), (4.13)

which admits a unique solution. By the definition of Tϵ we can show that limT̄↗T0
r(T̄ ) = 0.

Since T̄ < T0 is arbitrary, the radii of balls in each GMM necessarily satisfy (4.13). Now
by uniqueness, GMM(F ,S∗, Br0) is a singleton {Br(t)}t≥0, where we extend r(t) := 0 for
t ≥ T0. □

Remark 4.5. Let f(r) = rα in (0,+∞) for α > 0. Then the ODE in (4.10) reads as

r′ = −(n− 1)1/α

r1/α
.

Thus, GMM(F ,S∗, Br0) = {Br(t)}, where

r(t) =


(
r
1+ 1

α
0 −

(
1 + 1

α

)
(n− 1)

1
α t
) α

1+α
if t ∈

[
0,

r
1+1/α
0(

1+1/α
)
(n−1)1/α

)
,

0 otherwise.
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5. Evolution of mean convex sets: proof of Theorem 1.5

In this section we mostly follow the ideas of [13]. Apart from some technical points due to
the presence of the function f, one difference here is in the proof of the δ-convexity preservation
of minimizers (Proposition 5.3): we apply directly the prescribed mean curvature functional
in place of 1-harmonic functions and Anzellotti-type arguments as done in [13]. We assume
here that g ≡ 0, τ > 0 and k ≥ 0.

Given an anisotropy φ in Rn, δ ≥ 0 and a (nonempty) open set Ω ⊂ Rn, a set E ⋐ Ω is
called δ-mean convex (in Ω) if

Pφ(E)− δ|E| ≤ Pφ(F )− δ|F | for any F ⋐ Ω with E ⊂ F.

When δ = 0, we simply say E is mean convex. Repeating the density estimate arguments
(Section 3.2) we can readily show the existence of r0, ϑ > 0 depending only on n, cφ, Cφ and
f such that every δ-mean convex set E satisfies

|Br(x) \ E|
|Br(x)|

≥ ϑ > 0

for all r ∈ (0, r0) and for all x ∈ ∂E. In particular, E = E(1) is open. Let us recall some more
properties of δ-mean convex sets.

Proposition 5.1 ([13, 18]). Let δ ≥ 0.

(a) Suppose there exists a δ-mean convex set E ⋐ Ω in Ω. Then ∅ is δ-mean convex in Ω.
(b) E ⋐ Ω is δ-mean convex in Ω if and only if

Pφ(E) ≤ Pφ(E ∪ F )− δ|F \ E|, F ⋐ Ω.

(c) E ⋐ Ω is δ-mean convex in Ω if and only if

Pφ(E ∩ F ) ≤ Pφ(F )− δ|F \ E|, F ⋐ Ω.

(d) Let Eh ⋐ Ω, h = 1, 2, . . . , be δ-mean convex in Ω with Eh → E in L1(Ω) for some E ⋐ Ω.
Then E is δ-mean convex.

Since we are mostly interested in bounded sets, in view of (1.12) we can write, for a constant
cF independent of E,

F(E;F, τ) := Pφ(E) +

∫
E
f
(
sdF
τ

)
dx+ cF

if F is bounded, see (1.13).

Lemma 5.2 (Inclusion of minimizers). Let F ⋐ Ω be an open δ-mean convex set in Ω for
some δ ≥ 0. Suppose that f satisfies (Ha), (Hb), and that g ≡ 0. Let E be a minimizer of
F(·;F, τ). Then:
(i) E ⊂ F ; if δ > 0, then E ⊂ F,
(ii) if δ > 0, ⋃

|η|<f−1(δ)τ

(E + η) ⊂ F and sdE ≥ sdF + f−1(δ)τ in Rn (5.1)

provided dist(F + δτ, ∂Ω) > 0,
(iii) E is mean convex.
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Proof. As we have seen in the proof of Theorem 1.4, under the assumptions of the lemma
every minimizer E of F(·;F, τ) satisfies E ⊂ Ω.

(i) By the δ-mean convexity of F in Ω

Pφ(F ) ≤ Pφ(F ∪ E)− δ|E \ F |, (5.2)

and by the minimality of E

Pφ(E) +

∫
E
f
(
sdF
τ

)
dx ≤ Pφ(E ∩ F ) +

∫
E∩F

f
(
sdF
τ

)
dx.

Summing these inequalities we get∫
E\F

f
(
sdF
τ

)
dx+ δ|E \ F | ≤ Pφ(E ∪ F ) + Pφ(E ∩ F )− Pφ(E)− Pφ(F ) ≤ 0, (5.3)

where in the last inequality we used the submodularity of Pφ. Since sdF > 0 in Rn \ F and

f > 0 in R+, from (5.3) we deduce |E \F | = 0, i.e., E ⊂ F , hence, E ⊂ F . Note that if δ > 0,
then E ⊂ F.

(ii) Assume δ > 0 and η ∈ Bf−1(δ)τ . Clearly, F + η is δ-mean convex in Ω + η and E + η
is a minimizer of F(·;F + η, τ). By the choice of τ, E + η ⋐ Ω and hence we can apply (5.2)
with E := E + η. Moreover,

Pφ(E + η) +

∫
E+η

f
(
sdF+η

τ

)
dx ≤ Pφ([E + η] ∩ F ) +

∫
[E+η]∩F

f
(
sdF+η

τ

)
dx.

Summing this and (5.2) (applied with E = E + η) we deduce∫
[E+η]\F

(
f
(
sdF+η

τ

)
+ δ

)
dx ≤ Pφ([E + η] ∪ F ) + Pφ([E + η] ∩ F )− Pφ(F )− Pφ(E + η) ≤ 0.

Thus, ∫
[E+η]\F

(
f
(
sdF+η

τ

)
+ δ

)
dx =

∫
[E+η]\F

(
f
(
sdF
τ

)
+ δ

)
dx ≤ 0. (5.4)

Note that if x ∈ [E + τ ] \ F, then by (a) x− η ∈ E ⊂ F, and hence

sdF (x− η) = −dF (x− η) ≥ −|x− (x− η)| = −|η| > −f−1(δ)τ.

Then by the strict monotonicity of f,

f
(
sdF
τ

)
+ δ > 0 on [E + τ ] \ F

and therefore, by (5.4) E + η ⊂ F .
Let us prove sdE ≥ sdF + f−1(δ)τ. We know that E ⊂ F and

inf
x∈∂F, y∈∂E

|x− y| ≥ f−1(δ)τ. (5.5)

Take x ∈ F c and let y ∈ ∂E be such that dE(x) = |x− y|. Then there exists z ∈ [x, y] ∩ ∂F,
and by the definition of dF and (5.5)

sdE(x) = dE(x) = |x− y| = |x− z|+ |z − y| ≥ dF (x) + f−1(δ)τ = sdF (x) + f−1(δ)τ.

Now assume that x ∈ F \ E and let y ∈ ∂F and z ∈ ∂E such that dF (x) = |x − y| and
dE(x) = |x− z|. Then by (5.5)

dE(x) + dF (x) = |x− y|+ |x− z| ≥ |y − z| ≥ f−1(δ)τ,

and therefore,

sdE(x) = dE(x) ≥ −dF (x) + f−1(δ)τ = sdF (x) + f−1(δ)τ.
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Finally, assume that x ∈ E and let y ∈ ∂F be such that dF (x) = |y − x|. Then there exists
z ∈ [x, y] ∩ ∂E, and hence, as above

−sdF (x) = dF (x) = |x− z|+ |z − y| ≥ dE(x) + f−1(δ)τ = −sdE(x) + f−1(δ)τ.

(iii) We claim that Pφ(E) ≤ Pφ(G) for any G ⋐ Ω with E ⊂ G. Indeed, by the δ-mean
convexity of F and Proposition 5.1 (c)

Pφ(F ∩G) ≤ Pφ(G)− δ|G \ F |. (5.6)

Moreover, by the minimality of E,

Pφ(E) +

∫
E
f
(
sdF
τ

)
dx ≤ Pφ(F ∩G) +

∫
F∩G

f
(
sdF
τ

)
dx.

Since E ⊂ F ∩G and f is odd, this inequality becomes

Pφ(E) +

∫
[F∩G]\E

f
(
− sdF

τ

)
dx ≤ Pφ(F ∩G).

The integral in this inequality is nonnegative. Therefore, by (5.6)

Pφ(E) ≤ Pφ(F ∩G) ≤ Pφ(G)− δ|G \ F | ≤ Pφ(G).

□

The following proposition improves the last assertion of Lemma 5.2.

Proposition 5.3 (Mean convexity of minimal and maximal minimizers). Suppose
that f satisfies (Ha), (Hb), and that g ≡ 0. Let E0 ⋐ Ω be an open δ-mean convex set in
Ω for some δ > 0. Then the minimal and maximal minimizers of F(·;E0, τ) (in the sense of
Corollary B.3) are δ-mean convex in Ω.

Proof. For any s > 0 let Es be a minimizer of F(·;E0, s).

Step 1: For any 0 < s′ < s′′

Es′′ ⊂ Es′ ⊂ E0.

The inclusion Es′′ , Es′ ⊂ E0 follows from Lemma 5.2 (i). To prove the first inclusion it is

enough to observe that s 7→ sdE0
s is strictly decreasing in E0. Now the inclusion follows from

the comparison principle in Corollary B.4 for the prescribed mean curvature functional.

Step 2:
lim
s↘0

|E0 \ Es| = 0.

Note that this assertion was already shown in (3.28) under the extra assumption |∂E0| = 0.
Here we do not have such a regularity. By minimality

Pφ(Es) +

∫
Es

f
(
sdE0
s

)
dx ≤ Pφ(E0) +

∫
E0

f
(
sdE0
s

)
dx,

and using Es ⊂ E0,

Pφ(Es) +

∫
E0\Es

f
(
dE0
s

)
dx ≤ Pφ(E0).

This, the monotonicity of s 7→ Es and the openness of Es and E0 imply Es
L1

→ E0 and
Pφ(Es) → Pφ(E0) as s ↘ 0.

Step 3.
lim
s↗τ

|Es \ E∗
τ | = 0 and lim

s↘τ
|Eτ∗ \ Es| = 0.
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We start by proving the first equality. Consider any sequence si ↗ τ. Since Pϕ(Esi) ≤ Pϕ(E0)
and Esi ⊂ E0 for any i ≥ 1, there exists Q ⊂ E0 such that, up to a further not relabelled
subsequence, Esi ↘ Q in L1(Rn). By the L1-lower semicontinuity of F(·;E0, τ), Q is its
minimizer. Moreover, since Esi ⊃ Esi+1 , we have also Esi ⊃ Q for any i ≥ 1. By step 1,
Esi ⊃ E∗

τ , and hence, we cannot have |E∗
τ \Q| > 0. Now arbitrariness of si implies Es ↘ E∗

τ

as s ↗ τ.
The proof of the second equality is similar.

Step 4. Now we prove the δ-mean convexity of the minimal and maximal minimizers.
Fix any G ∈ S∗ with G ⋐ Ω, ϵ ∈ (0, δ) and 0 < s < s. For any N > 1 let

si := s+
(s− s)i

N
, i = 0, . . . , N.

Possibly slightly perturbing G we may assume that

N∑
i=0

Hn−1(∂∗G ∩ ∂∗Esi) = 0, Gi := G ∩ [Esi−1 \ Esi ], i = 1, . . . , N.

Since E0 is bounded and f is continuous, there exists N > 1 such that

f
(
dE0

(x)

si

)
≥ f

(
dE0

(x)

si−1

)
− ϵ, x ∈ E0, i = 1, . . . , N. (5.7)

Thus, by the minimality of Esi and (5.7)

Pφ(Esi−1 ∩G)− Pφ(Esi ∩G) = Pφ(Esi ∪Gi)− Pφ(Esi)

≥
∫
Gi

f
(
dE0
si

)
dx ≥

∫
Gi

f
(

dE0
si−1

)
dx− ϵ|Gi|.

By (5.1)

f
(
dE0

(x)

si−1

)
= f

(
−sdE0

(x)

si−1

)
≥ f

(−sdEsi−1
(x)+f−1(δ)si−1

si−1

)
≥ δ for x ∈ Esi−1 ,

and therefore,

Pφ(Esi−1 ∩G)− Pφ(Esi ∩G) ≥ (δ − ϵ)|Gi|, i = 1, . . . , N.

Summing these inequalities we get

Pφ(Es ∩G)− Pφ(Es ∩G) ≥ (δ − ϵ)|G ∩ [Es \ Es]|. (5.8)

Moreover, since Es ⊂ E0 is mean convex and E0 is δ-mean convex, applying Proposition 5.1
(c) twice (first with Es and δ = 0 and then with E0 and δ) we obtain

Pφ(Es ∩G) = Pφ(Es ∩ [E0 ∩G]) ≤ Pφ(E0 ∩G) ≤ Pφ(G)− δ|G \ E0|.

Inserting this in (5.8)

Pφ(G)− δ|G \ E0| ≥ Pφ(Es ∩G) + (δ − ϵ)|G ∩ [Es \ Es]|,

and hence, letting ϵ, s → 0+ and using step 2 we get

Pφ(G) ≥ Pφ(Es ∩G) + δ|G \ Es|.

Finally, letting s ↘ τ and s ↗ τ, using step 3 and the L1-lower semicontinuity of Pφ, we get

Pφ(G) ≥ Pφ(Eτ∗ ∩G) + δ|G \ Eτ∗| and Pφ(G) ≥ Pφ(E
∗
τ ∩G) + δ|G \ E∗

τ |.

Thus, both E∗
τ and Eτ∗ are δ-mean convex by Proposition 5.1. □
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Corollary 5.4 (Mean convexity of minimizers). Let E0 ⋐ Ω be δ-mean convex and τ > 0.
Then every minimizer Eτ of F(·;E0, τ) is δ-mean convex.

Proof. If δ = 0, the assertion follows from Lemma 5.3 (c), so we assume δ > 0 and consider
the minimal and maximal minimizers Eτ∗ ⊂ Eτ ⊂ E∗

τ . Then, for any G ⋐ Ω, by the δ-mean
convexity of E∗

τ (Proposition 5.3),

Pφ(G) ≥ Pφ(E
∗
τ ∩G) + δ|G \ E∗

τ |. (5.9)

Moreover, possibly slightly perturbing G we assume that Hn−1(∂∗G ∩ ∂∗Eτ ) = 0 so that by
the minimality of Eτ ⊂ E∗

τ

Pφ(E
∗
τ ∩G)− Pφ(Eτ ∩G) =Pφ(Eτ ∪ [G ∩ (E∗

τ \ Eτ )])− Pφ(Eτ ) ≥
∫
G∩(E∗

τ \Eτ )
f
(
dE0
τ

)
dx.

Moreover, by (5.1)

f
(
dE0
τ

)
= f

(
−sdE0

(x)

τ

)
≥ f

(−sdE∗
τ
(x)+f−1(δ)τ

τ

)
≥ δ for x ∈ E∗

τ ,

and hence,
Pφ(E

∗
τ ∩G) ≥ Pφ(Eτ ∩G) + δ|G ∩ (E∗

τ \ Eτ )|.
Adding this to (5.9) we get

Pφ(G) ≥ Pφ(Eτ ∩G) + δ|G \ Eτ |,
i.e., Eτ is δ-mean convex. □

Proof of Theorem 1.5. Let {E(τj , k)} be a family of flat flows starting from E0 and satisfying

lim
j→+∞

|E(τj , ⌊t/τj⌋)∆E(t)| = 0 for any t ≥ 0 (5.10)

for some E(·) ∈ GMM(F , E0). By Lemma 5.2 (a)

E0 ⊃ E(τj , 1) ⊃ E(τj , 2) ⊃ . . .

and by Corollary 5.4 each E(τj , k) is δ-mean convex. Hence, t 7→ E(τj , ⌊t/τj⌋) is a nonin-
creasing map of δ-mean convex sets. Then by (5.10) and Proposition 5.1 (d) each E(t) is
δ-mean convex and the map t 7→ E(t) is nonincreasing. Therefore, by the definition of mean
convexity, so is t 7→ Pφ(E(t)). □

6. Consistency with smooth flows: proof of Theorem 1.8

If, for an anisotropy φ, the map ξ 7→ φ(ξ)−λ|ξ| is also an anisotropy in Rn for some λ > 0,
we say φ is elliptic.

Suppose φ is a C3+β-elliptic anisotropy, and functions f and g satisfy Hypothesis (H),
f ∈ Cβ(R) and g ∈ Cβ(Rn) ∩ L∞(Rn), for some β ∈ (0, 1].

Definition 6.1 (Stable smooth flow).

(a) A C1-in time family {S(t)}t∈[0,T †) of C
2-subsets of Rn is called a generalized power smooth

mean curvature flow with driving force g starting from S0, iff(vS(t)(x)) = −κφS(t)(x)− g(x) for t ∈ (0, T †) and x ∈ ∂S(t),

S(0) = S0,

where as usual vS(t) and κφS(t) are the normal velocity and the anisotropic mean curvature

of ∂S(t), respectively.
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(b) The family {S(t)}t∈[0,T †) is called stable if for any T ∈ (0, T †) there are ρ = ρ(T ) > 0,

σ = σ(T ) > 0 such that for any a ∈ [0, T ) there exist families L±[r, s, a, t] for r ∈ [0, ρ],
s ∈ [0, σ] and t ∈ [a, T ] of C2+β-subsets of Rn smoothly depending8 on r, s, a, t, such that
– L±[0, 0, a, t] = S(t) for all t ∈ [a, T ],
– L±[r, s, a, a] = {x ∈ Rn : sdS(a)(x) < ±(r + s)} for all r ∈ [0, ρ] and s ∈ [0, σ],
– for any r ∈ [0, ρ] and s ∈ [0, σ],

f(vL±[r,s,a,t](x)) = −κφ
L±[r,s,a,t]

(x)− g(x)± s for t ∈ [a, T ] and x ∈ ∂L±[r, s, a, t]. (6.1)

Using the signed distance functions we can rewrite (6.1) as

f
(

∂
∂tsdL±[r,s,a,t](x)

)
= −κφ

L±[r,s,a,t]
(x)− g(x)± s for t ∈ [a, T ] and x ∈ ∂L±[r, s, a, t],

where κφ
L±[r,s,a,t]

stands for the φ-mean curvature of L±[r, s, a, t].

Proposition 6.2 (Properties of stable flows). Let {S(t)}t∈[0,T †) be a stable flow as above

starting from a bounded set S0 and for T ∈ (0, T †) let ρ, σ, L±[r, s, a, t] be as in Definition 6.1
(b).

(a) Assume that r′, r′′ ∈ [0, ρ], r′ ≤ r′′ and s′, s′′ ∈ [0, σ], s′ ≤ s′′ with r′ + s′ < r′′ + s′′. Then

L−[r′′, s′′, a, t] ⋐ L−[r′, s′, a, t] and L+[r′, s′, a, t] ⋐ L+[r′′, s′′, a, t]

for any t ∈ [a, T ].
(b) For any s ∈ (0, σ) there exists τ2 ∈ (0, T/2) such that for any τ ∈ (0, τ2), r ∈ [0, ρ] and9

t ∈ [a+ τ, T ]

f
(
sdL+[r,s,a,t−τ ]

τ

)
> −κφ

L+[r,s,a,t]
− g +

s

2
on ∂L+[r, s, a, t]

and

f
(
sdL−[r,s,a,t−τ ]

τ

)
< −κφ

L−[r,s,a,t]
− g − s

2
on ∂L−[r, s, a, t].

(c) There exists t∗ = t∗(T, ρ, σ, S(·)) ∈ (0, ρ/64) such that

L−[ρ, s, a, a+ t′] ⊂ L−[ρ/2 + t′, s, a, a] and L+[ρ/2− t′, s, a, a] ⊂ L+[ρ, s, a, a+ t′]

for all s ∈ [0, σ], a ∈ [0, T ) and t′ ∈ [0, t∗] with a+ t′ ≤ T.
(d) There exists a continuous increasing function h : R+

0 → R+
0 with h(0) = 0 such that for

all s ∈ [0, σ], a ∈ [0, T ), t ∈ [a, T ]

sup
x∈∂L±[0,s,a,t]

dist(x, ∂L±[0, 0, a, t]) ≤ h(s).

Proof. By smoothness, the family {S(t)} is uniformly bounded. Therefore, assertion (a) fol-
lows from the strong comparison principle (see e.g. [27, Chapter 2]). The remaning assertions
follow from the smooth dependence of L on its variables, the Hölder regularity of f and the
continuity and boundedness of g. We refer to [2, Corollary 7.2] for more details in the mean
curvature setting. □

Remark 6.3. As in the standard mean curvature case, using the Hamilton-type arguments
[27, Chapter 2], one can show the following comparison principle: if A0 ⋐ B0, and {A(t)}t∈[0,T )

and {B(t)}t∈[0,T ) are generalized power smooth mean curvature flows starting from A0 and
B0, respectively, then A(t) ⋐ B(t) for any t ∈ [0, 1).

8For instance, (r, s, a, t) 7→ sdL±[r,s,a,t] smoothly varies, see also [2, Corollary 7.2].
9If a+ τ > T the statement becomes trivial.
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Let E(·) be any GMM starting from the smooth bounded set E0 = S0 and let a sequence
τj → 0+ and flat flows E(τj , k) be such that

lim
j→+∞

|E(τj , ⌊t/τj⌋)∆E(t)| = 0 for all t ≥ 0. (6.2)

In order to show Theorem 1.8, it suffices to prove that for any T ∈ (0, T †)

E(t) = S(t), t ∈ [0, T ). (6.3)

Given T ∈ (0, T †) and a ∈ [0, T ), let ρ, σ > 0 and L±[r, s, a, t] be as in Definition 6.1 (b),
and given s ∈ [0, σ], let τ2 := τ2(s) be given by Proposition 6.2 (b). Let also t∗ be as in
Proposition 6.2 (c).

The proof of (6.3) basically follows applying inductively the following auxiliary lemma.

Lemma 6.4. Assume that a ∈ [0, T ) and s ∈ (0, σ) are such that

L−[0, s, a, a] ⊂ E(τj , k0) ⊂ L+[0, s, a, a], (6.4)

where k0 := ⌊a/τj⌋ . Then there exists t̄ ∈ (0, t∗] depending only on t∗ and ρ, such that

L−[0, s, a, a+ kτj ] ⊂ E(τj , k0 + k) ⊂ L+[0, s, a, a+ kτj ] (6.5)

for all j ≥ 1 with τj ∈ (0, τ2(s)) and k = 0, 1, . . . , ⌊t̄/τj⌋ provided that a+ kτj < T. Moreover,
if a+ t̄ < T, for any s ∈ (0, σ] with h(2s) < σ/4 there exists j(s) > 1 such that

L−[0, 4h(2s), a+ t̄, a+ t̄] ⊂ E(τj , k0 + k̄j) ⊂ L+[0, 4h(2s), a+ t̄, a+ t̄], (6.6)

whenever j > j(s) and k̄j := ⌊t̄/τj⌋ .

Proof. We closely follow the arguments of the proof of the consistency in [2]. In view of (6.4)
and Proposition 6.2 (a)

L−[ρ/64, s, a, a] ⊂ L−[0, s, a, a] ⊂ E(τj , k0) ⊂ L+[0, s, a, a] ⊂ L+[ρ/64, s, a, a]. (6.7)

Thus, by the definition of L±[ρ, s, a, a]Bρ/64(x) ⊂ E(τj , k0) if x ∈ L−[ρ/64, s, a, a],

Bρ/64(x) ∩ E(τj , k0) = ∅ if x /∈ L+[ρ/64, s, a, a].

Thus, applying Theorem 4.3 we find a constant C8 > 1 depending only on n, φ, f , ρ and
∥g∥∞ such that Bρ/64−C8iτj (x) ⊂ E(τj , k0 + i) if x ∈ L−[ρ/64, s, a, a],

Bρ/64−C8iτj (x) ∩ E(τj , k0 + i) = ∅ if x /∈ L+[ρ/64, s, a, a]
(6.8)

for all 0 ≤ iτj ≤ ρ
128C8

. By (6.7) and (6.8) for such i

L−[ρ/32− C8iτj , s, a, a] ⊂ E(τj , k0 + i) ⊂ L+[ρ/32− C8iτj , s, a, a]. (6.9)

Now using the inequality
ρ

32
− C8iτj ≤

ρ

2
− iτj

(recall that C8 > 1) and the definition of L±[r, s, a, a] in (6.9), we find

L−[ρ/2− iτj , s, a, a] ⊂ E(τj , k0 + i) ⊂ L+[ρ/2− iτj , s, a, a]. (6.10)

Now if iτj ≤ t∗, by Proposition 6.2 (c) and (6.10)

L−[ρ, s, a, a+ iτj ] ⊂ E(τj , k0 + i) ⊂ L+[ρ, s, a, a+ iτj ]. (6.11)
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Let us define

t̄ := min
{
t∗, ρ

128C8

}
.

By (6.11)

L−[ρ, s, a, a+ iτj ] ⊂ E(τj , k0 + i) ⊂ L+[ρ, s, a, a+ iτj ], i = 0, 1, . . . , ⌊t̄/τj⌋
provided a+ iτj < T. We claim that for any j > 1 with τj ∈ (0, τ2(s))

L−[0, s, a, a+ iτj ] ⊂ E(τj , k0 + i) ⊂ L+[0, s, a, a+ iτj ], i = 0, 1, . . . , ⌊t̄/τj⌋ , (6.12)

with a+ iτj < T. Indeed, let

r̄ := inf
{
r ∈ [0, ρ] : E(τj , k0 + i) ⊂ L+[r, s, a, a+ iτj ], i = 0, . . . , ⌊t̄/τj⌋ , a+ iτj < T

}
.

To prove the claim we need to show that

r̄ = 0. (6.13)

In view of (6.11) the infimum is taken over a nonempty set. By contradiction, assume
that r̄ > 0. By the continuity of L+[·, s, a, a + iτj ] at r = r̄, there exists the smallest integer
k ≤ ⌊t̄/τj⌋ (clearly, k > 0 by (6.7) and the assumption r̄ > 0) for which

∂E(τj , k0 + k) ∩ ∂L+[r̄, s, a, a+ kτj ] ̸= ∅. (6.14)

Moreover, by the minimality of k and the definition of r̄

E(τj , k0 + k − 1) ⊂ L+[r̄, s, a, a+ (k − 1)τj ], E(τj , k0 + k) ⊂ L+[r̄, s, a, a+ kτj ].

By Proposition 6.2 (b) (recall that k0 = ⌊a/τj⌋)

f
( sdL+[r̄,s,a,a+kτj−τj ]

τj

)
> −κφL[r̄,s,a,a+kτj ]

− g +
s

2
on ∂L[r̄, s, a, a+ kτj ].

Thus, applying Lemma B.1 (a) with E := F (τj , k0 + k − 1), Eτ := F (τj , k0 + k), F :=
L+[r̄, s, a, a+ (k − 1)τj ] and Fτ := L+[r̄, s, a, a+ kτj ] we obtain

∂E(τj , k0 + k) ∩ ∂L+[r̄, s, a, a+ kτj ] = ∅,
which contradicts (6.14). Thus (6.13) is proven. Analogous contradiction argument based on
Lemma B.1 (b) and Proposition 6.2 (b) for s < 0 shows the validity of (6.12). This concludes
the proof of (6.5).

Now, let us prove (6.6). By construction L−[0, 2s, a, a] ⋐ L−[0, s, a, a] and L+[0, s, a, a] ⋐
L+[0, 2s, a, a]. Thus, by the comparison principle in Remark 6.3, L−[0, 2s, a, t] ⋐ L−[0, s, a, t]
and L+[0, s, a, t] ⋐ L+[0, 2s, a, t] for all t ∈ [a, T ]. Since L±[0, ·, ·, ·] continuously varies, there
is j(s) > 1 such that for any j > j(s)

L−[0, 2s, a, a+ t̄] ⊂ L−[0, s, a, a+ k̄jτj ]

⊂ E(τj , k̄j) ⊂ L+[0, s, a, a+ k̄jτj ] ⊂ L+[0, 2s, a, a+ t̄], (6.15)

where we recall that k̄j := ⌊t̄/τj⌋, and we used k̄jτj = ⌊t̄/τj⌋ τj ↗ t̄. Let the function h be
given by Proposition 6.2 (d) so that

max
x∈∂L±[0,2s,a,a+t̄]

dist(x, ∂L±[0, 0, a, a+ t̄]) ≤ h(2s).

Since, by the definition of L±, we have L±[0, 0, a, a+ t̄] = E(a+ t̄) = L±[0, 0, a+ t̄, a+ t̄] and,
by the definition of h,

dist(∂L±[0, h(2s), a+ t̄, a+ t̄], ∂L±[0, 0, a+ t̄, a+ t̄]) = h(2s),
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it follows that

L−[0, 4h(2s), a+t̄, a+t̄] ⊂ L−[0, 2s, a, a+t̄] and L+[0, 2s, a, a+t̄] ⊂ L+[0, 4h(2s), a+t̄, a+t̄].

Using this and (6.15) we get

L−[0, 4h(2s), a+ t̄, a+ t̄] ⊂ E(τj , k0 + k̄j) ⊂ L+[0, 4h(2s), a+ t̄, a+ t̄].

□

Proof of Theorem 1.8. Let t̄ be given by Lemma 6.4,

N := ⌊T/t̄⌋+ 1

and let σ0 ∈ (0, σ/16) be such that the numbers

σl = 4h(2σl−1), l = 1, . . . , N,

satisfy σl ∈ (0, σ/16). By the monotonicity and continuity of h together with h(0) = 0, and
the finiteness of N, such a choice of σ0 is possible (indeed, it is enough to observe that if
σ0 → 0, then all σl → 0).

Fix any s ∈ (0, σ0) and let

a0(s) := s, al(s) := 4h(2al−1(s)), l = 1, . . . , N.

Note that al(s) ∈ (0, σl). In particular, the numbers j(al(s)), given by the last assertion of
Lemma 6.4, are well-defined. Let also

jsl := max{j ≥ 1 : τj /∈ (0, τ2(al(s)))}
and

js := 1 + max
l=0,...,N

max{j(al(s)), jsl }.

By the definition of L±,

L−[0, s, 0, 0] ⊂ S(0) = E0 = E(τj , 0) ⊂ L+[0, s, 0, 0]

for all j > js (basically, this is true for all j). Therefore, by Lemma 6.4 applied with a = 0
(so that k0 := ⌊a/τj⌋ = 0) we find

L−[0, s, 0, kτj ] ⊂ E(τj , k) ⊂ L+[0, s, 0, kτj ], k = 0, 1, . . . , k̄j ,

where k̄j := ⌊t̄/τj⌋ . Moreover, since s ∈ (0, σ0, ) by the last assertion of Lemma 6.4 and the
definition of al(s)

L−[0, a1(s), t̄, t̄] ⊂ E(τj , k̄j) ⊂ L+[0, a1(s), t̄, t̄]

for all j ≥ js. Hence, we can reapply Lemma 6.4 with s := a1(s), a = t̄ and k0 = k̄j , to find

L−[0, a1(s), t̄, t̄+ kτj ] ⊂ E(τj , k̄j + k) ⊂ L+[0, a1(s), t̄, t̄+ kτj ], k = 0, 1, . . . , k̄j .

In particular, since j > js > j(a1(s)), again by the last assertion of Lemma 6.4 we deduce

L−[0, a2(s), 2t̄, 2t̄] ⊂ E(τj , 2k̄j) ⊂ L+[0, a2(s), 2t̄, 2t̄].

Repeating this argument at most N times, for all j > js we find

L−[0, al(s), lt̄, lt̄+ kτj ] ⊂ E(τj , lk̄j + k) ⊂ L+[0, al(s), lt̄, lt̄+ kτj ], k = 0, 1, . . . , k̄j (6.16)

whenever l = 0, . . . , N with lt̄+ kτj < T.
Now take any t ∈ (0, T ), and let l := ⌊t/t̄⌋ and k = ⌊t/τj⌋ − lk̄j so that lk̄j + k = ⌊t/τj⌋ .

By means of l and k, as well as the definition of k̄j we represent (6.16) as

L−
[
0, al(s), lt̄, lt̄+ τj

⌊
t
τj

⌋
− lτj

⌊
t̄
τj

⌋ ]
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⊂ E
(
τj ,

⌊
t
τj

⌋)
⊂ L+

[
0, al(s), lt̄, lt̄+ τj

⌊
t
τj

⌋
− lτj

⌊
t̄
τj

⌋ ]
(6.17)

for all j > js. Since

lim
j→+∞

(
lt̄+ τj

⌊
t
τj

⌋
− lτj

⌊
t̄
τj

⌋)
= t,

by the continuous dependence of L± on its parameters, as well as the convergence (6.2) of the
flat flows, letting j → +∞ in (6.17) we obtain

L−[0, al(s), lt̄, t] ⊂ E(t) ⊂ L+[0, al(s), lt̄, t], (6.18)

where, due to the L1-convergence, the inclusions in (6.18) hold possibly up to some negligible
set. Now we let s → 0+ and recalling that al(s) → 0 (by the continuity of h and assumption
h(0) = 0), from (6.18) we deduce

L−[0, 0, lt̄, t] ⊂ E(t) ⊂ L+[0, 0, lt̄, t].

Now recalling L±[0, 0, a, t] = S(t) for t ∈ [a, T ] we get

E(t) = L±[0, 0, lt̄, t] = S(t).

□

7. Evolution of convex sets: proof of Theorem 1.6

In this section we prove Theorem 1.6; thus we assume φ is Euclidean, g ≡ 0 and f(r) =
sign(r)|r|α for some α > 0. We need the following result, proven in [30].

Theorem 7.1. Let E0 ⊂ Rn be a bounded C2+β-convex set for some β ∈ (0, 1]. Then there
exist T ∗ > 0 and a unique C1-in time flow {E(t)}t∈[0,T ∗) starting from E0 such that each E(t)

is C2, convex and

v = −κ1/α on ∂E(t)

for all t ∈ [0, T ∗). Moreover, {E(t)} is stable in the sense of Definition 6.1 and |E(t)| → 0 as
t ↗ T ∗.

Proof of Theorem 1.6(i). If Int(K0) = ∅, then by convexity, |K0| = 0, and we are done.
Otherwise, since g ≡ 0, translating if necessary, we assume that Int(K0) contains the origin.
Suppose that GMM(F ,S∗,K0) contains at least two different GMM’s, say, K′(·) and K′′(·) so
that there exist T > 0 and ϵ0 > 0 such that

|K′(T )∆K′′(T )| ≥ 2ϵ0. (7.1)

Also, by the uniform time-continuity (see Theorem 1.4(i)) of K′(·),K′′(·), possibly decreasing T
if necessary, we may further assume that |K′(T )|, |K′′(T )| ≥ 2ϵ0. Fix any λ ∈ (0, 1) sufficiently
close to 1 so that

|λ−1K′(λ1/αT ) \ λK′(λ−1/αT )| < ϵ0, |λ−1K′′(λ1/αT ) \ λK′′(λ−1/αT )| < ϵ0. (7.2)

Let us define Eλ
0 := λK0 and F λ

0 := λ−1K0, so that Eλ
0 ⋐ K0 ⋐ F λ

0 . Now we choose smooth
convex sets P0 and Q0 such that

Eλ
0 ⋐ P0 ⋐ K0 ⋐ Q0 ⋐ F λ

0 .

If we define the corresponding flat flows, then by Corollary B.4

Eλ(τ, k) ⋐ P (τ, k) ⋐ C(τ, k) ⋐ Q(τ, k) ⋐ F λ(τ, k) (7.3)

for any τ > 0 and k ≥ 0 with |Eλ(τ, k)| > 0.
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Since P0 and Q0 are smooth and convex, by Theorem 7.1 the corresponding smooth flows
exist and disappear at a maximal time (however, GMM starting from them exists for all times).
In particular, by consistency (Theorem 1.8) both GMM(F ,S∗, P0) and GMM(F ,S∗, Q0) are
singletons, say, {P (·)} and {Q(·)}.

Let τ ′j ↘ 0 and τ ′′j ↘ 0 be sequences for which

|K(τ ′j ,
⌊
t/τ ′j

⌋
)∆K′(t)| → 0 and |K(τ ′′j ,

⌊
t/τ ′′j

⌋
)∆K′′(t)| → 0

as j → +∞ for all t ≥ 0. In view of Corollary 4.2, as j → +∞ we have

|Eλ(τ ′j ,
⌊
t/τ ′j

⌋
)∆[λK′(λ−1/αt)]| → 0 and |F λ(τ ′j ,

⌊
t/τ ′j

⌋
)∆[λ−1K′′(λ−1/αt)]| → 0

and

|Eλ(τ ′′j ,
⌊
t/τ ′′j

⌋
)∆(λK′(λ−1/αt))| → 0 and |F λ(τ ′′j ,

⌊
t/τ ′′j

⌋
)∆[λ−1K′′(λ1/αt)]| → 0.

Now applying (7.3) with τ ′j we deduce

λK′(λ−1/αt) ⊂ P (t) ⊂ K′(t) ⊂ Q(t) ⊂ λ−1K′(λ1/αt) for all t ∈ [0, T ], (7.4)

and appyling it with τ ′′j we deduce

λK′′(λ−1/αt) ⊂ P (t) ⊂ K′′(t) ⊂ Q(t) ⊂ λ−1K′′(λ1/αt) for all t ∈ [0, T ]. (7.5)

By (7.2)

|Q(T ) \ P (T )| ≤ |[λ−1C ′(λ1/αT )] \ [λC ′(λ−1/αT )]| ≤ ϵ0.

However, in view of (7.4) and (7.5) as well as of (7.1),

2ϵ0 ≤ |K′′(T )∆K′(T )| ≤ |Q(T ) \ P (T )| ≤ ϵ0,

a contradiction. □

Proof of Theorem 1.6(ii). By the Kuratowski convergence of (∂K0h) and comparison principles,
given λ ∈ (0, 1), as in the proof of (i),

λK(tλ−1/α) ⊂ Kh(t) ⊂ λ−1K(tλ1/α) for all t ≥ 0,

provided h ∈ N is large enough depending only on λ. Since the sequence (P (Kh(t))) is bounded
(by the supremum of P (K0h)), up to a subsequence, Kh(t) → K′(t) in L1(Rn) as i → +∞.
Then

λK(tλ−1/α) ⊂ K′(t) ⊂ λ−1K(tλ1/α) for all t ≥ 0.

Now letting λ → 1 we get K′(t) = K(t), i.e., the limit of (Kh) is independent of the subse-
quence. Thus, the thesis follows. □

8. Minimizing movements in the class Convb(Rn): proof of Theorem 1.7

In this section we suppose g ≡ 0. Motivated by Conjecture 1.2, we study GMM in the class
Convb(Rn). Notice that, due to the convexity constraint, the first variation of F is nonlocal,
and thus, in general we cannot write a pointwise Euler-Lagrange equation; therefore, the
nature of GMM(F ,Convb(Rn),K0) seems not clear. Moreover, to prove Theorem 1.7 we
cannot apply the techniques used in the proof of Theorem 1.4, based on cutting and filling
with balls (because they lead to the lost of convexity).

Proof of Theorem 1.7. Let K0 ∈ Convb(Rn). Without loss of generality we assume that
the interior of K0 is nonempty. By the L1

loc-closedness of Convb(Rn) and the L1
loc-lower

semicontinuity of F(·;K, τ) for any K ∈ Convb(Rn), there exists a minimizer of F(·;K, τ) in
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Convb(Rn). By truncation, we can readily show that every minimizer Kτ satisfies Kτ ⊂ K.
Now we define flat flows {K(τ, k)}; clearly,

K0 = K(τ, 0) ⊃ K(τ, 1) ⊃ . . . and Pφ(K0) = Pφ(K(τ, 0)) ≥ Pφ(K(τ, 1)) ≥ . . . . (8.1)

For any τ > 0, define
hτ (t) := Pφ(K(τ, ⌊t/τ⌋)), t ≥ 0.

By (8.1) {hτ} are nonincreasing nonnegative functions satisfying hτ (0) = P (K0). Thus,
Helly’s selection theorem implies the existence of τj → 0+ and a nonincreasing function
h0 : R+

0 → R+
0 such that hτj → h0 in R+

0 . Since h0 is monotone, its discontinuity set J ⊂ R+
0

is at most countable. Let Q ⊂ R+
0 \ J be any countable dense set in R+

0 . By compactness in
BV , passing to a further not relabelled sequence τj and using a diagonal argument, for any
s ∈ Q ∪ J, we can define a K(s) ⊂ Rn such that

K(τj , ⌊s/τj⌋) → K(s) in L1(Rn) as j → +∞.

Since each K(τj , ⌊s/τj⌋) is convex, so is K(s) and hence,

lim
j→+∞

hτj (s) = lim
j→+∞

Pφ(K(τj , ⌊s/τj⌋)) = Pφ(K(s)) = h0(s).

Now take any 0 < s ∈ R+
0 \ [Q ∪ J ] so that h0 is continuous at s. By density of Q in R+

0 ,
we can choose sequences Q ∋ ak ↗ s and Q ∋ bk ↘ s. By (8.1) the maps k 7→ K(ak)
and k 7→ Pφ(K(ak)) are nonincreasing and the maps k 7→ K(bk) and k 7→ Pφ(K(bk)) are
nondecreasing. Let ⋂

k≥1

K(ak) =: K(s)∗ ⊃ K(s)∗ =
⋃
k≥1

K(bk).

By the continuity of g at s, both Pφ(K(ak)) and Pφ(K(bk)) converges to g(s), and therefore,
Pφ(K(s)∗) = Pφ(K(s)∗). Thus, by the convexity of both K(s)∗ and K(s)∗, it follows

K(s)∗ = K(s)∗ =: K(s)

and |K(ak)∆K(s)| → 0. Let us show that

K(τj , ⌊s/τj⌋) → K(s) in L1(Rn) as j → +∞. (8.2)

Notice that
lim sup
j→+∞

lim sup
k→+∞

(hτj (ak)− hτj (bk)) = 0, (8.3)

otherwise, h0 cannot be continuous at s. Therefore, in view of the inclusion

K(τj , ⌊ak/τj⌋) ⊃ K(τj , ⌊s/τj⌋) ⊃ K(τj , ⌊bk/τj⌋)
we have ⋂

k≥1

K(τj , ⌊ak/τj⌋) ⊃ K(τj , ⌊s/τj⌋) ⊃
⋃
k≥1

K(τj , ⌊bk/τj⌋)

and by (8.3) and convexity of these sets, for any ϵ,

|K(τj , ⌊ak/τj⌋) \ K(τj , ⌊s/τj⌋)| < ϵ

provided that k > kϵ > 0. Hence, letting j → +∞ in the estimate

|K(τj , ⌊s/τj⌋)∆K(s)|
≤ |K(τj , ⌊s/τj⌋)∆K(τj , ⌊ak/τj⌋)|+ |K(τj , ⌊ak/τj⌋)∆K(ak)|+ |K(ak)∆K(s)|,

and then k → +∞ and ϵ → 0+ in

lim sup
j→+∞

|K(τj , ⌊s/τj⌋)∆K(s)| ≤ ϵ+ |K(ak)∆K(s)|,
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we get (8.2). Thus, by definition the family {K(s)}s≥0 is a GMM. □
Suppose (compare with the next proposition) that for any bounded convex set K0,

F(·;K0, τ) admits a convex minimizer in S∗. In this case, the flat flows K(τ, k) consisting of
those convex sets are also flat flows in Convb(Rn); by Theorem 1.6 K(τ, ⌊t/τ⌋) → K(t) as τ →
0+ (because GMM(F ,S∗,K0) is a singleton). Then clearly, K(·) ∈ GMM(F ,Convb(Rn),K0)
(in fact is a minimizing movement). However, it is not clear whether GMM(F ,Convb(Rn),K0)
contains other generalized minimizing movements.

Proposition 8.1. Suppose that φ is an elliptic C3-anisotropy and that g ≡ 0. Assume that
f is concave in (0,+∞). Then for any bounded convex open set K0 and τ > 0 the minimal
and maximal minimizers of F(·;K0, τ) in S∗ are convex.

Proof. We follow the notation of [11]. Since K0 is convex, dK0 is concave in K0, and hence,
so is u0 := f(dK0/τ). Consider

E(v) :=


∫
K0

φo(Dv) +

∫
K0

(v + u0)
2

2
dx if v ∈ L2(K0) ∩BV (K0),

+∞ if L2(K0) \BV (K0),

where ϕo(Dv) is the ϕo-total variation of v. One checks that E admits a unique minimizer
v0 ∈ L2(K0) ∩ BV (K0). Since E is convex, by [7] there exists z ∈ L∞(K0,Rn) with divz ∈
L2(K0) such that 10

−divz + v0 + u0 = 0, φ(z) ≤ 1,

∫
K0

z ·Dv0 =

∫
K0

φo(Dv0).

Repeating the same arguments of [11, Lemma 5.1] we can show that for a.e. s < 0 the set
{v0 < s} is a minimizer of

Es(F ) := Pφ(F )−
∫
F
(v0 + s) dx, F ⊆ K0, s ∈ R.

If v0 is twice continuously differentiable in K0 with |∇v0| > 0. Then v0 is a viscosity solution
of the equation

−div∇φo(Dv0) + v0 + u0 = 0.

Since u0 is concave, using [4, Theorem 1] we find that v0 is convex. In case v0 is not sufficiently
smooth, we can approximate the equation as in [11] and again get that v0 is convex. In
particular, Es admits a convex minimizer {v0 < s}. One can readily check that the sets

K∗ :=
⋃
s<0

{v0 < s} and K∗ :=
⋂
s>0

{v0 ≤ s}

are the minimal and maximal (convex) minimizers of the functional E0(·) = F(·;K0, τ). □

As a corollary, we obtain the validity of Conjecture 1.1 under a restriction on α > 0.

Corollary 8.2 (Conjecture 1.1 for α ∈ (0, 1]). Let φ be Euclidean, f(r) = rα for r > 0,

α ∈ (0, 1],

and g ≡ 0. Then for any bounded convex K0 ⊂ Rn, GMM(F ,Convb(Rn),K0) is a singleton
and coincides with the unique minimizing movement in GMM(F ,S∗,K0).

10Concerning the notation z ·Dv0 and φo(Dv0), see [11].
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Proof. Let K(τ, k)∗ and K(τ, k)∗ be flat flows in S∗ consisting of the minimal and maximal
minimizers of F (in S∗), starting from K0. By Theorem 1.6 we have

lim
τ→0+

K(τ, ⌊t/τ⌋)∗ = K(t) and lim
τ→0+

K(τ, ⌊t/τ⌋)∗ = K(t) in L1(Rn) for all t ≥ 0,

where {K(t)} = MM(F ,S∗,K0). By Proposition 8.1 both K(τ, k)∗ and K(τ, k)∗ are convex.
Note that they are the minimal and maximal minimizers of F also in Convb(Rn). Therefore,
GMM(F ,Convb(Rn),K0) = MM(F ,Convb(Rn),K0) = {K(·)}. □

Appendix A. Volume-distance inequality

In this appendix we establish a couple of technical results needed in various proofs. In
particular, the next result is crucial, and is an easy modification of the volume-distance
inequality of Almgren-Taylor-Wang [2] (see also [25]).

Lemma A.1 (Volume-distance inequality). Let r0 > 0, and F ∈ S∗ satisfy

P (F,Br(x)) ≥ ϑrn−1, x ∈ ∂F, r ∈ (0, r0], (A.1)

for some ϑ > 0. Then for any measurable E ⊂ Rn and any p, ℓ > 0 one has

|E∆F | ≤



cpnℓn

rn−1
0

Pφ(F ) +
1

f(p)

∫
E∆F

f
(
dF
ℓ

)
dx if ℓ > r0, pℓ > r0,

cpnℓ Pφ(F ) +
1

f(p)

∫
E∆F

f
(
dF
ℓ

)
dx if ℓ ∈ (0, r0] and pℓ > r0,

cpℓ Pφ(F ) +
1

f(p)

∫
E∆F

f
(
dF
ℓ

)
dx if pℓ ∈ (0, r0],

(A.2)

where c := 10nωn
cφϑ

.

Proof. Define

X := {x ∈ E∆F : dF (x) ≥ pℓ}, Y := {x ∈ E∆F : dF (x) < pℓ}.

Since f is strictly increasing, we have

X = {x ∈ E∆F : f(dF (x)/ℓ) ≥ f(p)},

and hence, by the Chebyshev inequality

|X | ≤ 1

f(p)

∫
P
f
(
dF
ℓ

)
dx ≤ 1

f(p)

∫
E∆F

f
(
dF
ℓ

)
dx.

On the other hand, we cover Y with balls B2pℓ of radius 2pℓ centered at points of ∂F. By
the Vitali covering lemma we can take a countable subfamily {B′

10pℓ} still covering Y with a

pairwise disjoint family {B′
pℓ}.

If ℓ > r0 and pℓ > r0, then by the disjointness of {B′
r0} and the estimate (A.1) (we cannot

apply it with ℓ)

|Y| ≤
∑
B′

10pℓ

ωn(10pℓ)
n = 10nωnpnℓn

ϑrn−1
0

∑
B′

r0

ϑrn−1
0 ≤ 10nωnpnℓn

ϑrn−1
0

∑
B′

r0

P (F,B′
r0) ≤

10nωnpnℓn

ϑrn−1
0

P (F )

On the other hand, if ℓ ≤ r0 < pℓ, by disjointness of {B′
ℓ}

|Y| ≤
∑
B′

10pℓ

ωn(10pℓ)
n = 10nωnpnℓ

ϑ

∑
B′

pℓ

ϑℓn−1 ≤ 10nωnpℓ
ϑ

∑
B′

pℓ

P (F,B′
ℓ) ≤

10nωnpℓ
ϑ P (F ).
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Finally, if pℓ ≤ r0 using the disjointness of {B′
pℓ},

|Y| ≤
∑
B′

10pℓ

ωn(10pℓ)
n = 10nωnpℓ

ϑ

∑
B′

pℓ

ϑpn−1ℓn−1 ≤ 10nωnpℓ
ϑ

∑
B′

pℓ

P (F,B′
pℓ) ≤

10nωnpℓ
ϑ P (F ).

Now use (2.1) and |E∆F | = |X |+ |Y| to conclude the proof of estimate (A.2). □

Lemma A.2 (Morrey-type estimate). Suppose that g satisfies (Hc). Then there exists
γg > 0 such that

sup
0<|A|<ωnγn

g

1

|A|
n−1
n

∫
A
|g| dx ≤ cφnω

1/n
n

4 , (A.3)

where we write γng = (γg)
n.

Proof. If p = +∞, then∫
A
|g| dx ≤ ∥g∥∞|A|

1
n |A|

n−1
n ≤ cφnω

1/n
n

4 |A|
n−1
n

provided |A| ≤ ωnγ
n
g with γg :=

cφn
4(1+∥g∥∞) . If p ∈ (n,+∞), then by the Hölder inequality∫

A
|g| dx ≤ ∥g∥Lp(Rn)|A|

p−1
p ≤ cφnω

1/n
n

4 |A|
n−1
n

provided |A| ≤ ωnγ
n
g with γg := ω

−1/n
n

( cφn
4(1+∥g∥Lp )

) p
p−n . Finally, if p = n, then by the Hölder

inequality for any A ⊂ Rn ∫
A
|g| dx ≤

(∫
A
|g|n dx

) 1
n |A|

n−1
n .

By the absolute continuity of the Lebesgue integral, there exists γg > 0 such that if |A| < ωnγ
n
g ,

then (∫
A
|g|n dx

) 1
n ≤ cφnω

1/n
n

4
.

□

Appendix B. Comparison principles

The next lemma is a generalization of [2, Lemma 7.3].

Lemma B.1. Let φ be a C3-elliptic anisotropy, f, g satisfy Hypothesis (H) and let g be
continuous. Let E ∈ S∗, τ > 0, k ≥ 0 and Eτ be a minimizer of F(·;E, τ). Let F and Fτ be
C2-sets.

(a) Let E ⊂ F, Eτ ⊂ Fτ and

f
(
sdF
τ

)
> −κφFτ

− g on ∂Fτ . (B.1)

Then ∂Eτ ∩ ∂Fτ = ∅.
(b) Let F ⊂ E, Fτ ⊂ Eτ and

f
(
sdF
τ

)
< −κφFτ

− g on ∂Fτ .

Then ∂Eτ ∩ ∂Fτ = ∅.
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Proof. We prove only (a), assertion (b) being similar. By contradiction, assume that x0 ∈
∂Eτ ∩∂Fτ . Since φ is smooth and elliptic, repeating the arguments of [22, Chapter 17] we can
show that singular minimal cones locally minimizing φ-perimeter cannot contain a halfspace.
By the smoothness of Fτ , x0 ∈ ∂∗Eτ . Moreover, by elliptic regularity, ∂∗Eτ is C2, and hence,
computing the first variation of F(·;E, τ) at Eτ we get

f
(
sdE(x0)

τ

)
= −κφFτ

(x0)− g(x0). (B.2)

By the choice of x0, κ
φ
Eτ

(x0) ≥ κφFτ
(x0) and by assumption E ⊂ F, sdE(x0) ≥ sdF (x0).

Therefore, combining (B.2) and (B.1) we get

f
(
sdF (x0)

τ

)
> −κφFτ

(x0)− g(x0) ≥ −κφEτ
(x0)− g(x0) = f

(
sdE(x0)

τ

)
,

a contradiction. □

Comparison principles for (1.13) are well-established provided that the prescribed mean
curvatures are comparable.

Theorem B.2 (Comparison principles). Let f1, f2, g1, g2 satisfy (Ha) and (Hc). Let
F1, F2 ∈ S∗ and τ > 0. The following properties hold:

(i) If F1 ⊂ F2, f1 ≥ f2 and g1 > g2 a.e. in Rn, then minimizers F i
τ of Fφ,fi,gi(·;Fi, τ) satisfy

F 1
τ ⊂ F 2

τ .
(ii) If F1 ⋐ F2, f1 ≥ f2 and g1 ≥ g2 a.e. in Rn, then minimizers F i

τ of Fφ,fi,gi(·;Fi, τ) satisfy
F 1
τ ⊂ F 2

τ .
(iii) If F1 ⊂ F2, f1 ≥ f2 and g1 ≥ g2 a.e. in Rn, then there exist minimizers F 1

τ∗ of
Fφ,f1,g1(·;F1, τ) and F 2∗

τ of Fφ,f2,g2(·;F2, τ) such that F 1
τ∗ ⊂ F 2

τ and F 1
τ ⊂ F 2∗

τ for all
minimizers F i

τ of Fφ,fi,gi(·;Fi, τ).

Indeed, assumptions of (i) and (ii) imply that hφ,f1,g1 > hφ,f2,g2 a.e. in Rn, while (iii)
implies hφ,f1,g1 ≥ hφ,f2,g2 , see (1.14). Thus the proof follows from standard arguments (see
e.g. [9] and references therein).

Corollary B.3 (Minimal and maximal minimizers). Let f satisfy (Ha) and g satisfy
(Hc), and let τ > 0. Then for any F ∈ S∗ there exist minimizers Fτ∗, F

∗
τ (called the minimal

and maximal minimizer) of F(·;F, τ) such that for every minimizer Fτ ,

Fτ∗ ⊆ Fτ ⊆ F ∗
τ .

Corollary B.4. Assume that g ≡ 0, F1 ⋐ F2 with dist(∂F1, ∂F2) = ϵ > 0. Then the mini-
mizers F i

τ of F(·;Fi, τ) satisfy F 1
τ ⋐ F 2

τ and dist(∂F 1
τ , ∂F

2
τ ) ≥ ϵ.

Indeed, since g ≡ 0, F(E;F, τ) = F(E + ξ;F + ξ, τ) for any ξ ∈ Rn. By assumptions on F1

and F2, for any ξ ∈ Bϵ(0) we have F1 + ξ ⋐ F2, and hence F 1
τ + ξ ⋐ F 2

τ by Theorem B.2 (b).
Thus, dist(∂F 1

τ , ∂F
2
τ ) ≥ ϵ.

As in [9] we can introduce a comparison principle for two GMMs.

Theorem B.5. Let f1, f2, g1, g2 satisfy Hypothesis (H) with f1 ≥ f2 and g1 ≥ g2. Let F
0
1 , F

0
2 ∈

S∗ be such that F 0
1 ⊂ F 0

2 . Then:

(a) for any F1(·) ∈ GMM(Fφ,f1,g1 ,S∗, F 0
1 ) there exists F ∗

2 (·) ∈ GMM(Fφ,f2,g2 ,S∗, F 0
2 ) such

that
F1(t) ⊂ F ∗

2 (t), t ≥ 0;

(b) for any F2(·) ∈ GMM(Fφ,f2,g2 ,S∗, F 0
2 ) there exists F1∗(·) ∈ GMM(Fφ,f1,g1 ,S∗, F 0

1 ) such
that

F1∗(t) ⊂ F2(t), t ≥ 0.
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We sketch the proof of only (a). Let {F1(τj , k)} be flat flows starting from F 0
1 such that

lim
j→+∞

|F1(τj , ⌊t/τj⌋)∆F1(t)| = 0.

Let also F ∗
2 (τj , k) be the flat flows starting from F 0

2 consisting of the maximal minimizers of
Fφ,f2,g2 . By Theorem B.2 (d)

F1(τj , k) ⊂ F ∗
2 (τj , k), k ≥ 0, j ≥ 1. (B.3)

Now consider the sequence (F ∗
2 (τj , ⌊t/τj⌋)). In the proof of Theorem 1.4 we have constructed

a not relabelled subsequence and a family F ∗
2 (·) ∈ GMM(Fφ,f2,g2 ,S∗, F 0

2 ) such that

lim
j→+∞

|F ∗
2 (τj , ⌊t/τj⌋)∆F ∗

2 (t)| = 0 ∀t ≥ 0

(see also Remark 3.3). Now the inclusion F1(·) ⊂ F ∗
2 (·) follows from (B.3).
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[23] G. Huisken: Flow by mean curvature of convex surfaces into spheres. J. Differential Geom. 20 (1984),

237–266.
[24] Sh. Kholmatov: Consistency of minimizing movements with smooth mean curvature flow of droplets with

prescribed contact-angle in R3. Submitted (2024).
[25] S. Luckhaus, T. Sturzenhecker: Implicit time discretization for the mean curvature flow equation. Calc.

Var. Partial Differential Equations 3 (1995), 253–271.
[26] F. Maggi: Sets of Finite Perimeter and Geometric Variational Problems. An Introduction to Geometric

Measure Theory. Cambridge University Press, Cambridge, 2012.
[27] C. Mantegazza: Lecture Notes on Mean Curvature Flow. Progress in Mathematics, Vol. 290, Birkhäuser,
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