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Abstract. In this paper we consider two diffuse interface models for tumor growth coupling a
Cahn-Hilliard type equation for the tumor phase parameter to a reaction-diffusion type equation
for the nutrient. The models are distinguished by the presence of two different coupling source
terms. For such problems, we address the question of the limit, as the diffuse interface parameter
tends to zero, from diffuse interface models to sharp interface ones, justifying rigorously what
was deduced via formal asymptotics in [20]. The resulting evolutions turn out to be varifold
solutions to Mullins-Sekerka type flows for the tumor region suitably coupled with the equation
for the nutrient.
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Introduction

The problem of modelling tumor growth dynamics has recently become a major issue in
applied mathematics (see [10, 44]). The morphological evolution of a growing solid tumor is the
result of the dynamics of a complex system that includes many nonlinearly interacting factors,
including cell-cell and cell-matrix adhesion, mechanical stress, cell motility and angiogenesis just
to name a few. Numerous mathematical models have been developed to study various aspects of
tumor progression and this has been an area of intense research interest (see the recent reviews
[2, 8, 14, 15, 23, 35]).
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The existing models can be divided into two main categories: continuum models and discrete
models. We concentrate on the former ones. There the necessity of dealing with multiple inter-
acting constituents has led to the consideration of diffuse-interface models based on continuum
mixture theory (see, for instance, [9] and references therein). In the diffuse approach, sharp
interfaces between different species are replaced by narrow transition layers, of small thickness
ε, that arise due to differential adhesive forces among the cell-species. The main advantages of
the diffuse interface formulation are: - it eliminates the need to enforce complicated boundary
conditions across the tumor/host tissue and other species/species interfaces that would have
to be satisfied if the interfaces were assumed sharp, and - it eliminates the need to explicitly
track the position of interfaces, as is required in the sharp interface framework. In this approach
the tumor concentration ϕ (representing the local proportion of the tumor phase) varies in the
interval [−1, 1], with the convention that ϕ ≡ 1 means that we are in the tumor phase, ϕ ≡ −1
means that we are in the healthy phase, while ϕ ∈ (−1, 1) in the diffuse interface between the
pure phases.

Such models generally consist of Cahn-Hilliard equations with transport and reaction terms
which govern the tumour concentration parameter ϕ. The reaction terms depend on the nutrient
concentration σ (e.g., oxygen) which obeys an advection-reaction-diffusion equation. In the
simplest case of a two-phase model (where we only consider one tumor phase and the healthy
phase) and neglecting velocities, the resulting PDE system turns out to be of this type

ϕ̇−∆µ = R(ϕ, σ, µ), µ = −ε∆ϕ+
1

ε
F ′(ϕ),

σ̇ −∆σ = S(ϕ, σ, µ),
(0.1)

where F denotes the typical double-well potential associated with the Ginzburg-Landau free-
energy functional:

F (u) =
1

4
(1− u2)2. (0.2)

In (0.1), R and S are specific source terms governing the proliferation and the death of tumor
cells, as well as the consumption of the nutrient by the tumour. Different choices for R and S
are possible. In [16, 24] linear phenomenological laws for chemical reactions, like

R = −S = P (ϕ)(σ − µ), (0.3)

are considered. Here, P can be regarded as a proliferation function; for instance, it may have
the form P (u) = P0(1−u2)χ[−1,1](u) for u ∈ R, P0 > 0. Otherwise, in [5] and [20] they consider
the following choice:

R = (Pσ −A)H(ϕ), S = −CσH(ϕ), (0.4)

where H is an interpolation function such that H(−1) = 0 and H(1) = 1, while the terms
H(ϕ)Pσ, H(ϕ)A and H(ϕ)Cσ model, respectively, the proliferation of tumor cells proportional
to nutrient concentration, apoptosis of tumor cells, and consumption of nutrient by the tumor
cells.

More sophisticated models include the cell velocities satisfying a generalized Darcy’s (or
Brinkman’s) law where, besides the pressure gradient, it also appears the so-called Korteweg
force due to cell concentration or/and multiphase order parameters differentiating, e.g., between
necrotic and proliferating tumors (cf., e.g., [17, 36]).

While there exist quite a number of numerical simulations of diffuse-interface models of tumor
growth (cf., e. g., [10, Ch. 8], [9, 24, 44]), there are less contributions to the mathematical analysis
of the models. The first contributions in this direction dealt with the case where the nutrient is
neglected, which then leads to the so-called Cahn-Hilliard-Hele-Shaw system (see, e.g., [22, 29]).
Later on, in [16], the model (0.1) including the evolution of the nutrient proportion in case (0.3)
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(introduced in [24]) is taken into account and rigorously analyzed concerning well-posedness,
regularity, and asymptotic behavior. We also refer to the papers [6, 7], in which various viscous
approximations of the system (0.1) have been studied analytically and to [3] where optimal
control and long-time behaviour of solutions were investigated. Regarding instead the well-
posedness of system (0.1)-(0.4), we can quote, e.g., the papers [18] as well as [19] and [38] where
also the optimal control problem and the long-time behavior of solutions in terms of attractors
have been tackled.

Furthermore, although the diffuse-interface approach has proved to be a powerful way to
describe tumor growth evolution, a major and challenging issue, still open in the general case,
consists in the analytical validation of the transition from diffuse to sharp interfaces (i.e., the
limit ε↘ 0 of (0.1)). This will be the subject of the present paper. In the literature some formal
results regarding passages to the sharp interface limit are available (cf., e.g., [20, 28]), but, up
to our knowledge, no rigorous theorems are proved for coupled systems as (0.1). Indeed, in the
papers [11, 37] and [40] the authors investigated the existence of weak solutions and some rigorous
sharp interface limit in two simplified cases. In [11, 37] only the coupling between the Cahn–
Hilliard equation and the Darcy law for the velocities is considered and, in particular, in [11]
the physically meaningful case of a double-well potential in the Cahn–Hilliard equation cannot
be accounted. In [40] instead, the coupling between the equations for ϕ and σ is considered, but
in a special and artificial case leading to a gradient flow structure: thanks to this property, the
authors of [40] can prove the convergence result with the tools of Gamma Convergence.

There are, indeed, basically two tested methods in the literature related to the issue of per-
forming a rigorous sharp interface limit, in the spirit of what is already known for the Cahn-
Hilliard equation (cf., e.g., [4, 34, 43] and references therein). The first approach consists in
writing down the system as a Gradient Flow in order to use refined results of Gamma Conver-
gence already exploited in [42]. This result, however, does not apply to models coupling phase
and nutrient dynamics relevant in applications and, as previously mentioned, it has been ob-
tained in [40] only for a toy model suitably adapted in order to possess a gradient flow structure.
We also quote [30], [33] and [32] (see also [27]) where the same approach has been used for a
Cahn-Hilliard equation with non-constant mobility, a model of lithium-ion batteries, and for the
vectorial Allen-Cahn equation, respectively. A second possibility relies in considering a weak
notion of solution for the sharp-interface problem, called varifold solution and introduced for
the Cahn-Hilliard equation in [4]. This second approach has been recently extended in [37] to
the case of a Cahn-Hilliard-Darcy system (first neglecting the nutrient) in the spirit of [1].

We finally mention the very recent technique via relative entropy method, which for the
moment is not available for Cahn-Hilliard-type equations but is just limited to the Allen-Cahn
equation and its variants [13, 25, 26]. The same approach is also used in [12, 31] for studying
stability properties of mean curvature flows.

In this paper we adopt the second method via varifold solutions and we address the problem
of a rigorous sharp interface limit for the following Cahn-Hilliard-Nutrient systems presenting
two different source terms. We let Ω be a (sufficiently) smooth bounded domain in Rd, with
d = 2 or d = 3, and given a time horizon T > 0 we set Q := (0, T ) × Ω. We also denote by n
the outward unit normal on the boundary ∂Ω. Given a small parameter ε > 0, for i = 1, 2 the
two diffuse interface problems we consider are given by{

ϕ̇ε −∆µε = Ri(ϕ
ε, σε, µε), µε = −ε∆ϕε + 1

εF
′(ϕε), in Q,

σ̇ε −∆σε = Si(ϕ
ε, σε, µε), in Q,

(0.5)

where the potential F is of double-well type (the prototypical example is given by (0.2)), while
Ri, Si are specific coupling terms. Referring to the expressions (0.3) and (0.4), we focus, for
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simplicity but without any loss of generality, our attention on the choices

R1(ϕ, σ, µ) = −S1(ϕ, σ, µ) = P (ϕ)(σ − µ), (0.6a)

and
R2(ϕ, σ, µ) = (σ − 1)H(ϕ), S2(ϕ, σ, µ) = −σH(ϕ), (0.6b)

where P is a so-called proliferation function and H is an interpolation function (cf. (0.3) and
(0.4)). Moreover, system (0.5) is endowed with the following Neumann-homogeneous boundary
conditions, ensuring no flux flows through the boundary of Ω, and initial conditions:{

∂nϕ
ε = ∂nσ

ε = ∂nµ
ε = 0, in (0, T )× ∂Ω,

ϕε(0) = ϕε0, σε(0) = σε0, in Ω.
(0.7)

Throughout the paper, we will refer to system (0.5)–(0.7) with choices (0.6a) and (0.6b) as
Problem P and Problem H, respectively.

The sharp interface limit, namely the limit as ε → 0, of both Problems P and H has been
formally obtained in [20] via matched asymptotic expansion, and it consists in the following
Mullins-Sekerka type geometric flow

ϕ = 1, in QC ,

ϕ = −1, in QH ,

−∆µ = Ri(ϕ, σ, µ), in QC ∪QH ,
σ̇ −∆σ = Si(ϕ, σ, µ), in QC ∪QH ,
µ = θκ, in Γ,

0 = JσKCH , in Γ,

ω = −1
2J∂nµKCH , in Γ,

0 = J∂nσKCH , in Γ,

∂nσ = ∂nµ = 0, in (0, T )× ∂Ω,

ϕ(0) = −1 + 2χΩ0 , σ(0) = σ0, in Ω.

(0.8)

In the above system, QC and QH are open subsets of Q representing the cancerous and the
healthy zone, respectively. The interface between QC and QH is denoted by Γ, whose slices
Γt have mean curvature κ(t) and scalar normal velocity ω(t), with the convention that positive
normal velocity points towards the healthy region. With a little abuse of notation we still use
the symbol n for the normal unit vector of Γt, pointing towards the healthy region. The constant
θ is given by

θ :=

∫ 1

−1

√
F (u)

2
du, (0.9)

and, finally, the symbol JαKCH stands for the jump through Γ of the quantity α from ΩC to
ΩH . The initial data consist in the initial cancerous zone Ω0 ⊆ Ω and in the initial nutrient
concentration σ0.

We mention that more general models than (0.8) have been formally obtained in [20], even
including chemotaxis effects and active transport. However, the approach we follow in this
paper strictly relies on the form of the chemical potential µε in (0.5). Hence the presence of
chemotaxis, which directly affects µε, can not be directly handled via our method, but probably
requires other techniques. We leave this clearly important issue open for future investigations.

In the present paper, we rigorously prove that solutions to Problems P and H converge, as ε
goes to 0, to varifold solutions [4] of the sharp interface models (0.8). However, we stress that
in order to complete the argument for Problem H we need to add a technical assumption on the



SHARP INTERFACE LIMIT FOR TUMOR GROWTH MODELS 5

function H (see (1.4b)). Although this assumption still allows to include many nonlinearities, in
particular it yields H(1) = 0 and so it excludes many prototypical examples for which H(1) = 1.
In comparison with existing contributions, the main difficulty we encounter here relies on the
fact that the uniform bounds on the chemical potential µε, that were derived in [4] for the
classical Cahn-Hilliard equation, cannot be directly applied due to the presence of mass sources
in (0.5). This is the main reason why our result is not global in time anymore (cfr. Theorems 1.8,
1.10) like it was in [4, 37], but it holds true only till when the interface is effectively present and
we do not reach the pure phases. However, we think that this is the most interesting case to be
studied and in this sense our result should not be regarded as a partial one.

The two cases described by the different source terms Ri and Si must be treated differently,
basically because in case i = 1 we can rely on an energy balance featuring a Lyapunov functional
which is not available in case i = 2. To overcome the issue, in this second case we carefully
apply a Grönwall type argument (this is where we need the technical assumption (1.4b) on H)
in order to obtain proper uniform bounds and conclude the argument.

Plan of the paper. In Section 1 we first list all the assumptions we require for the sharp
interface limit analysis. We then present the known well-posedness results for the diffuse interface
problem (0.5)–(0.7) with choices (0.6a) and (0.6b) (Problems P and H), see Theorems 1.1 and
1.4 respectively, and we introduce in Definition 1.7 the weak notion of varifold solution for the
sharp interface problem (0.8). We finally state the main results of the paper regarding the
convergence of solutions of Problems P and H to varifold solutions of (0.8) in Theorems 1.8 and
1.10. The subsequent Sections 2 and 3 are devoted to the proof of such results. The strategy
exploits energetic arguments to deduce uniform bounds on both the phase variable, the nutrient
and the chemical potential, leading to suitable compactness properties. The validity of the sharp
interface limit is finally obtained by a careful construction of a proper varifold.

Notation and preliminaries

The maximum and the minimum of two real numbers α, β are denoted by α ∨ β and α ∧ β,
respectively. The positive part of a function f is f+ := f ∨ 0.

We adopt standard notations for Lebesgue, Sobolev and Bochner spaces. The norm of a
Banach space X will be denoted by ‖ · ‖X ; if X is an Hilbert space, its scalar product will be
written (·, ·)X . In the case X = Lp(Ω), we use the shortcuts ‖ · ‖p and (·, ·)2, if p = 2. The
duality product between w ∈ X∗ and v ∈ X is represented by the symbol 〈w, v〉X . Strong, weak

and weak∗ convergence are denoted by −→, −⇀ and
∗−⇀, respectively.

With the symbol B([a, b];X) we mean the space of everywhere defined functions f : [a, b]→ X
which are bounded in X, namely sup

t∈[a,b]
‖f(t)‖X < +∞. The spaces of continuous functions, α-

Hölder continuous functions and functions of bounded variation from [a, b] to X are instead
denoted by C([a, b];X), Cα([a, b];X) and BV ([a, b];X), respectively. By Lploc([0, T );X) we de-
note the space of functions which belong to Lp(0, t;X) for all t ∈ (0, T ). Finally, for an arbitrary
subset E of Rd (not necessarily open), the symbols C0(E) and C0(E;Rd) stand for the spaces
of scalar and vector-valued continuous functions defined in E whose support is compact.

The average of a function f : Ω → R, where Ω is a measurable subset of Rd, is denoted by

[f ] :=
1

|Ω|

∫
Ω
f dx.

Given a set A ⊆ (0, T ) × Ω, its slice with respect to time t ∈ (0, T ) will be indicated by
At := {x ∈ Ω : (t, x) ∈ A}. Moreover, the Lebesgue measure in [0, T ]× Rd is denoted by dt dx.
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Varifolds. A varifold V on an open set Ω ⊆ Rd is a Radon measure on Ω×P, where P denotes
the set of unit normals of unoriented hyperplanes in Rd, namely

P := Sd−1/ ∼Sd−1 ,

where ∼Sd−1 denotes the antipodal equivalence relation in Sd−1.
The first variation δV of a varifold V is the linear functional on C1

0 (Ω;Rd) defined by

〈δV, Y 〉 :=

∫
Ω×P
∇Y (x) : (I − p⊗ p) dV(x, p), for any Y ∈ C1

0 (Ω;Rd). (0.10)

1. Setting and main results

The ambient space Ω is a bounded domain in Rd, with d = 2 or d = 3, whose boundary ∂Ω is
of class C2,1. We recall that, given T > 0, we set Q := (0, T )×Ω. We require that the potential
F ∈ C3(R) is a nonnegative function vanishing only at the points 1 and −1 and satisfying

F ′′(u) ≥ c|u|p−2 if |u| ≥ 1− δ0, for some δ0 ∈ (0, 1) and p ∈ [3, 6). (1.1)

We assume that the proliferation function P ∈ C0,1
loc (R) appearing in (0.6a) is nonnegative

and fulfils

|P ′(u)| ≤ C(1 + |u|r−1) for a.e. u ∈ R, for some r ∈ [1, p− 2]. (1.2)

Examples of proliferation functions are P (u) = λ0(1+u)+, see [20], or P (u) = (1−u2)∨λ0(|u|−1),
see [16], where λ0 > 0 is a positive parameter.

Notice that assumptions (1.1) and (1.2) imply the existence of constants cF , CF , cF , CP , CP >
0 such that

F (u) ≥ cF |u|p − CF , for every u ∈ R; (1.3a)

F (u) ≥ cF (|u| − 1)2, for every u ∈ R; (1.3b)

P (u) ≤ CP (1 + |u|r), for every u ∈ R; (1.3c)

|P (u)− P (v)| ≤ CP |u− v|(1 + |u|r−1 + |v|r−1), for every u, v ∈ R. (1.3d)

As regards (0.6b) instead, we assume that the interpolation function H possesses the following
properties:

H : R→ [0, 1] is Lipschitz continuous and of class C2(R); (1.4a)

H(u) ≤ C F (u)

|F ′(u)|
, for all u satisfying F ′(u) < 0. (1.4b)

A standard example of interpolation function is (a regularization of) H(u) = 1∧
(

1+u
2

)+
, see for

instance [5, 20]. However, note that this example does not fulfil the technical assumption (1.4b)
(indeed, inequality (1.4b) yields H(±1) = 0), which anyway is crucial to complete the sharp
interface limit argument (see Lemma 3.1). Nevertheless, a large class of nonlinearities satisfies
both (1.4a) and (1.4b).

As customary in the analysis of the Cahn-Hilliard equation, we finally introduce the natural
Ginzburg-Landau energy

Eε(t) :=

∫
Ω
eε(ϕε(t)) dx, for t ∈ [0, T ],

where we define the associated energy density

eε(ϕ) :=
ε

2
|∇ϕ|2 +

1

ε
F (ϕ). (1.5)
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1.1. Diffuse interface models. Existence of strong solutions to problem (0.5)–(0.7) with the
choice (0.6a), here and henceforth called Problem P, has been proved in [16] under slightly
stronger assumptions on the function F , which however still include the classical double-well
potential (0.2).

Theorem 1.1 (Well-posedness for Problem P). In addition to (1.1), assume that the po-
tential F can be written as F = Fc + Fnc, and Fc, Fnc ∈ C2(R) satisfy

c(1 + |u|p−2) ≤ F ′′c (u) ≤ C(1 + |u|p−2), for all u ∈ R;

|F ′′nc(u)| ≤ C, for all u ∈ R.
(1.6)

Let the proliferation function P satisfy (1.2). Then for any pair of initial data (ϕε0, σ
ε
0) ∈

H3(Ω)×H1(Ω) with ∂nϕ
ε
0 = 0 in ∂Ω there exists a unique solution (ϕε, σε) to Problem P in the

sense that:

(1) ϕε ∈ L∞(0, T ;H3(Ω)) ∩H1(0, T ;H1(Ω)), with ∂nϕ
ε = 0 in L∞(0, T ;L2(∂Ω));

σε ∈ L∞(0, T ;H1(Ω)) ∩H1(0, T ;L2(Ω));

µε := −ε∆ϕε + 1
εF
′(ϕε) ∈ L∞(0, T ;H1(Ω));

(2) ϕε(0) = ϕε0 and σε(0) = σε0;

(3) for almost every time t ∈ (0, T ) and for all Φ,Ψ ∈ H1(Ω) there hold{
(ϕ̇ε(t),Φ)2 + (∇µε(t),∇Φ)2 = (P (ϕε(t))(σε(t)− µε(t)),Φ)2,

(σ̇ε(t),Ψ)2 + (∇σε(t),∇Ψ)2 = −(P (ϕε(t))(σε(t)− µε(t)),Ψ)2;
(1.7)

(4) For all t ∈ [0, T ] the following energy balance holds true:

Eε(t) +
1

2
‖σε(t)‖22 +

∫ t

0

(
‖∇µε(τ)‖22 + ‖∇σε(τ)‖22 + ‖

√
P (ϕε(τ))(σε(τ)−µε(τ))‖22

)
dτ

= Eε(0) +
1

2
‖σε0‖22.

(1.8)

Remark 1.2. For almost every time t ∈ [0, T ], since ϕε(t) ∈ H3(Ω) and d = 2, 3, Sobolev
embedding yields ϕε(t) ∈ L∞(Ω), whence P (ϕε(t))(σε(t)−µε(t)) ∈ L2(Ω) and so the right-hand
side of (1.7) is meaningful.

Since ϕε ∈ C([0, T ];H1(Ω)), again by Sobolev embedding one deduces ϕε ∈ C([0, T ];L6(Ω)).
Recalling that F has at most 6-growth by (1.6), we thus obtain F (ϕε) ∈ C([0, T ];L1(Ω)), and
so the energy Eε is continuous.

Since ϕε, σε, µε ∈ L∞(0, T ;H1(Ω)), as before we infer ϕε, σε, µε ∈ L∞(0, T ;L6(Ω)). By using

the 4-growth of P (see (1.2)), this implies
√
P (ϕε(τ))(σε(τ)−µε(τ)) ∈ L∞(0, T ;L2(Ω)) and so

the energy balance (1.8) makes sense.
Since ϕ̇ε, σ̇ε ∈ L2(0, T ;L2(Ω)), standard elliptic regularity yields σε, µε ∈ L2(0, T ;H2(Ω)),

and so the solution provided by Theorem 1.1 is actually a strong solution to (0.5).

Remark 1.3. Observe that solutions to Problem P preserve the mass of the sum of phase
variable and nutrient, namely

[ϕε(t) + σε(t)] = [ϕε0 + σε0], for all t ∈ [0, T ]. (1.9)

Indeed, by summing the two lines in (1.7), and choosing Φ = Ψ ≡ 1, for almost every time we
obtain

d

dt
[ϕε(t) + σε(t)] =

(ϕ̇ε(t), 1)2 + (σ̇ε(t), 1)2

|Ω|
= 0.
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Existence of strong solutions to problem (0.5)–(0.7) for the choice (0.6b), here and henceforth
called Problem H, has instead been proved in [19] (see also [18]), again with stricter hypotheses
on F . In this case, exploiting the maximum principle, the authors showed that the nutrient
remains confined between 0 and 1 along the entire evolution, starting of course from an initial
state fulfilling the same condition.

Theorem 1.4 (Well-posedness for Problem H). In addition to (1.1), assume that the
potential F fulfils

|F ′(u)| ≤ C(1 + F (u)), for all u ∈ R;

|F ′′(u)| ≤ C(1 + |u|p−2), for all u ∈ R.
(1.10)

Let the interpolation function H satisfy (1.4a). Then for any pair of initial data (ϕε0, σ
ε
0) ∈

H3(Ω) × H1(Ω) with ∂nϕ
ε
0 = 0 in ∂Ω and 0 ≤ σε0 ≤ 1 almost everywhere in Ω there exists a

unique solution (ϕε, σε) to Problem H in the sense that:

(1) ϕε ∈ L∞(0, T ;H2(Ω)) ∩ L2(0, T ;H3(Ω)) ∩H1(0, T ;L2(Ω)) ∩ C(Q),
with ∂nϕ

ε = 0 in L∞(0, T ;L2(∂Ω));

σε ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) ∩H1(0, T ;L2(Ω)),
with 0 ≤ σε ≤ 1 almost everywhere in Q;

µε := −ε∆ϕε + 1
εF
′(ϕε) ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω));

(2) ϕε(0) = ϕε0 and σε(0) = σε0;

(3) for almost every time t ∈ (0, T ) and for all Φ,Ψ ∈ H1(Ω) there hold{
(ϕ̇ε(t),Φ)2 + (∇µε(t),∇Φ)2 = ((σε(t)− 1)H(ϕε(t)),Φ)2,

(σ̇ε(t),Ψ)2 + (∇σε(t),∇Ψ)2 = −(σε(t)H(ϕε(t)),Ψ)2;
(1.11)

(4) For all t ∈ [0, T ] the following energy balance holds true:

Eε(t) +
1

2
‖σε(t)‖22 +

∫ t

0

(
‖∇µε(τ)‖22 + ‖∇σε(τ)‖22 + ‖

√
H(ϕε(τ))σε(τ)‖22

)
dτ

= Eε(0) +
1

2
‖σε0‖22 +

∫ t

0
(µε(τ), (σε(τ)− 1)H(ϕε(τ))2 dτ.

(1.12)

Remark 1.5. The validity of the energy balance (4) above is not proved in [19], but can be
deduced from the regularity of ϕε given by (1). We refer for instance to [41, Lemma 3.9].

Remark 1.6. Notice that for solutions to Problem H the map t 7→ [ϕε(t)] is nonincreasing
and 1-Lipschitz continuous in [0, T ]. Indeed from (1.11)1, exploiting that both H and σε are
nonnegative and bounded by 1 we deduce

d

dt
[ϕε(t)] =

1

|Ω|
((σε(t)− 1)H(ϕε(t)), 1)2 ∈ [−1, 0].

1.2. Sharp interface models. The notion of solution to the sharp interface model (0.8) we
consider in this paper is the weak notion of varifold solution introduced for the Cahn-Hilliard
equation in [4], to which we refer for a complete explanation (see also [37]). We just stress that
the use of varifolds as in (c) and (e) below is a way to write in a weak sense the equation

µ = θκ, in Γ,

the constant θ being defined in (0.9). The energy inequality (f) in the following Def. 1.7 is
instead interpreted as an entropy condition, which selects feasible solutions.

Definition 1.7. Given an initial measurable set Ω0 ⊆ Ω and an initial datum σ0 ∈ L2(Ω), we
say that a quadruple (QC , σ, µ, V ) is a varifold solution to the sharp interface model (0.8), with
either (0.6a) or (0.6b), in [0, T ] if the following conditions are satisfied:
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(a) σ, µ ∈ L2(0, T ;H1(Ω));
(b) the set QC ⊆ Q fulfils χQC ∈ C([0, T ];L1(Ω)) ∩B([0, T ];BV (Ω));
(c) V is a Radon measure on Q×P with the following property: for almost every t ∈ (0, T )

there exist a Radon measure λt on Ω and λt-measurable functions cti : Ω→ R, pti : Ω→ P,
for i = 1, . . . , d, fulfilling

0 ≤ cti ≤ 1,
d∑
i=1

cti ≥ 1,
d∑
i=1

pti ⊗ pti = I, λt-a.e., (1.13)

d|DχQCt |
dλt

≤ 1

2θ
, λt-a.e., (1.14)

where θ is given by (0.9), such that, defining the varifold V t on Ω as∫
Ω×P

ψ(x, p) dV t(x, p) :=
d∑
i=1

∫
Ω
cti(x)ψ(x, pti(x)) dλt(x), for every ψ ∈ C0(Ω× P), (1.15)

there holds dV (t, x, p) = dV t(x, p) dt;
(d) For any Φ,Ψ ∈ L2(0, T ;H1(Ω)) ∩H1(0, T ;L2(Ω)) with Φ(T ) = Ψ(T ) = 0, setting ϕ :=
−1 + 2χQC there holds

∫ T

0

(
−2

∫
QCτ

Φ̇(τ) dx+(∇µ(τ),∇Φ(τ))2−(P (ϕ(τ))(σ(τ)−µ(τ)),Φ(τ))2

)
dτ = 2

∫
Ω0

Φ(0) dx,∫ T

0

(
−(σ(τ), Ψ̇(τ))2+(∇σ(τ),∇Ψ(τ))2+(P (ϕ(τ))(σ(τ)−µ(τ)),Ψ(τ))2

)
dτ = (σ0,Ψ(0))2,

as regards problem (0.6a), while there holds
∫ T

0

(
−2

∫
QCτ

Φ̇(τ) dx+(∇µ(τ),∇Φ(τ))2−((σ(τ)−1)H(ϕ(τ)),Φ(τ))2

)
dτ = 2

∫
Ω0

Φ(0) dx,∫ T

0

(
−(σ(τ), Ψ̇(τ))2+(∇σ(τ),∇Ψ(τ))2+(σ(τ)H(ϕ(τ)),Ψ(τ))2

)
dτ = (σ0,Ψ(0))2,

in case (0.6b);
(e) for almost every t ∈ (0, T ) one has

〈δV t, Y 〉 = 2

∫
QCt

div(µ(t)Y ) dx, for all Y ∈ C1
0 (Ω;Rd),

where the first variation of a varifold has been introduced in (0.10);
(f) for almost every s, t ∈ (0, T ) with s ≤ t the following two energy inequalities hold true

for (0.6a) and (0.6b), respectively:

1) λt(Ω) +
1

2
‖σ(t)‖22 +

∫ t

s

(
‖∇µ(τ)‖22 + ‖∇σ(τ)‖22 + ‖

√
P (ϕ(τ))(σ(τ)−µ(τ))‖22

)
dτ

≤λs(Ω) +
1

2
‖σ(s)‖22.

2) λt(Ω) +
1

2
‖σ(t)‖22 +

∫ t

s

(
‖∇µ(τ)‖22 + ‖∇σ(τ)‖22 + ‖

√
H(ϕ(τ))σ(τ))‖22

)
dτ

≤λs(Ω) +
1

2
‖σ(s)‖22 +

∫ t

s
(µ(τ), (σ(τ)− 1)H(ϕ(τ))2 dτ.
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1.3. Main results. We are now in the position to state the main theorems of the paper, regard-
ing the rigorous limit of solutions to the diffuse interface Problems P and H to varifold solutions
of the sharp interface problem (0.8). We stress that the validity of such limit holds as long as
the resulting evolution has a proper interface, namely as long as the limit phase variable ϕ does
not degenerate in a pure phase ϕ ≡ ±1 (see (1.17) and (1.19)). We recall that pure phases
represent a completely cancerous or a completely healthy tissue. The proofs of such results will
be given in Sections 2 and 3, respectively.

Theorem 1.8 (Sharp interface limit for Problem P). Assume that the potential F satisfies
(1.1), (1.6) and that the proliferation function P satisfies (1.2). Let (ϕε, σε) be the unique
solution to Problem P given by Theorem 1.1 with initial data (ϕε0, σ

ε
0) ∈ H3(Ω) × H1(Ω) with

∂nϕ
ε
0 = 0 in ∂Ω satisfying

Eε(0) +
1

2
‖σε0‖22 ≤ E0, (1.16a)

and
|[ϕε0]| ≤ c0 ∈ [0, 1). (1.16b)

Then, up to passing to a non relabelled subsequence, the following facts hold:

(I) there exists a measurable set QC ⊆ Q for which

• ϕε −−−→
ε→0

−1 + 2χQC =: ϕ, in C([0, T ];L2(Ω));

• ϕε(t) −−−→
ε→0

ϕ(t), in Lq(Ω) for all q ∈ [1, p) and t ∈ [0, T ];

• χQC ∈ C
1
8 ([0, T ];L1(Ω)) ∩B([0, T ];BV (Ω));

(II) there exists a function σ ∈ L2(0, T ;H1(Ω)) for which

• σε −−−⇀
ε→0

σ, in L2(0, T ;H1(Ω));

• σε −−−→
ε→0

σ, in L2(0, T ;Lq(Ω)) for all q ∈ [1, 6);

(III) there exist Radon measures λ, λi,j on Q, for i, j = 1, . . . , d, for which

• eε(ϕε) dtdx
∗−−−⇀

ε→0
λ, in the sense of measures in Q;

• ε∂iϕε∂jϕε dt dx
∗−−−⇀

ε→0
λi,j , in the sense of measures in Q;

Moreover, defining the critical time as

Tcr := sup{t ∈ (0, T ] : 0 < |QCt | < |Ω|}, (1.17)

there hold:

(IV) there exists a function µ ∈ L2
loc([0, Tcr);H

1(Ω)) for which

• µε −−−⇀
ε→0

µ, in L2(0, T̃ ;H1(Ω)) for all T̃ ∈ (0, Tcr);

(V) there exists a Radon measure V on (0, Tcr) × Ω × P such that for any T̃ ∈ (0, Tcr) the

quadruple (QC , σ, µ, V ) is a varifold solution to (0.8)–(0.6a) in [0, T̃ ] with initial data
(QC0 , σ0), where σ0 is a weak limit of σε0, fulfilling in addition:

• dλ(t, x) = dλt(x) dt;

•
∫ T̃

0
〈δV τ , Y (τ)〉 dτ =

∫ T̃

0

∫
Ω
∇Y (τ, x) : [ dλ(τ, x)I − ( dλi,j(τ, x))d×d] ,

for all Y ∈ C1
0 ([0, T̃ ]× Ω;Rd).
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Finally, if either

• TE0 <
|Ω|cF

2CP (cF + CF )
(1− c0)2, (1.18a)

or

• |[ϕε0 + σε0]| ≤ d0 < 1, and E0 <
|Ω|
2

(1− d0)2, (1.18b)

then actually Tcr = T and (QC , σ, µ, V ) is a varifold solution in the whole [0, T ].

Remark 1.9. We observe that hypotheses (1.18a) and (1.18b) consist in smallness conditions
for the initial energy E0 or for the time horizon T . As it will be clear in Lemma 2.5, they are
sufficient assumptions in order to prevent the phase variable ϕε to converge to a pure region in
the whole time interval [0, T ] (see also (2.13)). This explains why in these particular cases it is
reasonable to expect Tcr = T .

Theorem 1.10 (Sharp interface limit for Problem H). Assume that the potential F satisfies
(1.1), (1.10) and that the interpolation function H satisfies (1.4a) and (1.4b). Let (ϕε, σε) be the
unique solution to Problem H given by Theorem 1.4 with initial data (ϕε0, σ

ε
0) ∈ H3(Ω)×H1(Ω)

with ∂nϕ
ε
0 = 0 in ∂Ω and 0 ≤ σε0 ≤ 1 almost everywhere in Ω satisfying (1.16). Then, up to

passing to a non relabelled subsequence, the following facts hold:

(I) there exists a measurable set QC ⊆ Q for which

• ϕε −−−→
ε→0

−1 + 2χQC =: ϕ, in C([0, T ];L2(Ω));

• ϕε(t) −−−→
ε→0

ϕ(t), in Lq(Ω) for all q ∈ [1, p) and t ∈ [0, T ];

• χQC ∈ C
1
8 ([0, T ];L1(Ω)) ∩B([0, T ];BV (Ω));

(II) there exists a function σ ∈ L2(0, T ;H1(Ω)) with 0 ≤ σ ≤ 1 a.e. in Q for which

• σε −−−⇀
ε→0

σ, in L2(0, T ;H1(Ω));

• σε −−−→
ε→0

σ, in Lq(Q) for all q ≥ 1;

(III) there exist Radon measures λ, λi,j on Q, for i, j = 1, . . . , d, for which

• eε(ϕε) dtdx
∗−−−⇀

ε→0
λ, in the sense of measures in Q;

• ε∂iϕε∂jϕε dt dx
∗−−−⇀

ε→0
λi,j , in the sense of measures in Q.

Moreover, defining the critical time as

Tcr := sup{t ∈ (0, T ] : 0 < |QCt |}, (1.19)

there hold:

(IV) there exists a function µ ∈ L2
loc([0, Tcr);H

1(Ω)) for which

• µε −−−⇀
ε→0

µ, in L2(0, T̃ ;H1(Ω)) for all T̃ ∈ (0, Tcr);

(V) there exists a Radon measure V on (0, Tcr) × Ω × P such that for any T̃ ∈ (0, Tcr) the

quadruple (QC , σ, µ, V ) is a varifold solution to (0.8)–(0.6b) in [0, T̃ ] with initial data
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(QC0 , σ0), where σ0 is a weak limit of σε0, fulfilling in addition:

• dλ(t, x) = dλt(x) dt;

•
∫ T̃

0
〈δV τ , Y (τ)〉 dτ =

∫ T̃

0

∫
Ω
∇Y (τ, x) : [ dλ(τ, x)I − ( dλi,j(τ, x))d×d] ,

for all Y ∈ C1
0 ([0, T̃ ]× Ω;Rd).

Remark 1.11. Since assumption (1.4b) implies H(±1) = 0, and since the limit phase ϕ takes
value in {+1,−1}, we observe that the limit evolution of Problem H solves a decoupled system,
meaning that (QC , µ, V ) is a varifold solution to the Mullins-Sekerka flow [4], while σ is a weak
solution to the homogeneous reaction-diffusion equation.

2. Sharp interface limit for Problem P

This section is devoted to the proof of Theorem 1.8, so we tacitly assume all its assumptions.
In Section 2.1 we first provide simple uniform estimates which immediately derive from the

energy balance (1.8). Stronger bounds are then needed in order to overcome the nonlinearities
given by F and P ; we prove them in Lemmas 2.2 and 2.3. A crucial step in the analysis consists
in bounding the chemical potential µε, since only its gradient can be directly controlled from
the energy balance. This is done by using an argument by [4], which works (reasonably) as long
as the phase variable ϕε is bounded away from the pure phases ϕε ≡ ±1. Differently from the
uncoupled Cahn-Hilliard equation [4], where the mass [ϕε] is automatically conserved through
the evolution, in Lemma 2.5 we provide sufficient conditions which ensure a suitable control on
the mass of the phase variable in our context.

Such bounds are then used in Section 2.2 to extract convergent subsequences for the phase
variable, the nutrient and the chemical potential. In Section 2.3 we finally show that the limit
functions actually form a varifold solution to problem (0.8).

2.1. Uniform bounds. As an immediate corollary of the energy balance (1.8) and properties
(1.3a), (1.3b) we obtain the first uniform bounds, which we keep explicit for future purposes
(see Lemma 2.5):

Proposition 2.1. The following estimates hold true:

(i) sup
t∈[0,T ]

Eε(t) ≤ E0;

(ii) sup
t∈[0,T ]

‖|ϕε(t)| − 1‖2 ≤
√
E0c
−1
F ε;

(iii) ‖ϕε‖B([0,T ];Lp(Ω)) ≤
(
E0ε+ CF |Ω|

cF

) 1
p

;

(iv) ‖σε‖B([0,T ];L2(Ω)) + ‖∇σε‖L2(0,T ;L2(Ω)) ≤ 2
√
E0;

(v) ‖∇µε‖L2(0,T ;L2(Ω)) ≤
√
E0;

(vi) ‖
√
P (ϕε)(σε − µε)‖L2(0,T ;L2(Ω)) ≤

√
E0.

In order to gain compactness for the phase variable ϕε we argue as in [4], introducing the
auxiliary functions

wε(t, x) := W (ϕε(t, x)), (2.1)

where

W (u) :=

∫ u

−1

√
2F̃ (r) dr, (2.2)
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and F̃ is defined as F̃ (u) := F (u) ∧ (max
[−1,1]

F + u2). We recall (see [4] or [37]) that the function

W satisfies

c|u− v|2 ≤ |W (u)−W (v)| ≤ C|u− v|(1 + |u|+ |v|), for all u, v ∈ R, (2.3)

for some positive constants C, c > 0.

Lemma 2.2. The following uniform bounds for the functions wε and ϕε hold:

• ‖∇wε(t)‖1 ≤ Eε(t) ≤ E0, for all t ∈ [0, T ]; (2.4)

• ‖wε‖B([0,T ];W 1,1(Ω)) + ‖wε‖
C

1
16 ([0,T ];L1(Ω))

+ ‖ϕε‖
C

1
16 ([0,T ];L2(Ω))

≤ C. (2.5)

Proof. We only sketch the proof, being similar to [4, Lemma 3.2].
Estimate (2.4) directly follows from the pointwise inequality

|∇wε(t, x)| =
√

2F̃ (ϕε(t, x))|∇ϕε(t, x)| ≤ eε(ϕε(t, x)). (2.6)

As regards (2.5) we first observe that due to (2.4) it is enough to show

‖wε‖
C

1
16 ([0,T ];L1(Ω))

+ ‖ϕε‖
C

1
16 ([0,T ];L2(Ω))

≤ C. (2.7)

So we fix η0 ∈ (0, 1) small enough, and for η ∈ (0, η0) we consider the function

ϕεη(t, x) :=

∫
B1

ρ(y)ϕε(t, x− ηy) dy, (2.8)

where B1 denotes the unit ball, ρ is a standard mollifier supported in B1, and ϕε has been prop-
erly extended outside Ω. By standard properties of convolution, and exploiting Proposition 2.1
and (2.4), for every t ∈ [0, T ] one can show (see (3.4) in [4] for details)

• ‖ϕεη(t)‖p ≤ C‖ϕε(t)‖p ≤ C; (2.9a)

• ‖∇ϕεη(t)‖2 ≤
C

η
‖ϕε(t)‖2 ≤

C

η
; (2.9b)

• ‖ϕεη(t)− ϕε(t)‖2 ≤ C
√
η
√
‖∇wε(t)‖1 ≤ C

√
η. (2.9c)

We now fix 0 ≤ s ≤ t ≤ T and using the equation (1.7)1 together with Proposition 2.1 and
(2.9b) we estimate the quantity

Jεη(t, s) :=(ϕεη(t)− ϕεη(s), ϕε(t)− ϕε(s))2 =

∫ t

s
(ϕ̇ε(τ), ϕεη(t)− ϕεη(s))2 dτ

=−
∫ t

s
(∇µε(τ),∇ϕεη(t)−∇ϕεη(s))2 dτ +

∫ t

s
(P (ϕε(τ))(σε(τ)−µε(τ)), ϕεη(t)− ϕεη(s))2 dτ

≤‖∇µε‖L2(0,T ;L2(Ω))(‖∇ϕεη(t)‖2 + ‖∇ϕεη(s)‖2)(t− s)
1
2

+ ‖
√
P (ϕε)(σε − µε)‖L2(0,T ;L2(Ω))

(∫ t

s

∫
Ω
P (ϕε(τ))(ϕεη(t)− ϕεη(s))2 dx dτ

) 1
2

≤C
η

(t− s)
1
2 + C


∫ t

s

∫
Ω
P (ϕε(τ))(ϕεη(t)− ϕεη(s))2 dx dτ︸ ︷︷ ︸

Iεη(t,s)


1
2

.

(2.10)
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By Hölder inequality and the growth condition (1.3c) we deduce

Iεη(t, s) ≤
∫ t

s
‖ϕεη(t)− ϕεη(s)‖2p‖P (ϕε(τ))‖ p

p−2
dτ

≤C‖ϕεη(t)− ϕεη(s)‖2p
∫ t

s
(1 + ‖ϕε(τ)‖rrp

p−2
) dτ.

Recalling that rp/(p− 2) ≤ p since r ≤ p− 2 by assumption, by combining the above two chains
of inequalities and using (2.9a) we obtain

Jεη(t, s) ≤ C
(

1 +
1

η

)
(t− s)

1
2 .

By using triangular inequality and exploiting (2.9c) we now infer

‖ϕε(t)− ϕε(s)‖22 ≤C
(

1 +
1

η

)
(t−s)

1
2 + ‖ϕεη(t)−ϕε(t)‖2 ∨ ‖ϕεη(s)−ϕε(s)‖2(‖ϕε(t)‖2+‖ϕε(s)‖2)

≤C
(

1 +
1

η

)
(t− s)

1
2 + C

√
η.

By the arbitrariness of η, this easily yields ‖ϕε(t)− ϕε(s)‖2 ≤ C(t− s)
1
16 , whence

‖ϕε‖
C

1
16 ([0,T ];L2(Ω))

≤ C.

Let us now focus on wε. By (2.3) we first observe that for all t ∈ [0, T ] one has

‖wε(t)‖1 =

∫
Ω
|W (ϕε(t))−W (−1)| dx ≤ C

∫
Ω
|ϕε(t) + 1|(1 + |ϕε(t)|) dx

≤ C(1 + ‖ϕε(t)‖22) ≤ C.
Using again (2.3), for 0 ≤ s ≤ t ≤ T we then deduce

‖wε(t)− wε(s)‖1 ≤C
∫

Ω
|ϕε(t)− ϕε(s)|(1 + |ϕε(t)|+ |ϕε(s)|) dx

≤C‖ϕε(t)− ϕε(s)‖2(1 + ‖ϕε(t)‖2 + ‖ϕε(s)‖2) ≤ C(t− s)
1
16 .

Hence (2.7) is proved and we conclude. �

As regards the nutrient σε, notice that (iv) in Proposition 2.1 already provides weak compact-
ness in L2(0, T ;H1(Ω)). However, for future purposes, we need to improve such compactness.
To this aim, we exploit the following lemma.

Lemma 2.3. For any α > 3, the derivative σ̇ε is uniformly bounded in L2(0, T ; (W 1,α(Ω))∗).

Proof. Since α > 3, by Sobolev embedding we observe that W 1,α(Ω) continuously embeds in
C(Ω).

We now fix Ψ ∈ W 1,α(Ω) and for almost every t ∈ (0, T ) we start estimating by using the
equation (1.7)2:

|〈σ̇ε(t),Ψ〉W 1,α(Ω)| ≤ ‖∇σε(t)‖2‖∇Ψ‖2 + ‖
√
P (ϕε(t))(σε(t)−µε(t))‖2‖

√
P (ϕε(t))Ψ‖2. (2.11)

Note that by (1.3c) there holds

‖
√
P (ϕε(t))Ψ‖2 ≤ C(1 + ‖ϕε(t)‖

r
2
r )‖Ψ‖C(Ω) ≤ C‖Ψ‖W 1,α(Ω), (2.12)

where in the last inequality we exploited the assumption r ≤ p−2 ≤ p and (iii) in Proposition 2.1.
Since α > 3, estimates (2.11) and (2.12) finally yield

|〈σ̇ε(t),Ψ〉W 1,α(Ω)| ≤ C(‖∇σε(t)‖2 + ‖
√
P (ϕε(t))(σε(t)−µε(t))‖2)‖Ψ‖W 1,α(Ω),
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and so we conclude by recalling (iv) and (v) in Proposition 2.1. �

In order to bound the chemical potential µε in L2(Ω), by Poincaré-Wirtinger it is enough to
estimate its average [µε]. Arguing as in [4, Lemma 3.4], this can be done whenever the mass of
the phase ϕε is bounded away from 1 or −1, namely the pure phases.

Lemma 2.4. Assume that

|[ϕε(t)]| ≤ m0 < 1, for all t ∈ [0, T ]. (2.13)

Then there exist ε0 ∈ (0, 1) and a constant C = C(m0) > 0, which blows up as m0 goes to 1,
such that

|[µε(t)]| ≤ C(Eε(t)+‖∇µε(t)‖2), for almost every t ∈ (0, T ) and for every ε ∈ (0, ε0). (2.14)

In particular, µε is uniformly bounded in L2(0, T ;H1(Ω)).

Proof. Although the proof follows the lines of [4, Lemma 3.4], we write it both for the sake of
completeness and since some formulas will be used in the sequel. Notice that classic arguments
like Miranville-Zelik inequality [39], which exploits an assumption of the form (1.10)1 (see also
[21]), do not work here due to the presence of the constant 1/ε in front of the derivative F ′.

Let Y ∈ C1(Ω;Rd) be a smooth vector field. We first observe that, exploiting the equation

µε(t) = −ε∆ϕε(t) +
1

ε
F ′(ϕε(t)), in Ω,

after integration by parts we deduce

−ε
∫

Ω
∇Y : (∇ϕε(t)⊗∇ϕε(t)) dx = ε

∫
Ω
Y ·
(
∇
(

1

2
|∇ϕε(t)|2

)
+∇ϕε(t)∆ϕε(t)

)
dx

=

∫
Ω
Y ·
(
∇
(
eε(ϕε(t)

)
− µε(t)∇ϕε(t)

)
dx,

whence ∫
Ω
∇Y : (eε(ϕε(t))I − ε∇ϕε(t)⊗∇ϕε(t)) dx

=

∫
Ω

(
eε(ϕε(t))divY + Y ·

(
∇
(
eε(ϕε(t)

)
− µε(t)∇ϕε(t)

))
dx

=

∫
Ω

div
((
eε(ϕε(t))− ϕε(t)µε(t)

)
Y
)

dx+

∫
Ω

(ϕε(t)µε(t)divY + ϕε(t)∇µε(t) · Y ) dx.

After a further integration by parts, and by summing and subtracting the terms containing
[µε(t)], we then obtain∫

Ω
∇Y : (eε(ϕε(t))I − ε∇ϕε(t)⊗∇ϕε(t)) dx−

∫
∂Ω
eε(ϕε(t))Y · n dHd−1

=−
∫
∂Ω
ϕε(t)µε(t)Y · n dHd−1 + [µε(t)]

∫
Ω
ϕε(t)divY dx+

∫
Ω
Y · ∇µε(t)ϕε(t) dx

+

∫
Ω

(µε(t)− [µε(t)])ϕε(t)divY dx.

(2.15)

By choosing Y = ∇ψ, for an arbitrary ψ ∈ C2(Ω) with ∂nψ = 0 on ∂Ω, we finally deduce

[µε(t)] =
1∫

Ω ∆ψϕε(t) dx

(∫
Ω
∇2ψ : (eε(ϕε(t))I − ε∇ϕε(t)⊗∇ϕε(t))

− ϕε(t)∇µε(t) · ∇ψ − ϕε(t)(µε(t)− [µε(t)])∆ψ dx
)
.

(2.16)
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Fix then η > 0 and consider the function ϕεη defined in (2.8). Let now ψεη(t) be the unique
solution of the problem 

∆ψ = ϕεη(t)− [ϕεη(t)], in Ω,

∂nψ = 0, in ∂Ω,

[ψ] = 0.

By elliptic regularity one deduces ψεη(t) ∈ C2(Ω) with

‖ψεη(t)‖C2(Ω) ≤ C‖ϕ
ε
η(t)‖C1(Ω) ≤

C

ηβ
,

for some β > 0. The second inequality above follows by properties of convolutions, since there
holds

‖ϕεη(t)‖C1(Ω) ≤
C

ηβ
‖ϕε(t)‖2 ≤

C

ηβ
.

Thus, by choosing ψ = ψεη(t), the numerator N ε
η (t) in (2.16) can be bounded by

|N ε
η (t)| ≤ C‖ψεη(t)‖C2(Ω)

(
Eε(t) + ‖ϕε(t)‖2‖∇µε(t)‖2 + ‖ϕε(t)‖2‖µε(t)− [µε(t)]‖2

)
≤ C

ηβ
(
Eε(t) + ‖∇µε(t)‖2

)
,

(2.17)

where in the last inequality we exploited Poincaré-Wirtinger inequality and the uniform bound
of ϕε in L2(Ω). On the other hand the denominator Dε

η(t) in (2.16) can be written as follows:

Dε
η(t) =

∫
Ω

∆ψεη(t)ϕ
ε(t) dx =

∫
Ω

(ϕεη(t)− [ϕεη(t)])ϕ
ε(t) dx =

∫
Ω

(ϕεη(t)− ϕε(t))ϕε(t) dx

+

∫
Ω

(ϕε(t)2 − 1) dx+ |Ω|(1− [ϕε(t)]2) + |Ω|[ϕε(t)]([ϕε(t)]− [ϕεη(t)]).

Observing that

• |[ϕε(t)]− [ϕεη(t)]| ≤ C‖ϕε(t)− ϕεη(t)‖2 ≤ C
√
η;

• |[ϕε(t)]| ≤ C‖ϕε(t)‖2 ≤ C;

•
∫

Ω
|ϕε(t)2 − 1|dx ≤ C(1 + ‖ϕε(t)‖2)‖|ϕε(t)| − 1‖2 ≤ C

√
ε,

by assumption (2.13) we now deduce

Dε
η(t) ≥ |Ω|(1−m2

0)− C(
√
η +
√
ε). (2.18)

We finally conclude combining (2.17) and (2.18), by choosing η sufficiently small and setting
ε0 := η. By (2.18) the constant in (2.14) clearly blows up when m0 → 1. �

We now show that both conditions (1.18a) and (1.18b) ensure the validity of (2.13).

Lemma 2.5. Assume that either (1.18a) or (1.18b) is in force. Then there exist m0 ∈ [0, 1)
and ε1 ∈ (0, 1] such that (2.13) holds true for all ε ∈ (0, ε1).

Proof. We begin by assuming (1.18a). Let ε1 := 1 ∧ |Ω|CFE0 and fix t ∈ [0, T ] and ε ∈ (0, ε1).

Observe that by (iii) in Proposition 2.1 we have

‖ϕε‖B([0,T ];Lp(Ω)) ≤
(
E0ε+ CF |Ω|

cF

) 1
p

≤
(

2|Ω|CF
cF

) 1
p

. (2.19)
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Now we estimate using the equation (1.7)1, the energy balance (1.8) and the growth condition
(1.3c), recalling also (1.16b):

|[ϕε(t)]| ≤ |[ϕε0]|+ 1

|Ω|

∣∣∣∣∫ t

0
(ϕ̇ε(τ), 1)2 dτ

∣∣∣∣ = |[ϕε0]|+ 1

|Ω|

∣∣∣∣∫ t

0
(P (ϕε(τ))(σε(τ)−µε(τ)), 1)2 dτ

∣∣∣∣
≤ c0 +

1

|Ω|
‖
√
P (ϕε)(σε−µε)‖L2(0,T ;L2(Ω))

(∫ T

0

∫
Ω
P (ϕε(τ)) dx dτ

) 1
2

≤ c0 +

(
E0CP
|Ω|2

∫ T

0

∫
Ω

(1 + |ϕε(τ)|r) dx dτ

) 1
2

.

Since r ≤ p− 2 by assumption, one has |u|r ≤ 1 + |u|p for all u ∈ R, hence by (2.19) we infer

|[ϕε(t)]| ≤ c0 +

[
E0CP
|Ω|2

(
2T |Ω|+

∫ T

0
‖ϕε(τ)‖pp dτ

)] 1
2

≤ c0 +

(
2TE0CP

cF + CF
|Ω|cF

) 1
2

=: m0.

By (1.18a) one has m0 < 1 and so we conclude the first part of the proof.
If (1.18b) is instead in force, we first set ε1 := 1. By means of (1.9) and the energy balance

(1.8), for all t ∈ [0, T ] and ε ∈ (0, ε1) we then have

|[ϕε(t)]| = |[ϕε0 + σε0]− [σε(t)]| ≤ d0 + |[σε(t)]| ≤ d0 +
1

|Ω|
1
2

‖σε(t)‖2

≤ d0 +

(
2
E0

|Ω|

) 1
2

=: m0.

Again by (1.18b) one has m0 < 1 and so the proof is complete. �

We conclude the section with the following a priori estimate on the (positive part of the)
discrepancy density

ξε(ϕε(t)) :=
ε

2
|ϕε(t)|2 − 1

ε
F (ϕε(t)), (2.20)

whose proof can be found in [4, Theorem 3.6].

Lemma 2.6. There exists η0 ∈ (0, 1], and there exist two continuous and nonincreasing func-
tions M1,M2 : (0, η0] → (0,+∞) such that the following holds. For every η ∈ (0, η0) and for

every ε ∈
(

0, 1
M1(η)

)
one has∫ T

0

∫
Ω
ξε(ϕε(τ))+ dx dτ ≤ η

∫ T

0
Eε(τ) dτ + εM2(η)‖µε‖2L2(0,T ;L2(Ω)).

In particular, whenever Lemma 2.4 applies, there holds

lim
ε→0

∫ T

0

∫
Ω
ξε(ϕε(τ))+ dx dτ = 0. (2.21)

2.2. Compactness. The uniform bounds previously obtained allow one to infer the following
compactness result.

Proposition 2.7. There exist a (non relabelled) subsequence ε → 0, a bounded measurable
function E : [0, T ] → [0,+∞), a measurable set QC ⊆ Q, a function σ ∈ L2(0, T ;H1(Ω)) and
Radon measures λ, λi,j on Q for i, j = 1, . . . , d such that the following facts hold true:

(1) Eε(t) −−−→
ε→0

E(t) for almost every t ∈ (0, T );
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(2) wε −−−→
ε→0

2θχQC in C([0, T ];L1(Ω)), and χQC is in C
1
8 ([0, T ];L1(Ω))∩B([0, T ];BV (Ω));

(3) ϕε −−−→
ε→0

−1 + 2χQC =: ϕ in C([0, T ];L2(Ω)), and ϕε(t) −−−→
ε→0

ϕ(t) in Lq(Ω) for all

q ∈ [1, p) and t ∈ [0, T ];
(4) σε −−−⇀

ε→0
σ in L2(0, T ;H1(Ω)) and σε −−−→

ε→0
σ in L2(0, T ;Lq(Ω)) for all q ∈ [1, 6);

(5) eε(ϕε) dt dx
∗−−−⇀

ε→0
λ and ε∂iϕ

ε∂jϕ
ε dt dx

∗−−−⇀
ε→0

λi,j in the sense of measures in Q.

If in addition (1.18a) or (1.18b) is in force, then there exists a function µ ∈ L2(0, T ;H1(Ω))
such that

(6) µε −−−⇀
ε→0

µ in L2(0, T ;H1(Ω));

(7)
√
P (ϕε)(σε−µε) −−−⇀

ε→0

√
P (ϕ)(σ−µ) in L2(0, T ;L2(Ω)).

Proof. The validity of (5) and of the weak convergence in (4) directly follows from the uniform
bounds of eε(ϕε) and σε in L1(Q) and L2(0, T ;H1(Ω)), respectively. The strong convergence in
(4) instead can be obtained by the Aubin-Lions compactness theorem: indeed, by Lemma 2.3 we
know that σε is also bounded in H1(0, T ; (W 1,α(Ω))∗) if α > 3, and for q ∈ [2, 6) the inclusions
H1(Ω) ↪→↪→ Lq(Ω) ↪→ (W 1,α(Ω))∗ hold.

We now show (1). From the energy balance (1.8) we deduce that the functions t 7→ Eε(t) +
1
2‖σ

ε(t)‖22 are nondecreasing and uniformly bounded; thus, by Helly’s Selection Theorem they

pointwise converge to a nondecreasing function in [0, T ], call it Ẽ. On the other hand, for almost
every t ∈ (0, T ) we have σε(t) −−−→

ε→0
σ(t) in L2(Ω). Hence for almost every t ∈ (0, T ) we infer

Eε(t) −−−→
ε→0

Ẽ(t)− 1
2‖σ(t)‖22 =: E(t).

As regards (2) and (3) we first observe that, in view of (2.5), an application of Ascoli-Arzelá
Theorem yields wε −−−→

ε→0
w in C([0, T ];L1(Ω)). After defining ϕ(t, x) := W−1(w(t, x)) (notice

that W is invertible by definition (2.2)), by using (2.1) and (2.3) it is then easy to deduce
ϕε −−−→

ε→0
ϕ in C([0, T ];L2(Ω)). So, as a consequence of (ii) in Proposition 2.1, it must be |ϕ| = 1

almost everywhere in Q, namely ϕ has the form ϕ = −1+2χQC for some measurable set QC ⊆ Q.
Recalling (0.9), this finally implies

w(t, x) = W (ϕ(t, x)) =

∫ ϕ(t,x)

−1

√
2F̃ (u) du =

∫ −1+2χ
QC

(t,x)

−1

√
2F (u) du = 2θχQC (t, x).

Moreover, as a consequence of (2.5), observe that for 0 ≤ s ≤ t ≤ T one has

‖χQCt − χQCs ‖1 = lim
ε→0

1

4
‖ϕε(t)− ϕε(s)‖22 ≤ C(t− s)

1
8 .

By weak compactness in BV (Ω), from (2.5) one also obtains χQC ∈ B([0, T ];BV (Ω)). Further-

more, since ϕε(t) −−−→
ε→0

ϕ(t) in L2(Ω) and ϕε(t) is bounded in Lp(Ω), a standard argument with

Lebesgue spaces yields ϕε(t) −−−→
ε→0

ϕ(t) in Lq(Ω) for q ∈ [1, p).

Assume now that (1.18a) or (1.18b) is in force. Lemmas 2.4 and 2.5 then immediately yield
(6).

Furthermore, from (vi) in Proposition 2.1 we deduce that√
P (ϕε)(σε−µε) −−−⇀

ε→0
g, in L2(0, T ;L2(Ω)).

We just need to show g =
√
P (ϕ)(σ−µ) in order to prove (7). By uniqueness of the limit, it is

enough to prove that√
P (ϕε)(σε−µε) −−−⇀

ε→0

√
P (ϕ)(σ−µ), in L2(0, T ;Lδ(Ω)) for some δ ∈ (1, 2),
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which in turn is a byproduct of√
P (ϕε)ψ −−−→

ε→0

√
P (ϕ)ψ in L2(0, T ;L

6
5 (Ω)), for all ψ ∈ L2(0, T ;Lδ

′
(Ω)) for some δ′ > 2,

(2.22)
observing that σε − µε −−−⇀

ε→0
σ − µ in L2(0, T ;L6(Ω)).

In order to show (2.22) we first notice that since r ≤ p− 2 we also have p > 6/7(r − 1), and
so there exists δ′ > 2 for which

6δ′

7δ′ − 12
(r − 1) ≤ p. (2.23)

We then estimate by using Hölder inequality:

‖
√
P (ϕε)ψ −

√
P (ϕ)ψ‖2

L2(0,T ;L
6
5 (Ω))

≤
∫ T

0
‖ψ(τ)‖2δ′‖P (ϕε(τ))− P (ϕ(τ))‖ 3δ′

5δ′−6

dτ

≤‖ψ‖2
L2(0,T ;Lδ′ (Ω))

sup
t∈[0,T ]

‖P (ϕε(t))− P (ϕ(t))‖ 3δ′
5δ′−6

.

We now observe that for a fixed t ∈ [0, T ] by means of (1.3d) and (2.23) we have (without loss
of generality here we assume r > 1)

‖P (ϕε(t))− P (ϕ(t))‖ 3δ′
5δ′−6

≤ C‖ϕε(t)− ϕ(t)‖2
(

1 + ‖ϕε(t)‖r−1
6δ′

7δ′−12
(r−1)

)
≤ C‖ϕε(t)− ϕ(t)‖2

(
1 + ‖ϕε(t)‖r−1

p

)
≤ C‖ϕε(t)− ϕ(t)‖2,

which vanishes uniformly. So (2.22) is proved and we conclude. �

Finally, the following lemma will be used to pass to the limit the right-hand side of equation
(1.7).

Lemma 2.8. Consider the subsequence and the limit objects given by Proposition 2.7. Then for
any Φ ∈ C([0, T ]× Ω) and for all 0 ≤ s ≤ t ≤ T there holds

lim
ε→0

∫ t

s
(P (ϕε(τ))(σε(τ)−µε(τ)),Φ(τ))2 dτ =

∫ t

s
(P (ϕ(τ))(σ(τ)−µ(τ)),Φ(τ))2 dτ.

Proof. Due to (7) in Proposition 2.7, it is enough to show√
P (ϕε)Φ −−−→

ε→0

√
P (ϕ)Φ, in L2(0, T ;L2(Ω)). (2.24)

We thus estimate by using (1.3d) and recalling that |ϕ| = 1 (without loss of generality here we
assume r > 1):

‖(
√
P (ϕε)−

√
P (ϕ))Φ‖L2(0,T ;L2(Ω)) ≤ ‖Φ‖C([0,T ]×Ω)‖P (ϕε)− P (ϕ)‖

1
2

L1(0,T ;L1(Ω))

≤C
(∫ T

0

∫
Ω
|ϕε(τ)− ϕ(τ)|(1 + |ϕε(τ)|r−1) dx dτ

) 1
2

≤ C
(∫ T

0
‖ϕε(τ)− ϕ(τ)‖q(1 + ‖ϕε(τ)‖r−1

q r−1
q−1

) dτ

) 1
2

≤ C‖ϕε − ϕ‖
1
2

L1(0,T ;Lq(Ω))
sup
t∈[0,T ]

(1 + ‖ϕε(t)‖
r−1
2

q r−1
q−1

),

where q ∈ (1, p). By choosing q ≥ p/3, since r ≤ p− 2 by assumption, one has q r−1
q−1 ≤ p, and so

the term within brackets is uniformly bounded by (iii) in Proposition 2.1. On the other hand,
the term in front is vanishing by Dominated Convergence Theorem due to (3) in Proposition 2.7.
Hence (2.24) is proved and we conclude. �
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2.3. Proof of Theorem 1.8. We are finally in a position to prove Theorem 1.8. We first
observe that (I), (II) and (III) have been already obtained in Proposition 2.7.

We then fix T̃ ∈ (0, Tcr), so that by definition (1.17) and by the uniform convergence ϕε → ϕ

in L2(Ω) we automatically have (2.13) in [0, T̃ ], and so Lemma 2.4 together with a diagonal
argument yields the validity of (IV ).

In order to prove (V ), let us first notice that conditions (a) and (b) in Definition 1.7 are

fulfilled (in [0, T̃ ]). We now check (d): fix Φ,Ψ ∈ C1([0, T̃ ] × Ω) such that Φ(T̃ ) = Ψ(T̃ ) = 0.
After integration by parts (in time) in (1.7) we deduce∫ T̃

0

(
−(1 + ϕε(τ), Φ̇(τ))2 + (∇µε(τ),∇Φ(τ))2 − (P (ϕε(τ))(σε(τ)−µε(τ)),Φ(τ))2

)
dτ

= (1 + ϕε0,Φ(0))2,

and ∫ T̃

0

(
−(σε(τ), Ψ̇(τ))2 + (∇σε(τ),∇Ψ(τ))2 + (P (ϕε(τ))(σε(τ)−µε(τ))),Ψ(τ))2

)
dτ

= (σε0,Ψ(0))2.

Letting ε → 0 and exploiting Proposition 2.7 and Lemma 2.8 we obtain (d), also using the

density of C1([0, T̃ ]× Ω) in L2(0, T̃ ;H1(Ω)) ∩H1(0, T̃ ;L2(Ω)).
We thus need to build the measure V in such a way that also conditions (c), (e) and (f) are

satisfied. To this aim we recall that by (2.15) for any Y ∈ C1
0 ([0, T̃ ]× Ω;Rd) we have

∫ T̃

0

∫
Ω
∇Y (τ) : (eε(ϕε(τ))I − ε∇ϕε(τ)⊗∇ϕε(τ)) dx dτ

=

∫ T̃

0

∫
Ω
ϕε(τ)(µε(τ)divY (τ) +∇µε(τ) · Y (τ)) dx dτ.

Letting ε→ 0 we hence obtain the identity∫ T̃

0

∫
Ω
∇Y (τ) : ( dλ(τ, x)I − ( dλi,j(τ, x))d×d)

=

∫ T̃

0

∫
Ω

(−1 + 2χQCτ )(µ(τ)divY (τ) +∇µ(τ) · Y (τ)) dx dτ

=

∫ T̃

0

∫
Ω

(−1 + 2χQCτ )div(µ(τ)Y (τ)) dx dτ = 2

∫ T̃

0

∫
QCτ

div(µ(τ)Y (τ)) dx dτ.

(2.25)

Since eε(ϕε) is actually bounded in L∞(0, T ;L1(Ω)) by (i) in Proposition 2.1, we now observe

that for all 0 ≤ s ≤ t ≤ T̃ we have∫
[s,t]×Ω

dλ(τ, x) = lim
ε→0

∫ t

s

∫
Ω
eε(ϕε(τ)) dx dτ = lim

ε→0

∫ t

s
Eε(τ) dτ =

∫ t

s
E(τ) dτ,

whence the splitting dλ(t, x) = dλt(x) dt for some Radon measure λt on Ω. In particular

λt(Ω) = E(t) for almost every t ∈ (0, T̃ ), and so for almost every 0 ≤ s ≤ t ≤ T̃ by weak
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lower-semicontinuity and (1) in Proposition 2.7 there holds

λt(Ω) +
1

2
‖σ(t)‖22 +

∫ t

s

(
‖∇µ(τ)‖22 + ‖∇σ(τ)‖22 + ‖

√
P (ϕ(τ))(σ(τ)−µ(τ))‖22

)
dτ

≤ lim inf
ε→0

(
Eε(t)+

1

2
‖σε(t)‖22+

∫ t

s

(
‖∇µε(τ)‖22+‖∇σε(τ)‖22+‖

√
P (ϕε(τ))(σε(τ)−µε(τ))‖22

)
dτ

)
= lim
ε→0

(
Eε(s) +

1

2
‖σε(s)‖22

)
= E(s) +

1

2
‖σ(s)‖22 = λs(Ω) +

1

2
‖σ(s)‖22,

namely (f) is fulfilled.

We also notice that for Y, Z ∈ C([0, T̃ ]× Ω;Rd) there holds∫ T̃

0

∫
Ω
ε(∇ϕε(τ)⊗∇ϕε(τ))Z(τ) · Y (τ) dx dτ

≤
∫ T̃

0

∫
Ω
ε|∇ϕε(τ)|2|Z(τ)||Y (τ)| dx dτ

≤
∫ T̃

0

∫
Ω
eε(ϕε(τ))|Z(τ)||Y (τ)| dx dτ + ‖Y ‖

C([0,T̃ ]×Ω)
‖Z‖

C([0,T̃ ]×Ω)

∫ T̃

0

∫
Ω
ξε(ϕε(τ))+ dx dτ,

where we used the definition of the energy density (1.5) and of the discrepancy density (2.20).
Sending ε→ 0 and exploiting (2.21) one obtains∫

[0,T̃ ]×Ω
( dλi,j(τ, x))d×dZ(τ, x) · Y (τ, x) ≤

∫
[0,T̃ ]×Ω

|Z(τ, x)||Y (τ, x)| dλ(τ, x). (2.26)

By the arbitrariness of the vector fields Y, Z we thus infer that λi,j is absolutely continuous
with respect to λ for any i, j = 1, . . . d, and so the exist λ-measurable functions gi,j such that
λi,j = gi,jλ. This equality, together with the fact that λi,j are limit of simmetric and positive-
definite matrices and (2.26), implies

0 ≤ (gi,j)d×d = (gj,i)d×d ≤ I, λ-a.e. in [0, T̃ ]× Ω,

whence (gi,j)d×d =
∑d

i=1 αivi ⊗ vi for some λ-measurable functions αi and unit vectors vi satis-
fying

0 ≤ αi ≤ 1,
d∑
i=1

αi ≤ 1,
d∑
i=1

vi ⊗ vi = I, λ-a.e. in [0, T̃ ]× Ω. (2.27)

By exploiting the splitting dλ(t, x) = dλt(x) dt, from (2.25) we now deduce

2

∫ T̃

0

∫
QCτ

div(µ(τ)Y (τ)) dx dτ =

∫ T̃

0

∫
Ω
∇Y (τ) : (I − (gi,j(τ)d×d) dλτ (x) dτ

=

∫ T̃

0

∫
Ω
∇Y (τ) : (I −

d∑
i=1

αi(τ)vi(τ)⊗ vi(τ)) dλτ (x) dτ

=

∫ T̃

0

∫
Ω
∇Y (τ) :

d∑
i=1

cτi (x)(I − pτi (x)⊗ pτi (x)) dλτ (x) dτ,

(2.28)
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where we set

• cti(x) := αi(t, x) +
1

d− 1

1−
d∑
j=1

αj(t, x)

 ;

• pti(x) := vi(t, x)/ ∼Sd−1 .

Condition (1.13) now follows directly from (2.27), while (1.14) is a byproduct of (2.6), the
L1-convergence wε → 2θχQC and the splitting dλ(t, x) = dλt(x) dt.

We now conclude by defining V t as in (1.15) and V as dV (t, x, p) := dV t(x, p) dt. In this way
(c) is automatically satisfied, moreover (e) directly follows from (2.28) recalling the definition of
first variation of a varifold (0.10). Finally, the second equality in (V ) follows from (2.25).

The fact that (1.18a) or (1.18b) implies Tcr = T is an immediate consequence of Lemma 2.5.

3. Sharp interface limit for Problem H

In this section we prove Theorem 1.10, so we tacitly assume all its hypotheses.
The argument follows the lines of previous section, with a crucial difference. In the energy

balance (1.8) of problem (0.6a) all terms was nonnegative, so the first uniform bounds of Propo-
sition 2.1 were somehow for free. Instead, now the last term in the right-hand side of (1.12) has
no sign, and furthermore it depends on the chemical potential µε, which is the most difficult
term to bound.

To overcome this issue, we exploit assumption (1.4b). This will allow to estimate the right-
hand side of (1.12) in terms of the gradient of σε and of the energy Eε; we will then employ
Grönwall’s inequality in order to bound the left-hand side of the energy balance (1.12).

To this aim a great help is given by the a-priori L∞-bound of the nutrient σε.

3.1. Uniform bounds. We begin by computing the a-priori estimate for the integrand in the
right-hand side of (1.12), employing assumption (1.4b).

Lemma 3.1. Assume (1.4b). Then for almost every t ∈ (0, T ) there holds

(µε(t), (σε(t)− 1)H(ϕε(t)))2 ≤
ε

2
‖∇σε(t)‖22 + CEε(t).

Proof. From the very definition of chemical potential we have

(µε(t), (σε(t)− 1)H(ϕε(t)))2

=−ε
∫

Ω
∆ϕε(t)(σε(t)− 1)H(ϕε(t)) dx︸ ︷︷ ︸

=:Iε1(t)

+
1

ε

∫
Ω
F ′(ϕε(t))(σε(t)− 1)H(ϕε(t)) dx︸ ︷︷ ︸

=:Iε2(t)

.

After integration by parts, since H and σε are valued in [0, 1] and recalling that H is Lipschitz
continuous, we can estimate

Iε1(t) = ε

∫
Ω
∇ϕε(t) · (H(ϕε(t))∇σε(t) + (σε(t)− 1)H ′(ϕε(t))∇ϕε(t)) dx

≤ ε
(∫

Ω
|∇ϕε(t)||∇σε(t)|dx+ C‖∇ϕε(t)‖22

)
≤ ε

2
‖∇σε(t)‖22 + Cε‖∇ϕε(t)‖22 ≤

ε

2
‖∇σε(t)‖22 + CEε(t).
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As regards Iε2(t), we first use the fact that (σε(t)−1)H(ϕε(t)) is nonpositive and then we exploit
(1.4b) obtaining

Iε2(t) ≤ 1

ε

∫
{F ′(ϕε(t,·))<0}

|F ′(ϕε(t))|(1− σε(t))H(ϕε(t)) dx

≤ C

ε

∫
{F ′(ϕε(t,·))<0}

F (ϕε(t)) dx ≤ CEε(t).

Adding the two previous inequalities we conclude the proof. �

By means of Grönwall’s inequality we now infer a uniform bound for the left-hand side of the
energy balance (1.12).

Lemma 3.2. There exists a constant C > 0 for which the following uniform bound holds true:

Eε(t) +
1

2
‖σε(t)‖22 +

∫ t

0

(
‖∇µε(τ)‖22 + ‖∇σε(τ)‖22

)
dτ ≤ C, for all t ∈ [0, T ].

Proof. We denote by Eε(t) the left-hand side of the energy balance (1.12). By Lemma 3.1, and
recalling assumption (1.16a), we deduce

Eε(t) ≤ E0 +

∫ t

0

(ε
2
‖∇σε(τ)‖22 + CEε(τ)

)
dτ.

By absorbing the term with ‖∇σε‖22 in the left-hand side (choosing for instance ε smaller than
1) we finally infer

Eε(t) ≤ C
(

1 +

∫ t

0
Eε(τ) dτ

)
,

and we conclude by Grönwall’s inequality. �

As an immediate corollary of the previous two lemmas we obtain:

Corollary 3.3. The following uniform estimates hold true:

(i) sup
t∈[0,T ]

Eε(t) ≤ C;

(ii) sup
t∈[0,T ]

‖|ϕε(t)| − 1‖2 ≤ C
√
ε;

(iii) ‖ϕε‖B([0,T ];Lp(Ω)) ≤ C;
(iv) ‖∇σε‖L2(0,T ;L2(Ω)) ≤ C;
(v) ‖∇µε‖L2(0,T ;L2(Ω)) ≤ C.

As before, in order to gain compactness for the phase variable ϕε, it is useful to consider the
auxiliary function wε defined in (2.1).

Lemma 3.4. There hold:

• ‖∇wε(t)‖1 ≤ Eε(t) ≤ C, for all t ∈ [0, T ];

• ‖wε‖B([0,T ];W 1,1(Ω)) + ‖wε‖
C

1
16 ([0,T ];L1(Ω))

+ ‖ϕε‖
C

1
16 ([0,T ];L2(Ω))

≤ C.

Proof. The only difference with respect to the proof of Lemma 2.2 is the bound of Jεη in (2.10),
since it uses the equation for ϕε. However, the current situation is simpler, indeed exploiting
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again the fact that H and σε are valued in [0, 1] we can estimate using previous corollary:

Jεη(t, s) =

∫ t

s
(ϕ̇ε(τ), ϕεη(t)− ϕεη(s))2 dτ

=−
∫ t

s
(∇µε(τ),∇ϕεη(t)−∇ϕεη(s))2 dτ +

∫ t

s
((σε(τ)− 1)H(ϕε(τ)), ϕεη(t)− ϕεη(s))2 dτ

≤‖∇µε‖L2(0,T ;L2(Ω))(‖∇ϕεη(t)‖2 + ‖∇ϕεη(s)‖2)(t− s)
1
2 +

(
‖ϕεη(t)‖1 + ‖ϕεη(s)‖1

)
(t− s)

≤C
η

(t− s)
1
2 + C(t− s) ≤ C

(
1 +

1

η

)
(t− s)

1
2 ,

where we used (2.9a) and (2.9b). One then concludes by arguing exactly as in Lemma 2.2. �

Also in this section we bound the derivative of the nutrient in order to deduce strong com-
pactness, which will be used later on.

Lemma 3.5. The derivative σ̇ε is bounded in L2(0, T ;H1(Ω)∗) uniformly with respect to ε.

Proof. By using the equation (1.11)2, and exploiting again the uniform bounds of H and σε, for
all ψ ∈ H1(Ω) we infer

|〈σ̇ε(t),Ψ〉H1(Ω)| ≤ ‖∇σε(t)‖2‖∇Ψ‖2 + ‖Ψ‖1 ≤ C(1 + ‖∇σε(t)‖2)‖Ψ‖H1(Ω),

and we conclude by (iv) in Corollary 3.3. �

We now state, in a slightly different form useful for our purposes, the a-priori estimate for the
chemical potential µε.

Lemma 3.6. If T < 1 − c0, where c0 is given by (1.16b), then there exist ε0 ∈ (0, 1) and a
constant C > 0, which blows up as T goes to 1− c0, for which

|[µε(t)]| ≤ C(Eε(t) + ‖∇µε(t)‖2), for almost every t ∈ (0, T ) and for every ε ∈ (0, ε0). (3.1)

In particular, µε is uniformly bounded in L2(0, T ;H1(Ω)).

Proof. Inequality (3.1) is a byproduct of Lemma 2.4 once we check the validity of (2.13). This
easily follows from Remark 1.6, indeed by (1.16b) we have

|[ϕε(t)]| ≤ |[ϕε0]|+ t ≤ c0 + T =: m0 < 1.

Moreover, when T goes to 1 − c0 one has that m0 goes to 1, hence by Lemma 2.4 one obtains
that the constant C blows up. �

3.2. Compactness. Similarly to Proposition 2.7, we now deduce the following result.

Proposition 3.7. There exist a (non relabelled) subsequence ε→ 0, a measurable set QC ⊆ Q,
a function σ ∈ L2(0, T ;H1(Ω)) with 0 ≤ σ ≤ 1 almost everywhere in Q, and Radon measures
λ, λi,j on Q for i, j = 1, . . . , d such that the following hold true:

(1) wε −−−→
ε→0

2θχQC in C([0, T ];L1(Ω)), and χQC is in C
1
8 ([0, T ];L1(Ω))∩B([0, T ];BV (Ω));

(2) ϕε −−−→
ε→0

−1 + 2χQC =: ϕ in C([0, T ];L2(Ω)), and ϕε(t) −−−→
ε→0

ϕ(t) in Lq(Ω) for all

q ∈ [1, p) and t ∈ [0, T ];
(3) σε −−−⇀

ε→0
σ in L2(0, T ;H1(Ω)) and σε −−−→

ε→0
σ in Lq(Q) for all q ≥ 1;

(4) eε(ϕε) dt dx
∗−−−⇀

ε→0
λ and ε∂iϕ

ε∂jϕ
ε dt dx

∗−−−⇀
ε→0

λi,j in the sense of measures in Q.

If in particular T < 1−c0, where c0 is given by (1.16b), then there also exist a bounded measurable
function E : [0, T ]→ [0,+∞) and a function µ ∈ L2(0, T ;H1(Ω)) such that
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(5) µε −−−⇀
ε→0

µ in L2(0, T ;H1(Ω));

(6) Eε(t) −−−→
ε→0

E(t) for almost every t ∈ (0, T ).

Proof. The validity of (1)−(5) follows by arguing as in Proposition 2.7, the only difference being
the strong convergence in Lq(Q) of the nutrient variable which can be obtained by Aubin-Lions
theorem (exploiting Lemma 3.5) combined with the uniform bound 0 ≤ σε ≤ 1.

As regards (6) we first notice that by the energy balance (1.12) the functions

Gε(t) := Eε(t) +
1

2
‖σε(t)‖22 −

∫ t

0
(µε(τ), (σε(τ)− 1)H(ϕε(τ)))2 dτ,

are nondecreasing and by Lemmas 3.2 and 3.6 they also are uniformly bounded. Hence, by
Helly’s Selection Theorem they pointwise converge to a function G in [0, T ]. On the other hand
σε(t) −−−→

ε→0
σ(t) in L2(Ω) for almost every t ∈ (0, T ), and since by Dominated Convergence

Theorem there holds (σε − 1)H(ϕε) −−−→
ε→0

(σ − 1)H(ϕ) in L2(Q) we also have

lim
ε→0

∫ t

0
(µε(τ), (σε(τ)− 1)H(ϕε(τ)))2 dτ =

∫ t

0
(µ(τ), (σ(τ)− 1)H(ϕ(τ)))2 dτ.

For almost every t ∈ (0, T ) this finally yields

lim
ε→0

Eε(t) = G(t)− 1

2
‖σ(t)‖22 +

∫ t

0
(µ(τ), (σ(τ)− 1)H(ϕ(τ)))2 dτ =: E(t),

and we conclude. �

3.3. Proof of Theorem 1.10. We finally have all the ingredients for proving Theorem 1.10.

Note that (I)−(III) have been already obtained in Proposition 3.7. Let us now fix T̃ < 1−c0,
so that (IV ) as well as (a), (b) in Definition 1.7 are fulfilled. In order to deduce (d) we let ε→ 0
in (1.11), which after integration by parts in time reads as:

∫ T̃

0

(
−(1 + ϕε(τ), Φ̇(τ))2 + (∇µε(τ),∇Φ(τ))2 − ((σε(τ)−1)H(ϕε(τ)),Φ(τ))2

)
dτ

= (1 + ϕε0,Φ(0))2;

∫ T̃

0

(
−(σε(τ), Ψ̇(τ))2 + (∇σε(τ),∇Ψ(τ))2 + (σε(τ)H(ϕε(τ)),Ψ(τ))2

)
dτ = (σε0,Ψ(0))2.

Notice indeed that the two terms involving H strongly converge in L2((0, T̃ )×Ω) due to Dom-
inated Convergence Theorem.

The construction of the varifold V is done exactly as in the proof of Theorem 1.8, yielding
(V ) up to checking the validity of (f) in Definition 1.7. To this aim we exploit weak-lower

semicontinuity and the energy balance (1.12) to infer for almost every 0 ≤ s ≤ t ≤ T̃ the
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following inequality

λt(Ω) +
1

2
‖σ(t)‖22 +

∫ t

s

(
‖∇µ(τ)‖22 + ‖∇σ(τ)‖22 + ‖

√
H(ϕ(τ))σ(τ)‖22

)
dτ

≤ lim inf
ε→0

(
Eε(t)+

1

2
‖σε(t)‖22+

∫ t

s

(
‖∇µε(τ)‖22+‖∇σε(τ)‖22+‖

√
H(ϕε(τ))σε(τ)‖22

)
dτ

)
= lim
ε→0

(
Eε(s) +

1

2
‖σε(s)‖22 +

∫ t

s
(µε(τ), (σε(τ)− 1)H(ϕε(τ)))2 dτ

)
=λs(Ω) +

1

2
‖σ(s)‖22 +

∫ t

s
(µ(τ), (σ(τ)− 1)H(ϕ(τ)))2 dτ.

We thus conclude if we prove that the critical time Tcr can be characterized as in (1.19).
We first observe that by Remark 1.6 and by the convergence ϕε −−−→

ε→0
ϕ in C([0, T ];L2(Ω)) one

deduces that the mass [ϕε(·)] uniformly converges to [ϕ(·)] in [0, T ]. As a consequence the map
t 7→ [ϕ(·)] is nondecreasing, indeed [ϕε(·)] was nondecreasing.

Now two cases are possible: either [ϕ(1− c0)] = −1, whence Tcr = 1− c0 and we conclude, or
|[ϕ(1− c0)]| < 1. In this second case, by uniform convergence of the mass we deduce that

|[ϕε(1− c0)]| ≤ c1 < 1,

definitively, and so conditions (1.16) are satisfied at time 1− c0.
Hence Lemma 3.6 still holds true till a second time T2 > 1−c0, where one of the previous two

alternatives must happen. Iterating this procedure finally leads to (1.19), and so we conclude.
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