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Abstract

The goal of the paper is to prove the equivalence of distributional and synthetic Ricci curvature lower
bounds for a weighted Riemannian manifold with continuous metric tensor having Christoffel symbols in
L3 ., and with weight in C° N W2,
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1 Introduction

Let (M, g) be a smooth n-dimensional Riemannian manifold without boundary. One can locally compute
the coefficients of the Ricci curvature tensor in terms of the metric tensor g and its first two derivatives.
More precisely, denoting by Fi—“j the Christoffel symbols of g

1 ..
F?j = igkl(ajgli + 8igjl - algij)a 2,7, k= ]-a cee, N,

the Ricci curvature can be written locally as
Ricij = O}, — 0T, + ThT, —THTL . ij=1,...,n, (1.1)

where 0; is the shorthand notation for %, and where we used the Einstein convention that repeated indices
are summed.

Given a smooth function V on M, one can define the weighted measure dyu = e_Vdvolg. Given N € [n, o],
the Bakry—Emery N-Ricci curvature tensor of the weighted Riemannian manifold (M, g, i) is defined by

1
Ric,,n := Ric + HessV — N7VV ® VV. (1.2)
-n

In case that N = n, we adopt the convention that V' must be constant and that Ricyel,,» = Ric. We also
adopt the standard convention that 1/c0 = 0, so that for N = co the last adding term in the right hand side
of disappears. For K € R, we say that the Bakry-Emery N-Ricci curvature tensor is bounded below
by K, if Ric, n(X,X) > Kg(X, X) for all smooth vector fields X.

Since the local expression of the Ricci tensor involves two derivatives of the metric tensor g, and the Bakry-
Emery N-Ricci curvature tensor involves the Ricci tensor and the Hessian of the weight function V', some
care is needed if g or V are not twice differentiable. We will work with two approaches to Ricci curvature
lower bounds for weighted manifold of regularity below C?: the distributional and the synthetic approaches.

Via the distribution theory on smooth manifolds (cf. [3I], 26, 25]), one can define a distributional Ricci
curvature and generalise the notion of Ricci curvature lower bounds. This approach is suitable to handle the
case of a smooth manifold M endowed with a continuous metric g having Christoffel symbols in L2 , as it
is apparent from . Moreover, assuming V € C°N Wﬁ)g suffices to define a distributional Bakry—Emery
N-Ricci curvature tensor of the corresponding weighted space, as one can check using . Note that
this approach assumes the space to be smooth: all the non-smoothness is encoded in the metric tensor and,
possibly, in the weighted measure. Let us also mention [32] for a notion of Ricci curvature lower bounds
for continuous metrics conformal to smooth ones, based on the concept of viscosity solutions for non-linear
elliptic partial differential equations.

A different approach is to drop also the smoothness assumption of the underlying space and consider the
general framework of metric measure spaces. A metric measure space is a triplet (X, d, m), where (X,d) is
a complete and separable metric space and m is a non-negative o-finite Borel measure (playing the role of
reference volume measure). By analysing convexity properties of suitable entropy functionals on the space
of probability measures endowed with the Kantorovich-Wasserstein quadratic transportation distance W,
Sturm [44], [45] and Lott-Villani [35] [34] devised synthetic notions of Ricci curvature bounded below by some
constant K € R and dimension bounded above by some N € [1,00]. The metric measure spaces satisfying
such a synthetic notion of Ricci curvature bounded below by K € R and dimension bounded above by
N € [1,00] are called CD(K, N) spaces. Such a synthetic notion is consistent with the smooth definitions.
Moreover, the class of CD(K, N) spaces is stable under pointed measure Gromov-Hausdorff convergence
[44] [45] [35], [46], and satisfies several geometric and analytic properties such as Brunn-Minkowski and Bishop-
Gromov inequalities [45], Poincaré inequality [34] [40], Lévy-Gromov isoperimetric inequality [12] (under an
essentially non-branching assumption on geodesics).



Since the conditions CD(K, 00) and CD(K, N) provide a definiton of Ricci curvature lower bounds for man-
ifolds with metrics of regularity below C2, a natural question to ask is whether distributional and synthetic
Ricci curvature lower bounds continue to agree on metrics with regularity below C2. Using regularisations of
the metric tensor, Kunzinger, Oberguggenberger and Vickers [28] proved that distributional Ricci curvature
bounded below by K implies the CD(K, co)-condition in the case that M is a compact manifold endowed
with a C! Riemannian metric, and established the reverse implication under the stronger assumption that
g is a C1! metric tensor satisfying an additional convergence condition on its regularisations.

In this paper, we will prove the following equivalence result:

Theorem 1 (see Theorem . Let M be a smooth manifold, g a continuous Riemannian metric with
Christoffel symbols in L2, and V € C°N Wéf (M) a positive function on M. Define the weighted measure

loc?

p as dp = e~Vdvol,. Let N € [n,00] and K € R. The following are equivalent:
(i) (M,dg,p) is a CD(K, N) space.

(ii) The distributional Bakry—Emery N-Ricci curvature tensor is bounded below by K and p has at most
exponential volume growth in the sense of (4.1)).

Remark 1.1 (On the smoothness assumption on M). Note that, for C°-Riemannian metrics, the natural
class of differentiability of the manifolds is C'. However, by a classical result of Whitney [{7] (see also
[36, Sect. 4]), a Ct-manifold always possesses a C*°-sub-atlas, unique up to diffeomorphisms; we will choose
some such sub-atlas whenever convenient.

Remark 1.2 (On the volume growth assumption). The volume growth assumption is satisfied by any
CD(K, N) metric measure space, N € [1,00|, as proved in [4, Thm. 4.24]. Thus it is necessary for the
implication from distributional to synthetic Ricci lower bounds to hold. In Proposition (resp. Proposition
, we show that is satisfied for a smooth manifold endowed with a C’OOWl{)’f Riemannian metric, p >
n, satisfying a distributional lower bound on the Ricci curvature (resp. for a smooth manifold endowed with a
C'-Riemannian metric and a C'-weighted measure satisfying a distributional lower bound on the N-Bakry-
Emery Ricci tensor). See Corollary and Remark for the equivalence result taking in consideration
the validity of in the aforementioned cases.

Few months after the present work was posted on arXiv, an independent paper [29] by Kunzinger, Ohanyan
and Vardabasso appeared, where the authors prove the implication from distributional to synthetic Ricci
lower bounds, under the stronger conditions that the manifold is endowed with a Clo O’Cl—Riemannian metric

and the volume is non-weighted. Their approach is different, and based on the stability of the synthetic
Ricci lower bounds under convergence.

Main ingredients in the proof and organisation of the paper. A first important observation is that
a smooth manifold endowed with a continuous Riemannian metric and a continuous weight on the volume
measure is an infinitesimally Hilbertian metric measure space (in the sense of [22], after [3]) satisfying the
Sobolev-to-Lipschitz property (see Cor. . Thus it is a CD(K, N) space if and only if it is a RCD(K, N)
space. Now, a deep result by Cavalletti-Milman [IT] (see also [33] for the extension to the case of o-finite
measures) is that the RCD(K, N) condition is equivalent to the RCD*(K, N) condition.

The main ingredient to prove Theorem [1} is the equivalence of the RCD*(K, N) condition (corresponding to
a Lagrangian formulation of the curvature-dimension condition) and the Bakry—Emery condition BE(K, N),
which roughly corresponds to the Bochner inequality (and provides a Eulerian formulation of the curvature-
dimension condition). Such an equivalence is a deep result that was first established in the case N =
oo by Ambrosio-Gigli-Savaré [3, 4] (after the work [24] in Alexandrov spaces) and later for N < oo by
Erbar-Kuwada-Sturm [20] and Ambrosio-Mondino-Savaré [6]. We will prove that the BE(K, N) condition
is equivalent to having the distributional N —Bakry—Emery Ricci tensor bounded below by K. Most of the
work consists in comparing the test objects used in metric measure setting for the BE(K, N) condition, and
the smooth functions and vector fields, which are the test objects in the distributional formulation. More
precisely, we will make use of the second order calculus developed in [23] in the metric measure framework.
Such a non-smooth approach requires to work with gradient vector fields, while the distributional lower Ricci



bounds are classically tested against arbitrary smooth vector fields. To this regard, a key technical tool will
be an approximation result of smooth vector fields by gradient vector fields (see Lemma . Also, since
we will work with metrics of low regularity, we will use the parabolic version of the De Giorgi-Nash-Moser
regularity (see Proposition . The proof of the implication from RCD to distributional Ricci lower bounds
will be obtained via a contradiction argument involving suitable coverings by balls centred in Lebesgue
points of the test objects and using the Besicovitch covering theorem and the Hahn decomposition theorem
for signed Radon measures. Such an implication will be established in Theorem for the case N = oo
and in Theorem for the case N € [n,00). Let us mention that the case N € [n,00) is slightly more
subtle, as the distributional N-Bakry-Emery Ricci tensor involves a quadratic non-linearity in the weight
(term which is not present in the case N = 0o). The converse implication will be obtained in Theorem

Along the way, in Sec. 4, we will compare the theory of classical Sobolev spaces on manifolds (see for instance
[27]) with the generalised notion of differentiability introduced by Cheeger [I3] and further investigated
by Ambrosio, Gigli and Savaré [2]; the framework will be a smooth manifold endowed with a continuous
Riemannian metric g and a positive continuous weight on the volume measure.

Acknowledgements. A.M. is supported by the European Research Council (ERC), under the European
Union Horizon 2020 research and innovation programme, via the ERC Starting Grant “CURVATURE?”,
grant agreement No. 802689.

Notation

Consider a smooth manifold M. When equipped with a Riemannian metric, we will always denote the metric
by g. Moreover, we denote by d, the distance and by vol, the volume form induced by g.

In local coordinates g;; will denote the coeflicients of g as a matrix, g% the coefficients of the inverse matrix,
and |g| the determinant of (g;;);j. We will write I' for the Levi-Civita connection of g and denote its
coefficients by Ffj

The covariant derivative with respect to I' will be denoted by either V or V., with the only exception that
Vf = g70;f0, = (df)? always denotes the gradient field of f and never its covariant derivative (which in
that particular case equals the differential df).

For a vector field V and a differentiable function f, we define V(f) := df (V') to be the action of V on f. For
a vector field V and a k-form w € Q¥(M) on M, where k > 1, we denote by tyw € Q¥~1(M) the contraction
of the first entry of w with V.

Given a topological Hausdorff space X, we denote by Meas(X) the Banach space of finite Radon measures
on X equipped with the total variation norm |||, . Given a finite dimensional vector space V' with an inner
product (-,-), we denote by | - | s the Hilbert-Schmidt norm on the space of linear operators on V.

2 Distributional calculus with a Riemannian metric of low regu-
larity

2.1 Notation and basic definitions

In this section, we recall some elements of the theory of distributions on manifolds, including the distributional
Riemann tensor; for more details, we refer to [25], [26], [28], and [31].

Let M be a smooth real manifold of dimension n without boundary, and let (E, M, ) be a vector bundle
over M. To keep notation short, we will simply write E instead of (E, M, ). For 0 < k < oo, we denote by
[*(M, E) (resp. T*(M, E)) the space of C*-sections (resp. with compact support). In the case k = oo, we
often drop the superscript to simplify the notation. We denote 77 (M) := (Q;_, TM) @ (Q:_, T*M) and



Tr:=T(M,Tr(M)). We will also write X(M) for T, (M) and X*(M) for T?(M). For some vector bundle F
and V' C M open, we say that a sequence w; converges to w in ['¥(V, F) if there exists a compact set K C V
such that suppw;,suppw C K and Vle — Vw uniformly on K for all I < k.

We denote by Vol(M) the vector bundle of 1-densities, i.e. the one dimensional vector bundle with tran-
sition functions Wag(z) = |det D(¢g o ¢ 1) (x)|, where tbq,105 denote local charts into R™. A section
w € TK(M,Vol(M)) is called a test volume. The space of distributions of order k on M is defined as the
topological dual of I'*(M, Vol(M)) ([26], Sec. 3.1), i.e.

D'® (M) = TR(M, Vol (M)
The space of distributional (r, s)-tensor fields of order k is given by
D' T (M) = TF(M, T (M) ® Vol(M))'.
It is known that
DTV on (M) 2 D' (M) @cnary TS (M) 2 Lewqan (X (M) x X(M)g; D'(M)),

where the latter denotes the C*(M)-module of C*(M)-multilinear maps from X*(M)7, x X(M)Z,. to
D' (M) (cf. [26]).

Definition 2.1 (Action of a vector field on a distribution, [31]). For a scalar distribution T € D'(M) and
a vector field X, we define the action of X on T via

(X(T),wypp :=—(T,Lxw)p D)

where w is a test volume and Lxw denotes the Lie derivative of w in the direction of X.
Definition 2.2 ([31], Def. 4.1). A distribution g € D'TY (M) is called a generalised Riemannian metric, if
it satisfies

g(X,)Y)=g(Y,X) inD' (M) and
g(X,)Y)=0 VWWeX(M) = X=0.

Using a partition of unity, it is clear that one can localise and reduce the computations to distributions on
R™.

In order to generalise the Riemann curvature tensor, it is appropriate to consider a Riemannian metric that
is locally given as a positive definite matrix such that the coefficients g;; and the coefficients of the inverse
matrix g% are both in LS N HL_ (cf. [26], 5.2.1). This condition is automatically met, if g € C°(M) and
admits L -Christoffel symbols (see Lemma.

In order to define a distributional covariant derivative, one generalises the first Koszul formula. For smooth
vector fields X,Y, Z one can define V%Y € D'T?(M) as:

<V3(Y, Z> = (X(g(Y7 Z)) + Y(g(X7 Z)) - Z(g(X’Y)) - g(X, [Y7 Z]) - g(Y7 [Xv Z]) +g(Z, [X7 Y]))

N =

in D’(M). Raising the index gives the distributional covariant derivative VxY := (V%Y ) and a computation
in local coordinates yields that indeed

(VxY), =6 (X*0,Y") + T35, XYF in D'(R™).
For a 1-form 6, the distributional covariant derivative is defined via

(Vx0,Z) = X((0,2)) — (0, VxZ) in D' (M),



which, when spelled out in local coordinates, coincides with the classical covariant derivative of a 1-form. We
have all the ingredients to define the distributional Riemann tensor. Here, it is crucial that the coefficients
of the covariant derivatives are in LZ , as the expression of the Riemann tensor involves a quadratic term

in the Christoffel symbols. Following the notation of [31l Definition 3.3], we have that
(Riem(X, Y)Z, 9> = X(VyZ, 9> — Y<sz, 9> — <VyZ, VX9>L2 + <sz, Vy9>L2 — <V[X’y]Z, 9>

in D'(M). All the quantities on the right hand side can be computed locally. Thus, in local coordinates, the
Riemann tensor can be written as

Réjk = airé‘k — 0Tl + Fijfﬁs - ZZ—Féy (2.1)
in the sense of distributions on R™. Note that in local coordinates, the components of X,Y, Z and 6 “are
part of the test function”. Note that, if g is a smooth Riemannian metric, the expression (2.1)) coincides
with the classical Riemann tensor (cf. [38]). For a C%-metric g admitting L -Christoffel symbols, let e; be
aC’n VVli’f—local frame in Xco(M). Note that this exists by Lemma For two smooth vector fields X, Y,
the distributional Ricci tensor of is then given by

Ric(X,Y) = Zg(ei,Riem(ei,X)Y).

7

It is immediate to check that Ric is a symmetric bilinear form that can be expressed in local coordinates as:

Ricji, = jok = 6pF§k — O, + Ty, Th — T3, T, (2.2)
which coincides with the classical expression in the smooth case. We next define distributional lower bounds
of the Ricci curvature. We say that a one-density is non-negative if it can be written as ¢vol, € Vol(M) for
some non-negative ¢ € C°(M).

Definition 2.3. Let K € R. We say that a C°-Riemannian metric g with L2 . Christoffel symbols satisfies

Ric > K in the distributional sense if, for all X € X(M), it holds Ric(X,X) > Kg(X,X) in D'(M), i.e.
for all non-negative test volumes w it holds,

/RiC(X,X)wZ /Kg(X,X)w.

We conclude this section by recalling how to perform convolutions on a manifold. Fix a function p € C°(R"™)
such that suppp C B1(0), p > 0, and [, p = 1. Define p.(z) := % p(%). For a smooth manifold M, fix
an atlas (U, %) such that (Uy)e is locally finite and each U, is relatively compact, and fix a partition of
unity 7, subordinate to the atlas. Choose a family of smooth cutoff functions y, such that supp xo C U,
and X = 1 on suppn,. For any tensor T € Li (T7(M)), define

T * ps(.%') = Z Xa(m)wZ((wa*(naT» * Ps)(x)- (23)

2.2 Some regularisation results and their application to Sobolev Riemannian
metrics

In this section, we present some variants of the convergence results obtained in [25] [I0], which will be key to
obtain LP-convergence of the Ricci curvature tensor under regularisation of the Riemannian metric. More
precisely, we will follow the strategy of [I0, Lemma 3.3] with the following difference: we will work with
LP-functions instead of locally Lipschitz functions, and we will keep track of the exponents. The following
lemma generalises [25] Lemma 4.7] to the L? case.



Lemma 2.4. Let f € L} (R"), for some p € [1,00). Let p € C(B{"“(0),[0,00)) be a rotationally
symmetric standard mollifier and define pe(x) := Z=p(£). Then, for any compact set K C R™, it holds that

€l|0; pe *f||Lp(K) —0, ase—0.

Proof. Note that, for any constant ¢ € R, integration by parts gives that 0;p. *x ¢ = 0. Hence, using the
definition of p., Jensen’s inequality, and Fubini’s theorem, we get that

(/ 03005 17)” = & A (O)ajps(y)(f(y—x)—f(m))dy(pdw);
- (/K ’ /B€<o> sfjajp<g> (g = 2) = f()) dy’pdx)%
([ 5 ], e (D)1 =) - s dyae)

<con(z [ [ 1= sopap)”

The last integral converges to 0, since

D=

IN

}ILIL% If=rfQ- h)”Lp(K) =0.

O

Lemma 2.5 (A Friedrichs type lemma). Let p € [2,00) and a € C°NWLP(R™) and f € L, (R™). Then,
for any compact set K, it holds that

@ po)(pe % £) = pe 5 (@)llyg ey = 0, as€ 0.

Proof. We will proceed as in the proof of |25, Lemma 4.8], see also [16, Sect. 2]. Fix a compact set K. We
need to estimate the L% (K)-norm of

he(x) = ((af) * 0jpe — (9jpc * a)(f * pe) — (pe x a)(f * Djpc))(x)
= (((a—a(@))(f = f(2))) * 9;p:) (x) — ((a* 0jpe)((f — f()) * pe)) () — (((a — a()) * pe) (f * Djpe)) (2) .

—Fi () —Fy(a) —iFy ()

Notice that the second line follows by the fact that c¢* p. = c and c¢* 0;p. = 0, for every constant c € R. We
start by estimating Fj.

IRl 2 o, = / [(((a = a(@)(f = f@)) * p:) (@)|* da) "

2 2
dx) i

%dm)%

/| /B(O) (e =) = (@) (@ = y) = F(2))) ()

o [, e =9 —a@) )~ f) o0 (2)

(0 ¢

/5 [, |2 =0 = a5 =) = s o) dyaa)’
K B.(0)
< C(n,p) 67/3 (0)/1( ‘g((a(x—y) —a(@)(f(x —y) — f(x))) 5dxdy>

) (gi" /BE(O) /K E(a(ﬂc —y) = a(x))‘pdmdy)%(gin /BE(O) /K ‘(f(a: . f(x))‘pdxdy)%)%_

(
(J,

IN

T o




It is a classical fact of Sobolev functions that

1 1 D
=[] =) - ate))| dudy < €IVl 0 (2.4)
€ JB.(0)JK'E

Indeed, by the density of C'-functions in W1, we can assume without loss of generality that a € C!. Using
the fundamental theorem of calculus, Holder’s inequality, and Fubini’s theorem, we estimate:

1 1 lyl

E—n/B (0)/](’€(a($—y)—a( x)) da:dy<—/B (0)/ ‘ Va x—t—)dt‘ dxdy

1 ly[P~ 1/ /yl ‘Va T —t-= )‘ dtdzdy
en B.(0) |yl

1 p—1 [yl

— vl / / ‘Va x—t—)‘ dxdtdy
€" Jp.(o) €P Yl

1

€" JB.(0) €

=

| /\

IA

IN

SVl ety < OVl )
proving ([2.4). Hence, for € < 1, we get that
1 P I\ 1
I e (C Y . [ Jtrta =9 = s@)| i)
1
< Cu DIVl o,y (500 17 = 16 =)l a)” =0
Y|se

as € — 0. Furthermore,

150l gy < 1 852 i NECF = £C20) % )
< I¥allsqa oy ([ ] ] p€<y><<f<x—y)—f(x))dy]”dz);

P 0
< |IVall s Bl(K)) / / ‘ (@—y) - flz ))‘ dﬁdy)
< I\Va||Lp(Bl<K)>(|Sl|l<p IF=5¢= )”L”K) =0,

Yy|se

as € — 0. We next estimate F3. To this aim, we start by estimating

PN
I =a@) s pellsey = ([ | [ pewlate =) = ate)in] o)
Be (0
1
([ [ rwltat-y) - a@)pdyds)’
K JB.(0)
1
~([ o) [ lfale ~ ) - ala)rdzay) (25)
B.(0) K
For |y| < e, it is a classical fact for Sobolev functions that
([ ltate = 9) = at@)Pdz)” < eVl 00 (2.6)
Indeed, by the density of C''-functions in WP, we can assume without loss of generality that a € C'. Denote
v = ﬁ € R™. Using the fundamental theorem of calculus, Holder’s inequality, and Fubini’s theorem, we



estimate:

/| alzx —y) —a(z |pdx% (/‘/yVax—tvdt‘ dm)%
(/ |y|1’—1/0 ||Va|p(x—tv)dtdx>%
(67” 1/ / |Val?P(x — tv da:dt)é

[yl 1
< (Ep_l/o ”VCLHZ[),P(Bl(K))dt) <ellVall Lo s, (x))-

IA

IN

Combining the estimates above with Holder’s inequality, we obtain
1E51l L5 (o < (@ = a(@)) % pell 1oy 19502 * Fll 1o < ellVallLo(m, 50y 1950 * fll Lo = 0,

as € — 0, by Lemma [2.4] O

Lemma 2.6. Let p € [2,00), a € CONWLP(R") and f € LlOC(R"). Let p. be as in the previous lemma. Let
a. € C*°(R"™) be such that a. — a locally uniformly and in VVl
compact subset there exists Cx > 0 such that

o ; moreover, assume that, for each K C R™

lac = all o) < Crce. (2.7)
Then, for any compact set K C R"™, it holds that

llac(pe * f) — pe * <af)||wl=§(K) —0, ase—0.
Proof. Write

a6<ps*f)_p£*(af):(aa_pa*a)(f)e*f)+(p€*a)(pa*f)_pa*(af)'

(I) (I1)

We only need to estimate the W!P-norm of term (I), as Lemma yields the desired estimate for term
(II). Write

9j((ac — pe x a)(pe * f)) = (9j(ac — pe * a))(pe * [) + (ae — pe * a)(0;(pe * [)).
We start estimating the first term:
||(aj(a€ — pe *a))(pe * f)HLg(K) < Haj(ae — Pe ¥ a)HLp(K)”(pe * f)”Lp(K)
< (Haj(af - a)HLP(K) + ||aj(a — Pe ¥ G)HLP(K)) Il (pe * f)HLp(K) — 0,

as € — 0. Moreover, for the second term, we use the assumption (2.7) together with (2.5)) and (2.6) and get
that

lae — (a* pE)HLP(K) < llac - a”Lp(K) + lla — (a* Pa)”Lp(K) < C(K)e.
Hence,
I(ae = p=* a)(@i(pe * I 3 ) < (ae = pe * @)l 1o () 105 (e * Fll Lo (1) < Crell@5(pe * Fll Lo sy = 0

as € — 0, by Lemma [2.4] O



Now, assume to have a Riemannian metric ¢ € C°N VVlo’f , for some p € [2,00). As usual, we write g;; for the
coeflicients of g in local coordinates. Let g. = p. *g. We note that for all 4,5, k,l,m = 1, ..., n, the functions
f= 8kglm, a= g” and a. := ((g9-)~');; satisfy the assumptions of Lemma This can be seen directly
from and 1 6f), together w1th the formula of the inverse coefficients of a matrlx Hence, recalling the
local expressmn 2.2)) of the Ricci curvature tensor, together with Lemma we get the followmg useful
result.

Proposition 2.7. Let M be a smooth manifold and let g be a Riemannian metric of reqularity g € Wl

for some p € [2,00). Then, for each compact set K C M, it holds

oc’

||Ric[gg]—pE*Ric[g]HLg(K)—>0, as € = 0. (2.8)
3 A weak formulation of Bochner’s formula for metrics of low
regularity

3.1 Smooth calculus on manifolds

In this subsection, we will recall some basic calculus concepts from smooth Riemannian geometry. More
details can be found in [3§].

Lemma 3.1. Let g be a smooth Riemannian metric on M and f,h be smooth functions on M. The following
equations hold in local coordinates:

(i) Vf=g"(0if)0un.

(ii) vol, = /]gldz' A ... A dz™.

(ili) Af =9;970,f + g 0;; f + Ltr(g719,9)g"0; f = f 9i(\/1919"” 9; ).
(iv) (Vf,Vh)y = difg"djh.

Note that these expressions still hold for g € C°(M), Fk € L2 . The Hessian is given by
Hess [ (0,1, 05) = 0i3f — T304,
For all smooth functions ¢, h, and f, it holds
2Hess f(V§,Vh) = (Vo,(Vf,Vh)g)g + (VR (V[ VP)g)g = (V,(VR,V)g). (3.1)

Now let X be a smooth vector field and w a smooth 1-form. Then the musical isomorphisms f : T*M — T M
and b : TM — T*M are defined via

X"(Y) = (X,Y),, and w(Y) = (w*Y),,

for all vector fields Y. Note that the musical isomorphisms come from the smooth setting, but also make
sense for CY-Riemannian metrics.

3.2 Bochner’s formula for vector fields on smooth weighted manifolds

In this subsection we briefly recall the generalisation of Bochner’s formula to the case of a smooth weighted
manifold. Denote by Apy the Hodge-Laplacian and recall that for f € C°°(M) it holds Ay f = —Af. Then:
Proposition 3.2. For a smooth manifold M with a smooth Riemannian metric g and any smooth vector

field X, it holds

1
—iAH|X\2 = —((AgX’)*, X) 4+ |VX|4s + Ric(X, X). (3.2)

10



Now let (M, g) be a smooth Riemannian manifold and let u be a measure on M such that du = hzdvolg for
a smooth and positive function h. As usual, we write for a Cl-function u, that (Vu)* = g% Oju. We can now
define the associated divergence operator div, by

. Lo 9 L on vi i Loy o1
div,(X) = 75div(h*X) = ﬁ<h X' +2h0hX" + Sh? X ta(g ﬁig)> (3.3)
and the weighted Laplace operator A,

1 2
A, =div, oV = ﬁdiv(hQV) =A+ @.

The divergence operator satisfies

/M Fdiva(X) du = — /M X(f)dp, (3.4)

for any function f € C'°(M) and any smooth vector field X. It then follows that for u,v € C°°(M) such
that u or v are compactly supported, we have that

/uA#vdu:f/ <Vu,V’u)gdu:/ Ajuvdp.
M M M

Sometimes it is notationally convenient to write h? = e~ for some smooth function V.
Definition 3.3. Let N > n and V, h as above. The generalised Bakry-Emery N -Ricci tensor is defined by

. . 1
Ric,, v = Ric + V2V — v VeV

In the case n = N, we use the convention that the only admissible V is constant. For N = oo, we get
Ric,, « := Ric + V2V = Ric + Hess[-21log h].

We will now generalise the Hodge star operator and the codifferential to this setting. Recall the Hodge

star operator x : QP(M) — Q" P(M) in a Riemannian manifold without weight, where %3 is defined via

a A8 = (a, B)vol, for all a € QP(M). This shall motivate our next definition.

Definition 3.4. The weighted Hodge star operator %, : QP(M) — Q""P(M) is defined as h®x, where *
denotes the classical Hodge star operator. It satisfies

a A */1.5 = <Oé, 6>g,u7
where we interpret the n-form o A x,3 as a measure on M.

It directly follows that for all p € {0,...,n} and 8 € QP(M), it holds

*;1ﬂ =1 (;B) .

As in the unweighted case, we get that §,, := (—1)? *;1 d#,, is adjoint to d in the L?*(M, p)-inner product,
ie.

/ (da, )y dpu = (~1)7 / (a7 d s B A,
M M

for all compactly supported (p — 1)-form « and p-form 3.
Definition 3.5. The above operator §,, : Q*(M) — Q*~ (M) is called the weighted codifferential. We denote
by Ay Q2 (M) — Q*(M) the weighted Laplace-Beltrami operator, which is defined by

Ay = ds, + 6,d.

11



We now aim to generalise (3.2)) to the weighted case. In local normal coordinates, we can compute that

1 1 1 1 1 2
_iAM,Hm‘Q = iAu|0‘|2 = §A|04|2 + E(Vh,V\ozF) = —§AH|0z|2 + Eajhozkajak

and
ho?h — 0;hdyh
Ric, (0, o) = Ric(af, o) + Hess[—2log h](of, o) = Ric(af, o) — 2001, (ﬂ“h—zjk) (3.5)
Finally, we get that

2 2 20kh
—(a, AH,HQ> = —(a, AHOé> + E(ajhajakak — Bkhajakaj) + Eajakakhaj + 8j (;) Q0

2 2 2

= —(a,Aga) + Eajh(f?jakak — E(Q)khﬁjakaj + Eajakakhaj + aga;Hess[2 log hl;
2

= —(a,Aga) + Eajhﬁjakak + aga;Hess[2log hlp;.

Recalling ([3.2)), this yields
Proposition 3.6. Let (M, g, ) be a weighted Riemannian manifold with smooth metric and smooth weight.
Then, for every smooth 1-form «, it holds

1 .
_iAM,H|O“2 = —(a, Ay ira) + Ricy o0 (0F, of) + |ValF.

In other terms, for every smooth vector field X, it holds

1 .
fiAM,H|X|2 = (X, (A, 5 X" + Ricyeo (X, X) + VX %5 (3.6)

3.3 A Bochner formula for weighted manifolds of lower regularity

We can generalise Definition [3.3] to the distributional case:
Definition 3.7. Let M be a smooth manifold and N € [n,o00]. Let g be a C°-Riemannian metric with L?

loc

Christoffel symbols and let h € CO(M, (0,00))NWL2(M),V € CONWL2(M) such that h2 = e=V. We define

loc loc

the distributional Bakry—Emery N-Ricci-curvature tensor of the weighted manifold (M, g, h2volg) as
. . 1
Ric,, v = Ric + V.V — v VVevve D'TL. (3.7)
The case N = oo can also be rewritten as:
Ric,, « := Ric — 2Hess[log h] € D' T3 . (3.8)
In the following, we will integrate by parts, to get a version of Bochner’s formula that only involves first

derivatives of g and h. First we make the following useful observation: Assume g to be a smooth metric on
the manifold M. Then the Christoffel symbols (of the second kind) are given by

1
Iy = igkl(aigjl + 0jgi — N1gij)-
We can recover the Christoffel symbols of the first kind by multiplication with g, i.e.

1
Liju = 5(31931 +0i9a — 019i5) = gL'ty = 9(Vo,05,0)). (3.9)

12



Now note that
(Tt +Tjii) = Orgiy- (3.10)

This follows directly from the definition of the Levi-Civita connection, hence the last identity holds in a weak
sense for the distributional Levi-Civita connection for g of lower regularity. More precisely:

Lemma 3.8. Let g be a C°-Riemannian metric such that g admits L2 _-Christoffel symbols (of the second
kind). Then g € WL2(M).

loc

Proof. As g is in CY, it follows from (3.9)), that the Christoffel symbols of the first kind are in L2  as well.

loc

Then using (3.10) integration by parts and the linearity of the Christoffel symbols of the first kind in terms
of g, we get that all partial derivatives of g are in L2 . O

Recall that (3.6)) holds on a smooth manifold. Using that for functions A, = —A,, i and testing with a
function ¢ € C°(M), we obtain

1 .
/M (—QAM|X|2 (AL X)L X) + | VX + Rlcu,oo(X,X)> édp = 0.

We will again integrate by parts, where necessary, to spell this out in local coordinates. By potentially using
a partition of unity, we can assume that ¢ is supported in one coordinate patch. We have that

[ 30IXP. Vel du= [ ~3a1xXPodn
and
/M Ric,, oo (X, X)opdp = / XIXF(0,T, — 9;Tt, + T3, Th, — T3, IF)oh*\/|glda’ ... da"
+ Q/Xij(ajhakh — hO3.h + hdhTs;) ¢/ |gldat ... da™
- / X9 XH(D3, TP, — T3 7 )62 /Jgldat ... da”
— / 2 0,(XIX*oh*\/|g|) da* ... da™ + / P 0;(XIX*¢h*\/|g|) da' ... da"
+ Q/Xﬂ'xk(ajhakh + hdshTy,) 0/ |gldat ... dz"
+2/ajhak(xjxkhqs\/@dzl...dx”.
The above holds for any smooth g and h. Using that each function h € C° N VVli)C2 and each metric g € C°

with LIQOC—Christoﬂ“el symbols can be approximated in the C°N w2 topology by smooth objects, we get:

loc
Proposition 3.9. Let M be a smooth manifold, g a C°-Riemannian metric with L2  Christoffel symbols

loc
and h € CO(M, (0,00)) N WL3(M),V € CONWL3(M) such that h? = eV,

loc loc

Then, for every smooth vector field X, it holds:

1
—§AM|X|2 —((AEX") , X) + |VX|? + Ric, 00 (X, X) =0 in D'(M). (3.11)

For what will come next, it is convenient to investigate the other terms of the formula more closely:

(ApX*),X) = [dX°P +15,X°P = [dX*? + [div, (X)[? in D' (M).

13



Note that if locally X = X?0,: then X’ = gi;X'dz? and hence

dX’ = d(gi; X'da?) = 9y (gi; X *)da" A da? = Z(a,c(gijxi) — 0j(gi X *))dx® A da?
i<k

It follows that

AX 12 =373 g (95X 7) — 05(9ik X)) (Om (951 XP) — Bi(gpm XP)).

j<kli<m

We also know that

2
|div,, (X)[* = (h26 X'+ 2h0;h X" + hQX tr(g _1‘31‘9)) ‘

h4

Recalhng Lemma and arguing by densfcy, we get that the following formula holds for all g € C° with
L2, Christoffel symbols, all ¢ € C° 1 W,o2(M) and all positive h € CO N W52 (M):

/XjX’“( nTls — T3, T2 ok /gl dat ... da™ — /rgkap(Xij¢h2\/@) dzt ... dz"

+ /ngaj(xjx%h?\/m dzt ... da"

+2/Xij(ajhakh+h@shfzj)qb\/del...dx" +2/ajhak(xkaha;\/@)dxl...dx"

_ L /<V|X|2,v¢>gh2mcle ..da" +/ (0: + Xi%tr(g_lﬁig) + %&-hXi)th(b\/Hda:l . da"
30X 9 00 X) = 0,90 X ) (O 90 X") = Ol X701V I

j<kl<m

- / ( > (0iX* + T3, XP)(9; X" +F§qu)gijgsr)¢h2\/|g\ dzt ... dz". (3.12)

,],78

4 First order calculus

In this section we recall the notion of Cheeger energy and the associated Sobolev space W22, which provide
a well settled first order calculus for general metric measure spaces. On a smooth manifold endowed with a
continuous metric and a continuous weight on the measure, one can define the first order quadratic Sobolev
space H? also using local charts and distributional weak derivatives. After recalling the two approaches, we
will show that they actually coincide, in the latter framework. The results will be useful in the establishing
the equivalence of distributional and synthetic Ricci curvature lower bounds.

4.1 The Cheeger energy

In this subsection we recall a generalised notion of modulus of gradients and Sobolev functions in metric
measure spaces introduced by Cheeger in [I3] and further analysed by Ambrosio, Gigli and Savaré [2].

Throughout the section, (X,d) is a complete and separable metric space. The slope (or local Lipschitz
constant) of a real valued function F': X — R is defined by

[DF|(x) i=limsup W
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if {«} is not isolated, and 0 otherwise.

We endow (X, d) with a non-negative o-finite Borel measure, obtaining the metric measure space (X,d, m).
Throughout the rest of this work, we assume that there exists a bounded Borel Lipschitz map V : X — [0, 00)
such that (cf. [2] Ch.4])

V' is bounded on each compact set K C X and
4.1
/ e_v2 dm < 1. (4.1)
X

The metric speed of a curve v : [0,1] — X is given by |¥| := limj,_, W

which exists for almost every

t € [0,1]. The curve v is said to be absolutely continuous if t — || € L'((0,1)). We next recall the notion
of test plan and weak upper gradient. We will use the conventions of [23], after [2].

Definition 4.1. Let w € P(C([0,1],X)). We say that 7 is a test plan if there exists a constant C(m) > 0
such that

(er)pm < C(m)m for all ¢t € [0, 1]

1
//Nm%wﬂw<m
0

We use the convention that if v is not absolutely continuous, then fol |4¢]% dt = oc.

and

Definition 4.2. Given f:X — R a m-measurable function, then a m-measurable function G : X — [0, 00]
is called a weak upper gradient of f, if

1
/\f(fyl) — f(n)ldm(y) < //0 G () |3t dtdm(y) < oo, for all test plans . (4.2)

We say that f is in the Sobolev class S*(X,d, m), if there exists G € L*(m) such that (4.2)) holds.

The discussion in [2, Prop. 5.9 and Def. 5.11], shows the existence of a weak upper gradient |D f|,, such that
|IDflw < G m-a.e. for all other weak upper gradients G. We will call it the minimal weak upper gradient of
I

Definition 4.3. The Sobolev space WL?(X,d, m) is defined as L*NS?(X) and becomes a Banach space with
the norm

2 2 2
1£122 ) = 1122 + D Flul 2.

For simplicity, we will from now on write W12(X) instead of W1?(X,d, m).
Definition 4.4. The Cheeger energy is defined in the class of m-measurable functions by

Ch(f) = 3 [x |Df|3, dm if f has a weak upper gradient in L?(X,m),
T o otherwise,
with proper domain D(Ch) = {f : X — [0, 00}, m—measurable, Ch(f) < oo} = S%(X,d, m).

A metric measure space is called infinitesimally Hilbertian if Ch is a quadratic form or, equivalently, if
WL2(X) is a Hilbert space [3,22]. In this case, we can define the associated Dirichlet form £ : D(Ch)? — R,
via £(f, f) = 2Ch(f) [B, Ch. 4.3].

Proposition 4.5 ([3], Def. 4.12 and Prop. 4.14). For any f,g € D(Ch), it holds

6mm=AGmmm,
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where

LY(X,m).
N0 2¢ € L (X, m)

By the theory of Dirichlet forms (cf. [§]), there exists an associated Laplace operator A : D(A) — L?(X,m),

given by
—/ Afhdm:/ G(f,h)dm
X X

Here D(A) = {f € L*(m) : Af exists, Af € L?} is dense in L?. Moreover, it induces a linear semi-group
(Hy)i>0, Hy : L*(X) — L?(X) such that Ht+5 = H,H,, for all f € L?, we have that lim,_,c H;f = f, and
for all ¢ > 0, we have that H,f € D(A) and S H,f = AH,f. (Hy)i>o is called heat flow semi-group. Write
fr for He(fo). By [2 (4.26)], we have that

Ch(f) < int {Chlg) + 5, [ g fol*ams g€ DCI) |

Another useful fact is the maximum principle for the heat flow: [3, Prop. 2.14]: if f € L2, f < C, (f > C)
m-a.e. then Hyf <C (H.f > C) m-a.e. in X.

4.2 Optimal transport and curvature dimension conditions

In this subsection, we recall the notion of an RCD(K,co)-space, starting by some elements of optimal
transport theory. Throughout the section, (X,d) is a complete and separable metric space. Denote by
P(X) the set of Borel probability measures on X and P2(X) the space of probability measures with finite
second moment:

Pa(X) := {u eP(X): /d2(x,x0) dp(z) < oo for some g € X},

Let (Y,dy) be another complete and separable metric space. Given a Borel map T': X — Y, u € P(X), the
measure Tl p, called the push-forward of p by T, is defined by

Tyn(E) = (T (E)).

For p € P(X) and v € P(Y), we define the set I'(i1, ) as the set of all transport plans v € P(X x Y), i.e
the set of Borel probability measures on X x Y such that 77;2{ v = p and W;’y = v. Here 7% and 7Y denote
the natural projections from X x Y onto X and Y respectively.

For p,v € P2(X), the quadratic Wasserstein distance W is defined as

2w inf / P (z,y) dy(z, ).
~yED (p,v)

The Wasserstein distance W5 is a distance on P2(X) and turns it into a complete and separable metric
space. Moreover, if (X, d) is a geodesic space, then so is (P2(X), W3).

Given a metric measure space (X, d, m), we denote by P§(X) C P2(X) the set of measures with finite second
moment that are absolutely continuous with respect to m.

In order to introduce curvature dimension conditions, we will need the following distortion coefficients. For
k€ R and 0 > 0, let

ﬁ sin(y/k0) if k>0,
5.(0):=¢ 0 if k=0,
\/%7 Sinh(\/ﬂw) if k <O0.
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Moreover, for ¢ € [0, 1], set

(t) % if kK02 # 0 and k62 < 72,
o(0) =1 ¢ if k6% =0,
+oo  if k62 > 72

Define the convex and continuous function Uy, on [0, 00) as
Uso(2) := zlog(2).
The Boltzmann-Shannon entropy functional £ : P(X) — R U {400} is defined by

() = { Jx Usc(p)dm, if < m, with = pm and U (p) € L' (X, m)

coN 0o, else.
Next we recall the synthetic notion of Ricci curvature bounded below for a metric measure space, pioneered
by Sturm [44] [45] and Lott-Villani [35]. For the finite dimensional case, we will use the (reduced) curvature
dimension condition of Bacher-Sturm [7].
Definition 4.6. We say that a metric measure space (X,d, m) has Ricci curvature bounded from below by
K € R provided the functional Ex : P(X) — RU {400} is (weakly) K -geodesically convex on (P§(X), Wa),
that means that for any o, € P3§(X), there evists a Wasserstein geodesic (uut)ieo,1) such that for all
t €10,1],

Enclit) < (1= 1) (o) + 16 (12) — 5 11— W (1o, ).

In this case we say that (X,d, m) is a CD(K, 00)-space.

Definition 4.7. Given two numbers K € R and N € [1,00), we say that a metric measure space (X,d, m)
satisfies the (reduced) curvature-dimension condition CD* (K, N) if for each pair pg, 1 € P$(X) with bounded
supports there exists an optimal transport coupling v and a Wasserstein geodesic (py = pym)iefo,1) C P (X)
connecting po = pom and py = pym such that for allt € [0,1], N’ > N, it holds

/ o7 ¥ duy > / (o0 (o, 21)p0(w0) ™37 + 030 (Ao, 21))pr (1)~ ¥ [ dey (o, 21).
X XxX

In order to single out the “Riemannian” like structures out of the “possibly Finslerian” CD spaces, Ambrosio-
Gigli-Savaré [3] (see also [1]) in the N = oo case, and Gigli [22] in the N < oo case introduced the Riemannian
curvature-dimension condition.

Definition 4.8. We say that (X,d, m) satisfies the Riemannian curvature-dimension condition RCD(K, 0o)
if it is infinitesimally Hilbertian and satisfies the CD(K, 00)-condition.

For N € [1,00), we say that (X,d, m) satisfies the Riemannian curvature-dimension condition RCD* (K, N)
if it is infinitesimally Hilbertian and satisfies the CD* (K, N)-condition.

Remark 4.9. In the case of weighted Riemannian manifolds with continuous metric and continuous weight,
the resulting measure will always be o-finite in which case the RCD* and RCD condition coincide, see [11, [33).

Let us recall the following useful results:
Lemma 4.10 ([20], Lem. 3.2 and Thm. 3.17). If (X,d, m) satisfies the RCD*(K, N)-condition then it also
satisfies the RCD*(K', N')-condition for any K' < K and N' > N. Moreover, it satisfies the RCD(K, 00)-
condition.
Theorem 4.11 ([3], Thm. 6.2). Let (X,d, m) be a RCD(K, ) space and f € W}22(X). Then

ID(H L, < e X (HDSL).

w

Remark 4.12. By [[4, Thm. 4.24], the condition (4.1)) is automatically satisfied in every CD(K, 00) space,
by choosing the function V : X — R, V(z) := Cd(z,x¢) for a suitable C > 0 and any base point xy € X.

17



4.3 LP and Sobolev spaces on weighted Riemannian manifolds of low regularity

In this subsection, we recall the language of Sobolev spaces on manifolds. We will summarise facts from [27]
Ch. 2], adapting to the case of weighted manifolds of low regularity. Let (M, g) be a Riemannian manifold
(with g a smooth metric for now). Let h : M — (0,00) be a C°-function and define the measure u via
dp = h%dvol, . For an integer k > 0 and u € C*(M) define V¥u to be the k-th covariant derivative
(VOu := u). Notice that V¥u is a (0, k)-tensor. We will only be interested in the cases k < 2, so we write
down the explicit formulas for the covariant derivatives in local coordinates:

(Viu)z = (du)z = 6211, and (Vfu)w = 8,L'ju - Ffjaku
By definition, we have that
|V§u‘2 = giljl - 'gikjk (V]gu)lllk (vlccu)jl-njk’

where i; < ... <4 and j; < ... < jg. Let p € [1,00). Denote by C} (M, p) the space of smooth functions
u € C°°(M) such that |Viu| € LP(M, p) for any j =0,... k.
Definition 4.13. The Sobolev space H} (M, ) is the completion of CY (M, 1) with respect to the norm

k 1
g =3 ( [ 19t an) "
j=0 MM

Proposition 4.14. HZ(M, u) is a Hilbert space with the inner product
k . . . .
(w,v) = > / (g7 g (VWi i (VE0) 1. ) B VOl
m=0"M

Note that the inner product induces an equivalent norm on H %(M ,1t). In the case p = 2, we will work with
the norm induced by the inner product. We can generalise these definitions to the following;:

Definition 4.15. Let s,r > 0 and p > 1. Define CE(T7 (M), pn) the space of smooth sections u € T (M)
such that |Viu|, € LP(M,p) for j =0,...,k. The Sobolev space HY(TT (M), p) is defined to be the closure
of CY(TI (M), i) under the norm

k 1
Iz rzan = 2 ([ 1920 de) "
3=0

Moreover, for all such s,r, we define the space ﬁl,f(T:(M),u) as the closure of the set of smooth compactly
supported (r, s)-tensors under the H} (TZ (M), )-norm.

We notice that these definitions make sense for k < 2 and p = 2 if g € C°(M) with L% -Christoffel symbols.
The following criterion for weak convergence will be useful later. We will repeatedly make use of the
following elementary result.

Lemma 4.16. Let M be a smooth manifold, g be a continuous Riemannian metric and h a continuous
positive function. Moreover let p € [1,00). Define the measure p by p := h*dvol,. Then C2°(M) is dense in
LP(M, p).

Lemma 4.17. Let (M, g, u) be a weighted Riemannian manifold with a C°-Riemannian metric g with L120C—
Christoffel symbols and endowed with a measure p defined via d = h*dvol, for a function h € C°(M, (0,00)).
Let (Vy,14)a be an atlas for M such that V,, is compact, for all c.

Let f; be a sequence in L>(M, ) and let f € L*(M, p).

Then f; — f in L*(M, ) if and only if (). fs — (Ya)of in L*($a(Va), ($)eit), for all o

Iff,fi € HA(M,p) (k<1) and 9°f; — 0P f in L?(¢o(Va), (Vo) p) for all o and all B € N*, |B| < k, then
fi - f in HI%(Mvu)
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Proof. For the first part, note that it suffices to prove convergence of the inner product on a dense subset
of L?(M, ). Using Lemma we can pick a function ¢ € Ce(M). Let (V;)i_, be a finite cover of supp ¢
and pick a partition of unity (p;) subordinate to that cover. Now

l l
/ pfih? dvol, =/ > pjefih® dvoly = Z/ (03)«(psp fi)h*V/|g AL™.
M M =1 =17 % (Vi)

If ()« fi = (¥;)«f, it is easy to see that the above term converges. For the other direction it suffices to
note that every function ¢ € L2(¢;(V;), (¢;).u) for some j can be extended to a function ® € L*(M, ) via
pullback and extension by 0.

For the second part, we simply use the first part and the definition of the H? (M, p)-inner product. O

Now, we can generalise the validity of the identity (3.12) to Sobolev vector fields:
Lemma 4.18 (Distributional Ricci curvature for HZ(T M, u)-fields). Let g be a C°-Riemannian metric
whose Christoffel symbols are in L% . and p be the measure defined by du = h*dvoly for a positive h €

loc
CO(M, (0,00)) N W,S2(M). Let X € H? N L;S.(TM, ). Then (3:12) holds.

Proof. This follows from the density of CZ(T'M, p) in HZ(TM, p) and the fact that ¢, V|, € L' N L>(M)
have compact support. O

4.4 Cheeger energy on a manifold with continuous Riemannian metric and
weight

In this subsection, we examine the Cheeger energy in the setting of a smooth manifold M endowed with a
continuous Riemannian metric ¢ and a continuous weight h2 on the volume form. The distance induced by
g is given by

1
dg(z,y) = inf {/ [Y¢lg dt =~y piecewise C°°, v =z, 71 = y} (4.3)
0

We also consider the Riemannian volume form given locally by \/Hd;vl A...Adz™ and the associated volume
measure dvolg = \/Edﬁ". We will consider the metric measure space (M,dg, ), where dyu = h?dvol, for
a positive and continuous h. It is easily checked that u is a o-finite Borel measure. We assume that
holds, as we will work with CD(K, co)-manifolds (cf. Rem.[4.12)).

To begin with, we will collect some properties of the metric space arising from a manifold with a continuous
Riemannian metric g. The even more general setting of Lipschitz manifolds, with emphasis on potential
theory for uniformly elliptic operators, has previously been studied by Norris [37], Saloff-Coste [41], Sturm
[43], De Cecco and Palmieri [18]. In that case, the term Lipschitz manifold refers to a topological manifold
M with Lipschitz charts, endowed with a Riemannian metric tensor g, such that the coefficients of g and g—!
are in LS . This shall not be confused with metric tensors whose coeflicients are locally Lipschitz continuous.
More in the spirit of the present section is the work by Burtscher [9]. For the reader’s convenience, in the
following we will focus on our original results, while trying to be as self-contained as possible.
Proposition 4.19 (cf. [38] Thm. 5.3.8, and [9] Thm. 4.5). Let f be a Lipschitz function on (M,d,) and
(Va, o )a be an atlas for M. Then for each o, f o (1o)~! is locally Lipschitz.

Proof. We show that | - |y and dg are locally equivalent. Pick a point p € M, « such that p € V, and fix

an € > 0 such that B¢%(1,(p)) C ¥a(Va). From now on, we will drop the index «. Take two arbitrary z,y
such that ¢(z),9(y) € B3 (1(p)) and let ¢ : [0,1] — M be a piecewise C*-curve from x to y. We note that

we can find a A > 1 such that 1 [v],,. < g(v,v) < Av|l,,. for all ¢ € v~ (B“(y(p))) and all v € T, M.
We now distinguish three cases:
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1. cis a straight line in the Euclidean metric. Then
! e 1
|2 — Ylewe = Leue(c) = / [¢lewe > X/ |¢|g dt > ng(x,y).
0 0
2. If ¢ is a general curve that lies in ¢~ (B¢%(¢)(p))) then
1 1
Ly(0) :/ ydt > /\/ Elewe dE > A = loue

0 0

3. If ¢ leaves =1 (B%(1)(p))) then there is a minimal ¢y such that c(tg) ¢ =1 (B““((p))) and hence

to to e _ A
Lg(c) Z / |c|g dt Z A/ |é|euc dt Z A* Z 7|!E - y|euc~
0 0 27 2

This yields that the two metrics are equivalent in w_l(B§72c(w(p))) =: U,. Hence, for a d4-Lipschitz function
f and any p € M, there exists a constant Ly, such that f islocally Ly, -Lipschitz with respect to the induced
Euclidean metric via i on U,. O

In [9], a mollification argument yields:
Proposition 4.20 ( [0 Prop. 4.1 and Thm 3.15). The metric (4.3) turns M into a length space.

The Hopf-Rinow theorem directly implies:
Corollary 4.21. If M is compact, (M,d,) is a geodesic space.

A standard fact on the slope of functions is that if f € C'(M), then |Df|(x) = |V f|4(z) for every z. The
next proposition is also classical, so the proof is omitted.

Proposition 4.22. Let v : [0,1] — M be an absolutely continuous curve. Then the metric speed ||
coincides a.e. with |¥¢|g = /(Y. V) g, where 44 denotes the (a.e. existing) derivative.

We will show that if f € C*, then |V f|, is the minimal weak upper gradient. The next lemma will be used
in the proof of Proposition [4.24

Lemma 4.23. Let M be a smooth manifold equipped with a C°-Riemannian metric g and a measure
defined via dp = h*dvoly, for some h € C°(M,(0,00)). Let k € Ll (M, u) and fiz some coordinate patch

(Vins¥m). Let © € ¥, (Vi) and 6 > 0, such that Bg°(x) C ¥ (Viy). For d € (0,0) NQ, 4 € Q™ N B§“<(0),
we define

1 . . "
Fiswit— ——m /B  Blatsenly + )AL @), 1 <1
s(x

L(Bs(x))

Then for L™-a.e. © € V¥ (Viy) and all § € (0,0) N Q, 4 € Q" N B§"°(0), we have that t = 0 is a Lebesgue
point of Fy 5.

Proof. As g and h are continuous, we get that (¢,).«k € L (¥m(Vin), L"), Fix w € b, (Vy,), and choose
6 > 0 accordingly. Moreover, fix § and 4. For any z € B§““(w), the Lebesgue differentiation theorem yields
that £'-almost every t € (—1,1) is a Lebesgue point of Fj s .. In other words that means that for £!-almost
every y on the line {z + ¢, |[t| < 1}, t = 0 is a Lebesgue point of F s5,. The set of non-Lebesgue points on
that line shall be denoted by N s », and it holds that £'(Nys ) = 0. Let H ,, be the (n — 1)-dimensional
hyperplane through w that is orthogonal to ¥, and intersected with Bg“°(w). Then, by Fubini’s Theorem,
it holds

ﬁ"( U NMZ)Z / LY (Ns5..)dL"(2) = 0.

ZEH«,YW H"““’

20



Hence for L£"-almost every y € Bg§"“(w), t = 0 is a Lebesgue point of F 5,. Note that, by construction,
4 and ¢ vary in a countable set. This shows the claim in an open neighbourhood around w. As w was
arbitrary, the proof is complete. O

Proposition 4.24. Let M be a smooth manifold, g a C°-Riemannian metric on M and pu a measure on M
defined by dp = h?dvoly, where h € C°(M, (0,00)). Let f be a C'-function. Then

| Dflw(z) = |V flg(x), forp-ae. .

Proof. First, we observe that |V f|, is a weak upper gradient because for any absolutely continuous curve 7,
we have

1 1
10 = sl = | [ 910, ] < [ 9a G0k

To see that it is minimal, we argue by contradiction. Suppose that |V f|, is not minimal. Then there exists
ane € (0, 1) such that p({|V f|y—|Df|w > €}) > 0. We can then find an open set V such that V is compact,
is contained in one coordinate patch and p({|Vf|s — |Dflw >} NV) > 0. We denote by ¢ : V" — R” the
associated coordinate chart. By the continuity of g and h, there exists a constant C' = C(g, h, V') such that
for each Borel set E C V, SL"(¢Y(E)) < p(E) < CL(¢(E)). For almost all z € (V) take §,%,6 as in
Lemma [4.23] Tt still holds L"({|V f|s — |Df]w > €} N V) > 0. By the Lebesgue differentiation theorem and
Lemma [4.23| with k£ = |Df|.,, we get that there exists an x € {|Vf|, — |[Df|w > €} NV such that z is a
Lebesgue point of |Df|., and for all 4, as above, t = 0 is a Lebesgue point of F 5,. Set

2
n = 1 min | 1 ! !
101 VAl 2039l )
Choose 4 € Q" such that and

19?)90 < o) < % and  [(V£,4)4(x) — [V fly(@)|7ly(@)] < ina. (4.4)

Note that if ¢ = 0 is a Lebesgue-point of F 4 s then it is a Lebesgue-point of F, 4,5 for all o € Q.
Now choose ¢ € QN (0,0) such that for all 4 € (0, q), it holds

1
FB) o, (P10 1D S1u(@) < e ws)
19715(5) ~ 19 lo()] < gne, V9,2 € Bas(e). (16)
19i5(y) — 9i5(2)| < %7767 V1<i,j<m, y,z € Bss(x). (4.7)

The first inequality can be achieved because x is a Lebesgue point of |Df|,, and the remaining inequalities
follow from the continuity of g and V f. We can now compute that for s < ¢ and y € B,(z),

S

Fly— 9) — fly + 7)] = / (V£ (y + 1) dt.

—S

Using (4.4), (4.6)), and (4.7)), we get that for t € [—s, s] it holds
(VA gy +17) = [V flglile (@) SUV Y+ 9): Mgrt9)—g@ | + KV Iy +87) = V(@) 1) g

VLAY @)~ [Vl @)y )] < e
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Hence, for all § € (0,q), y € Bs(z),

6
(£ = 53) = £y + 59)1) = 25/V £y (@) g ()] < o (4.8)
Moreover, again by ([£.4), (4.6), and (4.7)), we get that
" 1
B Sy [T @L" ) = V()| < 5 (49)
. n . 1
B Sy, [Tl 1oL ) = 91511 (0)] < g (4.10)
and yields that
" 1
B Jo, oy P04 W) = 1)) < 155 (4.11)
thus,
1 n 9e

Using that ¢ = 0 is a Lebesgue point of F}, 4 ,, and the fact that g and |V f|, are continuous, we can choose
s € (0,q) small enough such that

! ) 1 2se
1 e | e
B.(2)] / . /Bq(x)|Vf|g<y+t7>lvlg<y+m>dﬁ Wt =255 [ IV @l0AL" )| < 55

(4.13)

and

2se
100°
(4.14)

1D flw(y) 714 (y)dL™ (y)

1 ° . . n
|B,1(:n)|/ /B ( )|Df|w(y+t7)|7|g(y+w) dL™(y)dt — 28 7=——

1
1By ()] J B, ()

Now, we have all the ingredients to construct a test plan that yields a contradiction. For y € B,(z) define
Yy 10, 1] = U (Vin), t =y + 2(t — %)57 and define a test plan 7 as

wdﬁ" if v =, for some y € B,(x),
dre () ;:{ e (v) v (@)

otherwise.
Now, we can directly compute that
1 . . n
[1560) = rlan() = = s9) — Fly + 59) AL (). (4.15)
| q(x)| By (x)
Moreover,
1
[ 19016080 at )
: / /IVfI (v+2(t = 5)53) 2y, A AL 1)
|Bq($ | q(x) I 2 9((n)e
o |
V gy + 01 g((r,)e) dE L™ 4.16
= o o L [Vt 1) 100027, (116)
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and similarly

1
/ (101130 il ()
1 s N
= |Bq(z)|/B ( )/ D flw(y =+ t9) Vg ((vy)0) dE AL ().
q(x) J—s
We then have that

/ 19 1o (70) Fitl gyt d(y / 1D () ity dt e ()

B |Bq(x)‘ /Bq(m) /_S(|V‘f|g — D flw) (W + )|V g(y+t5) AL (y)

L : : n 4se
S [ 09— AW ) - o

- 99 9s¢  4se 335
99 Yse dse s 417
10010 100= 2 ° (4.17)

The combination of the above estimates gives:

E13).G3 , 6se
J1560) = feolldn) 2 25191, @)l (o) - 1o
Ei) 92 se

o) IVfIgWIg(y)dﬁn(y)*E

[By(w)]
@13) 1 3se
|By(2)]

/ / IV 1oy + 1) gty+15) AL™ (y)dE = S

| —s JBy(x) 0
3se

€ // 19 o)l () = S

3se 386
& // 1D fu(0) ity () .

0 2

This yields a contradiction, as |Df],, fails to satisfy the condition of a weak upper gradient for the chosen
test plan . 0

In the following, we will investigate W.,%(X) for (X,d, m) = (M,d,, u), with du = h2dvol,,.

A mollification argument together with Rademacher’s theorem and Proposition shows that:
Proposition 4.25. Let (M,dg, 1) be the metric measure space arising from a smooth manifold M a continu-
ous Riemannian metric g and a measure given by dp = h*dvol, for a function h € C°(M, (0,00)). Let f be a
locally dg-Lipschitz function. Then f is differentiable p-almost everywhere. If in addition f, |V f|, € L*(M, p1)
then |Df|w = |V f|, almost everywhere, moreover f € WL2(M)NHE(M, ), and 1 llwrzan = ||f||H12(M7H).

Proof. Throughout this proof, we will fix a locally finite cover (B;, ;)52 of M such that each B; is a regular
coordinate ball. As f is locally d,-Lipschitz, we can apply Proposition (or Theorem 4.5 in [9]), to see
that for each i > 1, (¢;)«f is locally Lipschitz continuous with respect to the Euclidean metric on ¢;(B;). By
Rademacher’s theorem, we have that for each i, (¢;). f is differentiable £"-almost everywhere in ¢;(B;). As
(1) 40 is absolutely continuous with respect to £™ on v;(B;), we get that (1;).f is differentiable p-almost
everywhere in ¢;(B;). As M is the countable union of the B;, we get that f is differentiable u-almost
everywhere in M, hence the function |V f|, is well-defined in LS (M, ).
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Assume f, |V f|, € L?*(M,u). We will prove that |V f|, is a weak upper gradient for f. Let ¢ > 0. Fix
a partition of unity (; subordinate to the cover B; and proceed as follows. For each i = 1,2,..., choose
0 < §; < dist®“(supp ¢;, Ov;(B;)) such that

||,05i * (%)*sz - (wi)*Cif”cO(wi(Bi)) < % and
1o * (Wi)sGif — (Vi) Gif w2y (B

1>
N (s < = .
D) = 9014 n2([[ (i)l oo (s (1)) T 1@ oo (i (829)))

This is possible by classical results about LP-spaces. Define fo = Y02, ps, * (¢;)«(; f. As the cover B; is
locally finite, f. is well-defined. That produces a sequence (f:)c~o. Note that by construction, we have that
for every point p € M, it holds

|f-(p) — f(P)| <&

Moreover,

IIfe — f”HlZ(M,u) < n? Z(”g“Lm(wi(Bi)) + HgilHLoo(wi(Bi))ﬂ‘péi * (Vi) Gif — (¢i)*§if||lewi(gi),wi)#u) <e

i=1

Fix a test plan r. For all € € (0, 1], it holds that

[ 1500 - el ant =

As e <1, we have that |f.(x) — fo(2')| <2+ |f(x) — f(2')|, for any 2,2’ € M. Now we can use that 7 is a
probability measure together with the Holder inequality, to get that

dr(y // IV fe (V)| g(ve) [T | g (7o) dE e ().
(4.18)

1
/0 (VFo(30) 30 ooy d

2
(/ 1£00) = Fn)l + 2dm(y >) <8+2 / |F(30) = FOyn)Pdm(y) < 8 +4 / |F(0) + 1 £ () 2 dm(7)
=544 [ 1P dleo)ym(n) +4 [ 1P dler)ym(s) < 845013

Hence, we can use dominated convergence theorem to infer that

/ 1o(0) = fol)] dme(y) = / F(r0) — Fn)] dme (), (4.19)

as € — 0. Moreover, we have that for all k € L?(M, p), it holds

// H 0y dt d () (// M2 () de (s ) (// Fil2o,y i de(y >)

By the definition of test plans, we have that

1
//0 [l 5y dt dar () < 00
and, using Fubini’s theorem,

// [4[2(3) |t //m d(e0)pmdt < C(m) K]z
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Now we can use the L2-convergence of V f. — V f and choose k = |V f. — V f|, to see that

1 1
/ / 1900y o Vit oy () — / / V£ ) oo el oo de de (), (4.20)

as € = 0. The combination of (4.19)) and (4.20) allows passing to the limit as ¢ — 0 in (4.18)), and obtain

/|f (v0) — f(y)dm (v // IV F () g vy |3l () dtdae (),

hence, [V f|, is a weak upper gradient. In particular, we get that for all Lipschitz functions f, it holds
I lwrzany < Wflm2ar,- As f € H?(M, p), we can find a sequence f, € Hf(M,u) N C*(M) such that
fp — fin Hf(M,u) as p — oco. This implies that f, — f in W?(M) and by Proposition 4.24] |V f,|, =
|Dfplw — |V flg in L2(M, u), hence |V f|, = |Dfl, almost everywhere, and I lwzzon = 1 Tg2a0- O

By [2, Rem. 5.5], the slope |Df| of a d,-Lipschitz function f is a weak upper gradient. Thus, if f € L?(M, u)
is a dg-Lipschitz function such that |Df| € L?(M, u), then Proposition implies that:

[Dflw = [V flg < [Df]. (4.21)

This observation is crucial for the following lemma.

Lemma 4.26. Let M be a smooth manifold, g a C°-Riemannian metric on M, dg the distance induced by
g, voly the volume form, and h be a positive continuous function. Define the measure p by dp = h2dvolg.
Then WE2(M) C HE (M, p) and for each f € WL2(M), it holds |Dfl|, = |V |y a.e..

Proof. Let f € WL2(M). By [3, (2.22)], we can ﬁnd a sequence of Lipschitz functions (f;)7°; such that
fi — fin L? and |Dfi| — |Df|, in L?. Using (.21, we get that (f;)52, is a bounded sequence in HZ(M, p).
As this space is reflexive, we can find a subsequence that converges weakly in HZ(M, ). As f; — f strongly
in L?, we get that f; — f in H?(M,u). As we now know that f € HZ(M,u), we can approximate it
with a different sequence fi, € HZ(M,pu) N CZ(M,u), ie. limy_ oo || fx —f||H12(M7H) = 0. Then f; is a

Cauchy sequence in HZ(M, u). As for C%(M, u)-functions -2z ary = ||~HH%(MH) (by Proposition ,
it is a Cauchy sequence in W22, Hence |V fi|, = |Dfilw — |Df|w in L?, which in particular shows that
|Dflw = |V f|y almost everywhere. O

We can now finally identify the space W2 with the classical Sobolev space H?:

Corollary 4.27. Let M be a smooth manifold with a C°-Riemannian metric g. Consider the metric measure
space (M, d,, 1), where du = h?dvol, for a continuous positive function h. Then WL2(M) = HE(M,u) and
the Dirichlet form associated to the Cheeger energy on (M,dg, i) is a quadratic form given by the L*(M, u)-
inner product of the gradients, more precisely for all functions f,h € WY2(M) = HZ(M, ) it holds

(i) IDflw =V flg-
(ii) E(f,h) = [y (Vf, Vh)gdp

Moreover, every f € D(Ch) with |Df|y <1 p-a.e. admits a 1-Lipschitz representative p-a.e. with respect
to dg.

Proof. We prove that HZ(M,u) C WL2(M). At first we notice that by Proposition C3(M,u) C
WL2(M) and for each f € C?(M, 1), we have that ||f||H2 ar) = Iz Now, fix f € H?(M, u) and
approximate it with a sequence f, € C?(M, ). This is then a Cauchy sequence in HZ(M, 1) and hence in
WL2(M), by the norm equality we proved in Lemma Hence, fi converges in W1 2(M) to some f. It
follows that fy — f in L?(M, u1), hence, f = f € WL2(M ) We get WUlJ 2(M) = H}(M, ,u) from Lemma
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For the second part, we use that by Proposition the associated Dirichlet form & is defined on (HZ(M, 11))?
and is of the form

E(f. ) = /N G,

where

G(J. k) = lim [D(f “k;'jv —IDIs gy vk, € 11X, m). (4.22)

For the last part, without loss of generality by localising to a suitable coordinate patch and by using a
partition of unity, we can assume that f has compact support in an open set U C R™ endowed with a
continuous Riemannian metric g such that for every z € U it holds that C~'1d,, < ¢ < C1d,,, for some
constant C' > 1 uniform on U. It follows that f lies in W>°(R") and thus, by the classical result in R™,
f has a Lipschitz representative £™-a.e. that we identify with f. Hence, f is Lipschitz also in (M, g) and,

by Proposition and the assumption on f, it holds that [V f|, = [Df|, < 1 prae. Let ps(z) := 5 p(%),

d > 0, be standard mollifiers in R™ and consider f5:= f x ps. It is easily seen that
IVislg <14+06(5) and f;— f uniformly asd— 0. (4.23)

Here limgs_0 0(d) = 0. Let 2,y € M, x # y. By Proposition for every e € (0,dy(x,y)/2) there exists a
rectifiable curve ~ : [0,1] — M parametrised by arc-length such that

length, () < dg(z,y) + ¢, |§] =length,(7), L'-a.e. on [0,1]. (4.24)

Then

1 1
|fs(z) — fs(y)| = /0 if[s(%)dt‘g/o g [V £51, dt
s Niw!
< 1+

0(0))(dg(2,y) + €).

Passing to the limit as ¢ — 0, we get that f5 is 1 + 6(d)-Lipschitz with respect to dg. Passing further to the
limit as 6 — 0 and recalling the second in (4.23]) we conclude that f is 1-Lipschitz with respect to d,. O

5 Second order calculus

In this section, we will specialise the second order calculus developed in [23], Ch. 3] to the setting of a smooth
manifold with a C%-Riemannian metric with L -Christoffel symbols and C°N I/I/li)’f—weight on the measure.
5.1 Some elements of the theory for general RCD(K, oo)-spaces
Let (M,d, m) be a metric measure space that satisfies the RCD (K, 00)-condition. Recall that

D(A) :={f € L*(m): Af € L*(m)} C Wr2(M).

Denote by Const(M) the space of constant functions on M. Following the notation of [23] Ch. 3], we define
the space of test functions

TestF(M) :={f € D(A)NL>®(M,m): |Vf| € L®(M,m) and Af € W,,*(M)},
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test vector fields
TestV(M) := { Zhini : ne€N f; € TestF(M), h; € TestF(M) U Const(M)} i =1,.. .,n},
i=1

and test forms

TestFormy,(M) := {linear combinations of forms of the kind
fodft Ao Ndfi s f1,. .. fr € TestF(M), fo € TestF U Const(M)},

for 1 < k <mn. Set TestFormo(M) = TestF(M). For the notion of gradients and differentials in metric
measure spaces, we refer to [23, Ch. 2]. We will apply this theory to weighted manifolds with continuous
metrics and weights. In that case, the non-smooth notions of [23] coincide with the classical gradients and
differentials on manifolds.

All expressions are well-defined, because f € TestF(M) implies that f € W12, so the differential and the
gradient are well-defined. A regularization result due to Savaré [42] (see also [23], (3.1.5)), yields that
if f € L? N L°>®(M,m) then for all t > 0, f; := Hy;f € TestF(M). In the next proposition we recall two
important density results proved in [23] Prop. 2.2.5] for general metric measure spaces. In the setting of a
smooth manifold with a continuous metric and a continuous weight, we will prove an even stronger result in
Lemma

Proposition 5.1. TestForm; (M) is dense in L*(T*M) and TestV (M) is dense in L*(TM).

In [23] it is shown that for f,g € TestF(M), then (Vf,Vg) € W.L2(M), which allows to define a notion of
Hessian H|[f] : [TestF(M)]?> — L?*(M) of a function f € TestF(M) as

H[f](gvh) = (<V<Vf, Vg>7vh> + <V<Vf7 Vh>7v9> - <V<Vgavh>vvf>)

[N

Definition 5.2. The space D(A) C WL2(M) is the space of functions f € WL2(M) such that there ezists
a measure v € Meas(M) satisfying

/hdu: —/(Vh7Vf>dm,

for all h : M — R Lipschitz with bounded support. In this case the measure v is unique and denoted by Af.
By [23] Lemma 3.2.6], we have that if X,Y € TestV(M), then (X,Y) € D(A). Define

Dy12(A) = {f € W,*(M), Af € W,*(M)}.

We are now able to define the measure valued operator Ty : [TestF(M)]> — Meas(M) given by

1 1
Ta(f,9) = 5AV/,Vg) = 5((VAS, Vg) + V[, VAg)).
In the next definition we recall the Bakry-Emery condition BE(K, N), the reader is referred to [4] 5] 20] for
more details.
Definition 5.3. Let K € R and N € [1,00]. We say that (M,d, m) satisfies the BE(K, N) condition if for
every f € TestF (M), it holds

ro(f,f) > (KIVP + %(Af)Q)m.

The following important fact was proved for N = oo in [3], 4] (see also [24] [I]) and for N € [1,00) in [20
Sec. 4] and [0, Sec. 12]:
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Theorem 5.4. Let (X,d,m) be a metric measure space, let K € R and N € [1,00]. The following are
equivalent:

(i) (X,d,m) is a RCD*(K, N)-space or, in case N = oo, (X,d,m) is a RCD(K, co)-space.

(i) (X,d,m) satisfies (4.1]), the BE(K, N)-condition, and it is infinitesimally Hilbertian. Moreover, every
f € D(Ch) with |Df|, <1 m-a.e. admits a 1-Lipschitz representative m-a.e. with respect to d.

5.2 Application to smooth manifolds with lower regularity Riemannian metrics
and weights

Let M be a smooth manifold. Take a Riemannian metric g € C° that admits L2 -Christoffel symbols and
induces the distance d,. Define the measure p via du := h2dvol, for a h € C°(M;(0,00)) N W,o2(M, ).
Moreover, we assume that (M, dg, 1) is a CD(K, co)-space. Thus is satisfied (see Remark and by
Corollary [£.27] (M, dg, 1) is an RCD(K, 00)-space.

We will now specialise some concepts from [23] to this particular case. Using integration by parts, [3|
Prop. 2.14 (iv)] and Lemma [4.17] yields:

Proposition 5.5. Let f € WL2(M) and H; denote the heat flow of the Cheeger energy. Then fy := H,f — f
in WE2(M) ast — 0.

Proposition 5.6. The space L>(T*M) (as defined in [23, Def. 2.2.1]) is isometric to H3(T* M, i) and the
space L*>(TM) (as defined in [23, Def. 2.3.1]) is isometric to H3(T M, p).

We will not give a proof as it directly follows from the (quite technical) definitions and from [23] Prop. 2.2.5];
in the following we will identify the isomorphic spaces with each other.

We will now turn to a generalisation of the divergence. For a compactly supported X € HZ(TM, i) we
have that div(X) = (8, X" + X'20;h + X' tr(g7'0,9)) € L*(M, ) satisfies (3.4). Hence, any compactly
supported and smooth vector field X is in D(div), according to [23, Def. 2.3.11].

Next, we look at a generalisation of the Hessian. The identity motivates the following definition of
the space W22(M).

Definition 5.7 ([23] Def. 3.3.1). The space W?2(M) C WL2(M) is the space of all functions f € WL2(M)
with the following property: There exists A € L>((T*)®2M) such that for any hy, ha, ¢ € TestF(M) it holds

2 [ 6AThn, Vi) dp
S /(Vf, Vhi)div(¢Vhs) + (V f, Vho)div(¢Vh1) + (Y f, V{Vhi, Vho)) du. (5.1)

We will call A the Hessian of f and denote it as Hess(f). The space W22(M) is endowed with the norm
H'HW2,2(1\/I) d@ﬁned Via

2 2 2 2
1 w22 = 1 2ary + N N 2reary + Hessfll 2 (ryo2an-

We next investigate such a space W2?2(M) in case of a smooth manifold M with a C°-Riemannian metric g
with L -Christoffel symbols and a C° weighted measure .

Recall that, for every ¢ € C°(M) C L? N L (M,u) N D(A), it holds Hyp € TestF(M). Moreover, for
each function ¢ € D(A), we know that AH;p = H;Ap — Agp in L?. Then, Proposition yields that
Hyp — ¢ in H3(M, u) and Theorem gives that ||[VHio||| L« < e 25|Vl .. Hence, it follows that
for each f € W22(M), also holds with ¢, ki, hy € C°(M), which together with A € L? implies that
f € H2(M, u). This fact is summarised in the following proposition.

Proposition 5.8. HZ(M,u) D W22(M) and for all f € W22(M), it holds Hf||H22(M7#) = | fllwz2(ar)-
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Moreover, it holds that TestF(M) C W22(M), see [23, Thm. 3.3.8].

A consequence of Proposition Lemma and Mazur’s lemma is:

Proposition 5.9. Let M be a smooth manifold, g a C°-Riemannian metric that admits L2 _-Christoffel
symbols and p a measure on M defined by dp = h2dvol, for a h € C°(M,(0,00)) N WI})CQ(M) Then
TestF (M) is H3(M, p)-dense in L> N H3 (M, p) .

Definition 5.10 ([23], Def. 3.3.17). The space H**(M) is defined as the W??2-closure of TestF(M).

By Proposition 3.3.18 in [23], we have that H*?(M) coincides with the W*?-closure of D(A,,), so we get:

H2(M,
Proposition 5.11. H*?(M) = H2(M, p) N L>(M, i) 200
D(A,).

and it coincides with the W2?2-closure of

Now, we can turn to the abstract definition of the covariant derivative:
Definition 5.12 ([23] Def. 3.4.1). The Sobolev space W&*(TM) C L*(TM) is defined as the space of all
X € L3(TM) such that there exists T € L2(T®2M) such that for every hy, ho,p € TestF(M) it holds

/<pT : (Vh1 @ Vhy)dp = — /(X, Vha)div(eVhy) — pHess(ha)(X, Vhy) dp.

In this case we call the tensor T the covariant derivative of X and denote it by VX. We endow Wé’Q(TM)
with the norm H'HWé’Q(TM) defined by
2 2 2
XN w2 rary = IXI L2 (rary + IVX L2 (go2ary -
We denote by Hy>(TM) the closure of TestV(M) in Wx>.

This definition makes sense, as in [23] it is proved that test vector fields are indeed in W5 (TM).
Proposition 5.13. TestV(M) C H? N L>(TM, ), and hence H5*(TM) is a subspace of HE(TM, ).

We note that by our previous computations we get that for X € Hé’l(TM)7 it holds VX = (V.X)* in the
classical H}(TM, j1)-sense. For X € WE*(TM) and Z € L*(TM), we define VX via
(VzX,Y)y=VX:(Z®Y).

A computation shows that in the case of smooth vector fields, this coincides with the smooth covariant
derivative. As for Cl-vector fields, we have that VzX = Z¢0; X° + I'?,X;Z;, this holds by density for all
vector fields X € HZ N L>°(T'M, 1) and motivates the following definition of Lie bracket:
Definition 5.14 ([23], Def. 3.4.8). For X,Y € HL*(TM), we define [X,Y] € LY(TM) via

[X,Y]:=VxY —VyX.
Note that this again coincides with the Lie bracket in the smooth case and the local expressions carry over
by density. The generalised differential is defined as follows:

Definition 5.15 ([23], Def. 3.5.1, 3.5.5). The space W;>(A¥T* M) C L*(A*T*M) is the space of k-forms
w € LE2(A*T* M) such that there ezists a (k + 1)-form n € L2(A**1T* M) for which the identity

/n(XO,...,Xk)du:/Z(—l)i“w(Xo,...,Xi....,Xk)du

+ /Z(—l)i+'jw([Xi,Xj],X0, N 7XZ', ey Xj, ey Xk) d,U,7
1<j
holds for any Xg, ..., Xy € TestV(M). In this case we call n the exterior differential of w and we will denote
it as dw. We endow W, (A*T* M) with the norm ||'||W;,2(AkT*I\/[) given by
2 2 2
||W||W;72(AkT*M) = ||W||L2(AkT*M) + ||dw||L2(Ak+1T*M)'

Moreover, we define H;’2(AkT*M) as the W;’Q-closure of TestFormy (M).
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Again, this definition makes sense as in [23] it is proved that test forms are contained in W,*(A*T*M). As
TestV(M) C HE(TM, 1), we get that H (M, ) € W, ?(A°T*M), on the intersection the coefficients need
to coincide with the ones from the classical differential, and the norms are equivalent on the intersection.
The cases of k = 0,1 will be of particular interest.

Next, we recall the definition of the codifferential:

Definition 5.16 ([23], Def. 3.5.11). The space D(8;) C L*(A*T*M) is the space of k-forms w for which
there exists a form 6w € L2(A*=YT* M) called the codifferential of w, such that

[y du= [ o

for all n € TestFormy_1(M). In the case k = 0, we set D(8y) = L?(11) and define § to be identically zero.

For 1-forms, note that w € D(8;) if and only if w® € D(div) and, in this case, dw = —div(w#). In [23], it is
shown that for each k, TestFormy (M) C D(dx). Hence, the following definition makes sense:

Definition 5.17 ([23], Def. 3.5.13). The space W}i’z(AkT*M) is defined as W;’Q(AkT*M) ND(y) endowed
with the norm ||~HW11{,2(A;CT*M) defined by

2 2 2
HWHW;;"’(MT*M) = ||W||W;»2(AkT*M) F 10wl z2 ar-170 01y -

The space H}J’Q(AkT*M) is defined as the W}J’Q—closure of TestFormy (M).

It is not hard to check that TestFormy (M) C Wy (AFT*M).
Definition 5.18 ([23], Def. 3.6.3). The space H}jQ(TM) C L*(TM,p) is the space of vector fields X €
L*(TM) such that X* € H*(T*M) equipped with the norm ||X||H111,2(TM) = HX"HH}J,Q(T*M).

Definition 5.19 ([23], Def. 3.5.14). Given k € N the domain D(Agy) C Hy*(A*T*M) of the Hodge
Laplacian is defined as the set of w € H}{’Q(AkT*M) for which there exists an o € L2((A¥T*M) such that

Jtamdu= [(do.anaur [ (w.dndu vne B A1),

In this case o is unique and we denote it by Ay pw.

Note that
/(AH,kw,w> dp = /((dw,dw> + (0w, dw)) dp.

In [23] Prop. 3.6.1], it is shown that TestForm;(M) C D(Ap1). Moreover, Af = —Apof for all f €
TestF(M). Finally, we recall the generalised Ricci curvature tensor:

Theorem 5.20 ([23], Thm. 3.6.7). There is a unique continuous map Ric : [Hy*(TM)]* — Meas(M) such
that, for every X,Y € TestV (M), it holds:

X, Y 1 1
Ric(X,Y) = al 5 ) + <§<X, (AgY")H) + 3 (AgX")H — VX : vy)u.
This map is bilinear, symmetric and satisfies:

Ric(X, X) > Kg(X, X)pu.

Moreover, setting X =Y, we get that

. X|?
Ric(X, X) + (VX s — (X, (2 X" = a1

We will now connect the measure valued Ricci tensor in the sense of Theorem [5.20] and the distributional
Ricci tensor in the sense of Subsection [3.3l
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Proposition 5.21. Let M be a smooth manifold with a C°-Riemannian metric g with L3 . Christoffel

symbols. Consider du = h*dvoly for a positive function h € C° N I/Vlaf Assume that (M,dg,p) is a
CD(K, o0)-space. For X € TestV(M) we have that Ric(X, X) = Ric,, (X, X) in the sense of (3.12)).

Proof. By the previous observations we have that for ¢ € C. N lef (M) (which we assume to be supported
in one coordinate patch),

2
/ dRic(X, X) = / pda X / (X, (Ar X)) — VX )0 dp
M M 2 M
1
-3 /MWIXIQ,V@ dp+ /M(<X, (A X)) = VX [55)du

1
~ 73 /]V[<V|X|2, Vi) du + /%OdXH? + 16, X" = [VX[35)¢ dp.

Now the last line equals the right hand side of (3.12)) as it appears in Lemma so we get that locally
/ pdRic(X, X)
M
:/XJ‘Xk( 2 TP T8 TP Jh?/[gldat .. da" — /F?kap(Xijcph2\/|g|) dat ... da"
+/F£k8j(Xijg0h2s/\g|)dxl...dx"

+2/Xij(8jh(')kh+h(r)shFij)gm/m\dxl...dx”+2/8jh8k(Xijhgm/|g|)dx1...d:z:".

O

As in [23], we have that for all f € TestF(M) it holds
Rie(V1, V1) + (Vs = AT (v p.vap, = ror. ). (52)
Proposition 5.22. Let M be a smooth manifold and g a C°-Riemannian metric with L2, _-Christoffel symbols

and h € C°(M, (0,00)) N Wli)f such that (M,dg, ) is a CD(K, o0)-space, where dp = h?dvol,,.
Then, for all f € H*>2(M), it holds that

/ V2 f|2h? dvol,, g/ \Af\zhzdvolg—K/ |V f|2h? dvol,,.
M M M
If f € D(A), we have that Hyf — f strongly in H*?2.
Proof. By [23 Cor. 3.3.9], we have that
| 19ulsan < [ (AP~ K|Va?)
M M
for all w € D(A). If f € H*2N D(A), we have that Af € L? and hence H;Af — Af strongly in L? as

t — 0. As the semi-group H; is generated by A, we have that AH,f = H;Af for all t > 0. It follows that
AH,f — Af strongly in L? as t — 0. Setting u = f — H,f, we infer

IN

2
V207 = D oareyonnsy < —K [ 190 — )P iavoly+ [ A(F = Hif) vl
M M

KT+ DU = Hef gz, + 1A = Hef )l 2 ary0y) — 0
ast — 0. O]

IN
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6 RCD implies distributional Ricci curvature lower bounds

6.1 Some useful approximation results

We start the section with some local considerations, so we work in R™ for simplicity of presentation. Recall
the following consequence of the Poincaré inequality:
Lemma 6.1. Let R > 0, 1 < p < oo and u € WHP(Bg(0)). Let m

exists a constant C' = C(p) > 0 independent of R such that

= meR(O)Udﬁn‘ Then there

l[u— m”LP(BR(O)) < CR”VU’”LP(BR(O))'

Lemma 6.2. Let Q C R™ be open and v be a o-finite measure on ) such that C° () is dense in LP(v) for
each p € [1,00). Let f,(fi)r>1 be measurable functions on Q such that || f||; and ||f]l ~ are bounded and

such that fr — f weakly in LP(v) for some p € [1,00). Then fi, = f in the weak* topology of (L*)* = L.

Proof. As v is o-finite, we have that indeed (L!)* = L*°. By the Banach-Alaoglu theorem, it follows that
there is a weakly* convergent subsequence of fi, which we will still denote by f;. Hence, f;. converges
weakly™ to some f € L>. Suppose f # f. Then there exists an L'-function ¢ such that

/Qfsbdvaé/ﬂfaﬁdv-

As C°(Q) is dense in L', we can assume that ¢ € C° C L9, where ¢ = 527- This contradicts the weak

convergence in LP. O

Lemma 6.3. Let K C B1(0) C R™ be compact and denote d = dist(K,0B1(0)) > 0. Then there exists a
do > 0 and a constant C' = C(n) such that for all 6 € (0,d0), there exist an integer m < Co~"™ and points
Y1, Ym € B1(0) such that Bss(y,) C Bysya (yi) C B1(0) for all1 <i<m, K C U;~, Bs(y:) and for all
x € Bl(O), |{Z NS BQﬁ(yl)H <C.

Proof. Let &g = & and fix § € (0,00). Now let {y1,...,ym} = ﬁZ” N Blf%(O). It follows that
K C By_z_5(0) C U™, Bs(y:) € U~ Bysy o (yi) € By_a(0). Moreover, there exists a constant C1(n)
such that for each z € R", |2\1/HZTL N By (z)| < C1(n) so for each x € B;(0), there are at most Cy(n) points

in ﬁZ" N Bas(z). Finally, there exists a constant Ca(n) such that for each 0 < A <1, \ﬁZ" N B1(0)] <

Cy(n)A~™. Taking C'(n) = max(C1(n),Ca(n)) finishes the proof. O

Lemma 6.4. Let R > 0, ¢ € C°(Bg(0)). Then there exists a constant C = C(n,R) > 0 and g > 0 such
that for each 6 € (0,0¢), there exists a set {x1,-..,xm} C C(Bgr(0),[0,1]) and a family {y1,...,ym} C
Br_35(0) such that the following holds:

(i) m<Cé™,
(ii) Yo, xi(z) <1 for all x € Br(0) and Y i~ xi(z) =1 for all x € supp ¢,
(iii) For each 1 <i<m, |[|[Vxi|l - < Co7L.
For all i, it holds x; € C2°(Bas(y:))-
For all x € Bg(0), it holds |{i : x € Bas(yi)}| < C.

(iv

—_ — e

(v

Proof. By rescaling, we can assume R = 1. Then take K = suppy and apply Lemma to get dg.
Choose 0 < 0 < g and take m, {y1,...,Ym} as in Lemma It then follows that for all i = 1,...,m,
Bss(y;) C Bgr(0), hence y; € Br_35(0). Now, for each i € {1,...,m} take a function 7; € C°(Bas(y;), [0,1])
such that n;(z) = 1 for all « € Bs(y;) and |Vn;| < C%. It follows that >;"  m; € C°(B1(0)) and 3" m; > 1
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on supp ¢. Now take a function h € C*°(R) such that |h/| < 1, h(z) > max(|z|, 1) and h(z) =z for z > 1.
Define
15 (%)
! h(3 iy mi(@))

It follows that Y" | x;(z) <1 for all z € B1(0) and Y ;- x;(z) = 1 for all z € suppy. To see (iii), note
that for all x € B;(0)

|Vl (z) + Ih’(Z?ll ni(2))l 2211 Vil ()] -1 - —1 -1
V()] < o)) <160(s7t+ 30 67 S 16(1+Cn))s

L:xESUPP N;

O

Definition 6.5. Let Q C R™ be an open set. We denote by CompV () the linear span of functions of the
form pVh, where p,h € C°(Q). For a smooth manifold M with a C°-Riemannian metric g, we define
CompV (M) as the linear span of functions of the form pVh, where p,h € C(M).

Lemma 6.6. Let R > 0, Br(0) C R™. Let X € C>X(Bgr(0);R™). Then there exists a constant C =

C(n,R) > 0 and a constant Cy = Cy(n) > 0 such that for all ¢ > 0 there is a X = Soa1 Vi €
CompV (BRr(0)) satisfying the following

i) HX —XH < Ce and HX XH < Ce,
W1 (Br(0)) L= (Br(0))
X o
) |1X] 1o S GO IX s
(ii)) ¢ < Cs,

(iv) for all p, we have that ||hpl| e g, ) < C and || fpll poe (5, 0)) < ClX 1 (p0))E

(v) for all p, we have that [Vhp| e .0y < CQ+ ||X||C2(BR(0)))5_ and |V fpll oo gy < C(1+
Xl (B (0))-
Proof of (i). Assume (by potentially readjusting) that € < min(%, do), where dp > 0 is as in Lemma We
will denote by DX the Jacobi matrix of X. We choose

3
 8n*(L+ DXl + [1D2X ] )

(6.1)

so by the mean value theorem we get that for all y, z € Br(0) with |y — z| < 49, it holds | X (y) — X (2)| < ¢
and |[DX(y) — DX (z)] < e. Note that we also have § < dy. For this chosen d, take m, {x1,...xm} and
{Y1,.-,Ym} as in Lemma Let ¢ € C°(Bss(0)) such that 1(Bas(0)) = {1} and |Vy| < 26 L. Fix an
i€ {l,...,m}. Let

1
A= Xdcr e R™,
Bosi)l oy

and
Then Va; = A; and DA; = 0 on Bas(y;). For 1 <1,k < n, let B¥ = 9, X!(y;) € R. Moreover, define

pF(x) = Y(z — yi)(zr — (yi)r) € COO(BR( ))s

¥ (x) = (x — ;) B (21 — (y:)1) € C°(Br(0)) and

B (@) == (pi Vi) () = ¥(@ — yi) (r — (yi)k) - V((& — i) B* (21 — (y:)1) € CompV (Bg(0)).
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Then, for all x € Bss(y;), we have that

B (x) = (z — (yi)x)B*e; € R, and
DB*(z) = (81,68 B pet,.n € R

Notice that

/ BkdLm =0 e R™,
B26(y1)

as B* is linear on Bas(y;). Now define X := 37y, - (Vo + > k=1 BiF) € CompV(Bg(0)). As X, X e

Wy (Br(0)), the Poincaré inequality implies that

|x - ]| <C-(1+R)||DX - DX| :
W.1(Br(0)) L' (Br(0))
for some C'=C(n) > 0. Now, as X =Y I" | x; X, we get that
DX - DX| _ / D(:X) = Diyi(Vai + S ) dcr
H L1(Br(0)) Br(0) |; ) k;l g
m
/ Z\vmx (Vo + Z By \+|ZX, (DX — D Z By dLm.
Br(0) ;=1 k=1 k=1
For each 7, we get that
px -p( Y 8 = DX = DX ()| (054 < 7
=t L% (Bas (4:))

Thus, using that y; > 0, we get that

/ ’ZXZDX DZﬂ’“ dc" / sz

k=1 k=1

For each i, we have |Vy;| < C(n, R)§~! and

/ Vil
Br(0)

X —Va; + znjﬁfl

k,l=1

X - Va; + Z BE

k,l=1

acn = / Vil
Bas(yi)

< C(n, R)SH|X — Vay + Z Bkt
k=1

L1 (Bas(yi))
By Lemma and (6.2)), we have that
X Vot Y 8 <206 DX—D(Vosz > Bfl)
k=1 L1(Bas (5:)) k,i=1 L' (Bas (ys))
= 204||px - D( 3 5
kii=1 L1 (Bas (y:))

< C6"He.
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Thus,
/ IVl | X — Va; + Z B dL™ < C(n, R)ed™.
Br(0) k=1
Now, as m < C(n, R)6~", we get that
[ S Ivaix - (Ve Y )1 < O, Ry
Br(0) ;—1 k=1

All together this gives

HX XH Cl+RHDX DX‘

< C(n, R)e.

W1.1(Bg(0)) L'(Br(0))

Moreover, note that for each x € Br(0),

X = X(@) < | D x(X = Vay)|(a)

i=1

+ 3D hastl(a) < Cloe.
i=1 Lk

This concludes the proof of (i).

Proof of (ii). Next, we want to investigate the L°-norm of DX. We get that for a point y € Br(0)

DX - DX|) = |32 D)~ D(xa(Tai + 3 8)|)
=1 k,l=1
< (iwxi\l —~ (Vo + Z 8)[) +\ZXZ(DX S B | ).
=1 k,l=1 k,l=1

We will investigate the two sums separately. For a fixed i, we know that |Vx;|(y) < C(n,R)é~! and
Ixil(y) < 1. It suffices to only consider y € Bas(y;), in which case we have that Bas(y;) C By ( ). By our
choice of §, we have that for all z € Bys(y;) it holds | X (z) — X (y)| < e. Hence,

|X(y) — Vail
1

|Bas (i) Bas(vi) X(=)dL"(z)

= ‘X(y)

1 ., E
S B Sy~ ~ WAL <

Moreover,

5(1 +|DX|p).

) En: B (y) < n?

k=1

This gives that

Vil X = (Tait 30 8|0 < Cns (1X) - Tl + | 3 8% w)

k=1 k=1

)

(n)0~ (e + 8|DX| 1)

<C
<Cn)(1+|DX|~ + |D*X 1),
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where in the last estimate we used the precise dependence of ¢ in terms of §, (6.1). The choice of § also gives

pX-DY 81l <

k=1

Tl2€.

Noting that | : y € suppy;| < C(n), we get that

~ (vai+ zn: Bﬁ’“)] +‘ZX1(DX D Z B’”)‘

k=1 k=1

DX — DX|(y <Z|sz

< C(n)((l + IDX|| e + | D*X]| ) + n25).
It follows that there exists a constant C'(n, R) such that

|px| . <|px-DX| _+IDX]m < COMNRA+ X 023000
As X € C°(Bg(0)), we get that also HXHL < CR(1+ || Xllc2(Bp(0y))s Which proves (ii).

Proof of (iit) For the last three statements, let us explicitly spell out how we can build X out of finitely
many (bounded by Cy = Cs(n) independent of §) CS°-functions and their gradients. Recall that by the

proof of Lemma (6.3 we have chosen the y; to be in 52=2" N B(0). Note that ’(Z/WZZ)"’ — (12n)". For
e (2/12TLZ) , let
s'={CeZ"-CS:§S mod 12n,V1 < s < n}.

Define Yg := {i:yie{yl,...,ym}ﬁ Zg} If Ye = 0, define Xf—ag—pg —7] =0 € C>(Bg(0)), where
k,le{1,...,n}. Otherwise, define

Xe == Y _ Xi € C°(Bg(0)),

iGYg
ag = Y a; € CX(BR(0)),
iEYg
pE =Y pi € CX(BR(0), for 1 <k <nand
iGYg
né- .—ankeC‘” r(0)), for 1 <k,l <n.
i€Ye
We note that
BBﬁ(yi) N BS(S(yi’) = (Z), if ’L', il c Y% and 7 7& ’L'/, (63)

as then |y; — yi| > 64/nd. Now, for all ¢, we have that

n n
supp o; Usupp x; U | supp pf U ] supp nf* C Bss(:),
k=1 k=1

SO

XeVoge + Z Xgpg Z Xi Z Va; | + Z Z Xi Z pic Z Vﬂik

k=1 i€Ye i€Ye kl=1 \i€Ye i€Ye i€Ye
n
k lk
= E xivoﬁi Xi E piVn;.
i€Ye i€Ye  kil=1
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Hence,

n
X= > [ xeVac+ D xenkViet
’ n k=1
e ( /12nZ)

These are at most 2 - (12n)"(n? + 1) =: Ca(n) functions, proving (iii).

Proof of (i) and (v). To prove the last two statements, we may again fix a £ € (Z/12nZ) as above. Take
an ¢ € Br(0). If x ¢ Bss(y;) for some i € Y, then all of the above functions and their gradients are zero
when evaluated at z. Otherwise, by (6.3), there exists exactly one i € Y such that « € Bss(y;). Then we
have,

Ixe(@)| = Ixi(z)| < 1,

[Vxe(@)] = [Vxi(2)] < C67H < O+ [[X]|e2)e™,

|ag(2)] = |ei(2)] < Cl[X|[god < C(1+ | DX]| )0 < Cb,

and

[Vag(2)| = [Vai(@)| < [V(x — yi)(Ai, (2 — yi)l(@) + [z — yi) Ail(z) <071 Ol X ]| 0od + ClIX | o

<O+ [ X]co)-
Moreover,
xept (2)] = [xipf (x)] < C6 < Ce

and

IV (xepe)l (@) = [V (xipi)l (@) < 1(Vxa)|(@)|pF (@) + [xil (@) (Ve (@ = ya) (2 — a)w)| + [z — ya)l)

<C@B o) +CEi+1)<C.

Finally,

"] () = 1" |(2) = (@ — y)lIB*Il(@ — ()l < CIX | cad

and

V'l () = Vi () < V(e = ya)l| B llan — (ol + (@ — o) || B
< Co Xl erd + [ Xlen < ClX -

As z was arbitrary in Bg(0), this holds for all z, and as £ was arbitrary, this holds for all £, which proves
the lemma. O

We now deduce a corollary about Sobolev spaces in R™. This is not related to our further study but it is
worth mentioning.

Corollary 6.7. Let Q C R” be an open subset. Then CompV(Q) is dense in Wy™P() for all p € [1,00).

We are now going to apply the previous results to manifolds. The next lemma follows from partitioning the
manifold in balls and patching the approximations from Lemma together.

Lemma 6.8. Let M be a smooth manifold with a C°-Riemannian metric g that admits L2 _-Christoffel
symbols and a measure p defined via du = h?dvoly, where h € C°(M,(0,00)). Let X be a compactly
supported smooth vector field on M and let € > 0. Then there exist a constant C = C(M,g,h,X) and a

vector field X = > a=1 hpV f € CompV(M) such that
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(i) HX—XH < Ck,
H(TMp)

(i) supyy(|X], + [VX],) < C,

(i) ¢ < C,

(vi) for all p, we have that ||hy||; . < C and | fp|l, - < Ce,

(v) for all p, we have that ||[|Vhy|g|l e < Ce™ and |||V fplgll - < C.

In the next proposition we invoke the parabolic De Giorgi-Nash-Moser theory [30] to obtain C%® convergence
of the heat flow to the initial datum. The non-triviality of the statement relies on the fact that the Riemannian
metric is merely C° with L2 = Christoffel symbols, and the weight on the measure is merely C’OOWI’Q(M ).

loc loc
Proposition 6.9. Let M be a smooth manifold and g a C°-Riemannian metric with L1200 Christoffel symbols.

Let moreover h € C°(M, (0,00))NWb2(M). Define the measure p on M via dju = h?dvol,. Let K € R and
assume that (M,dg, p) is an RCD(K, o0)-space. Denote by H; the heat flow on M. Let Q2 C M be open such
that  is contained in one coordinate patch (U,v) and ) is compact. Then there exists an o € (0,1) such

that for each p € C°(M), T > 0, and for each open Q CC €, it holds (idj1) x ¥).Hyplg € C%*([0,T),€).

Proof. Throughout this proof we write p; for v, Hyplo. As Q is compact, we get that there exists a constant
A > 0 such that + < h?\/]g| < X and $1Id, < g~' < AId,, on Q. We note that p; weakly solves

&Pt = A,upt

on . Observing that for any two functions f, ¢ € C°(Q) it holds

[ surodn=— [ 9,090 4=— [ 12Vlg"a.s064c
M M

M

we get that p, weakly solves
Opr — div(ADpy) = 0, (6.4)
where
Aij = h*V/]glg". (6.5)

By the previous observations, A is uniformly elliptic on Q. Recalling that p € C°(M), the result follows
from the parabolic DeGiorgi-Nash-Moser theory, see for instance Theorem 1.1 in Chapter V of [30]. O

We are now ready to prove the main approximation result of the section that will be key in the proof of the
main theorem of the paper.

Lemma 6.10. Let M be a smooth manifold endowed with a C°-Riemannian metric g that admits L120c'
Christoffel symbols and a continuous positive weight h. Let p be the measure defined via dp = h2dvol,,.
Assume that the metric measure space (M,dg, 1) satisfies the CD(K, 0o0)-condition. Then for each relatively
compact, open U C M and vector field X € C°(T'M) there exists a sequence (W;); C TestV(M) such that
W; — X in H(TU, u) and (W;); is bounded in L>(U, ).

Proof. As a first observation we note that by Corollary the metric measure space (M, dg, 1) is infinitesi-
mally Hilbertian, hence an RCD(K, oco)-space, which in particular enables us to apply all the theory from the
previous section. Let € > 0. We can find a constant C' = C(M, g, h, X) and functions f,, h, € C°(M) where
p € {1,...q} such that, denoting X := Eg:l hpV fp satisfy conditions (i)-(v) from Lemma. We first note

‘X . XH < C'\/E. We have that C% € D(A,) N W22(M) 0 L=(M), so for

that by interpolation, <
H2(TM,p)
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all p, it holds f,,h, C H3 N L>=(M,u) C D(A). Thanks to Proposition m together with the equality of
norms established in Proposition we get that for each p, there exists a t € (0, I K‘] such that

52

maxp (prHH%(M,;L) + Hh’pHHg(M,u)) .

max(||h, — chpHHg(M,u)a Ifp — Htfp”Hg(M,,L)) <

Fix a relatively compact, open set U C M. Then by using Proposition on a finite, relatively compact
cover, we can potentially decrease t, to get

52

)

max([|hp — Hihpll oo 71 1fp = HeSpll oo (r,)) <
P pllLee U,y 1P PRL=U0) ™ max, (||fp||H§(M’M) + ||hp||H§(M’M))

for all p=1,...,q. Define f, := Hyf, and h, := H;h,, for all p. Moreover, recall that for each ¢ € (0, ﬁ]
and each f € W22 N L*, we have that
[Hef | oo at,y < ISl oo (ar ey and

|||VHtf|g||L°o(M,,u) < e_Kt|||Vf|g||LOO(M7u),
by Theorem [£.11] and the maximum principle of the heat flow. Hence,

fp . < pr”Loo < Ck,

b < il <€

IV folg

|Vﬁp\gHLoo <Ce h

< (C, and
LOC

Define W := 31, hyV f,. We directly get that

q
W lgll g 1) = <RVl < 9C*
Leo(Mp)  P=
To conclude, we estimate that
~ g ~ ~
HW - X‘ L2(TM,p) = ; "V fp = thfp’ L2(TM,p)

9 ~ ~ ~

SO [ O (A 2 (.
g ~ ~

= Z P LOO(M’MHpr—pr L2(TM,p) * ’ hp =Ty LQ(M,M)H Pll oo (7,0

3
Il
-

<C(M,g,h,X)e.

For the covariant derivative, we note that

q : q q
W= (vc > h,,pr> = (Z hyHessf, + dh, ® Vf,,> = hp(Hessf,)* + Vh, @ V f,,.
p=1 p=1

p=1
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Then, by similar arguments as the previous ones, we get that

q
HVW B VX’ L2(T®2U, ) S;; HV(thfp) B V(thfp)‘ L2(T®2U,p)
9 ~ ~ ~ ~
<3 (T8 P LA O U S P N (LT
i ~ ~ ~ ~
+}; HVhp L°°(TU)vap —Vih L2(TU,p) + HV(hp ~hp) L?(TU,M)H T L= (TU,u)
<C(M,U,g,h,X)e.
Finally, we estimate that
1X = Wllgz v, < HX - X‘ wrug HX - W’ H2(TU.) < C(M.U,g,h, X)Ve.
O

6.2 The case N = >

We are now able to prove the first main result:

Theorem 6.11. Let M be a smooth manifold and g € C°(M) be a metric with L2 . Christoffel symbols and

let h € C°(M, (0,00)) N Wl’Q(M) be such that (M,dg, p), with du = h?dvol, is a CD(K, 0o)-space. Then

loc
Ricy00 > Kg

in the distributional sense.

Proof. From Corollary we get that (M, dg, u) is indeed an RCD(K, 0o)-space, so all the observations
from the previous chapter apply. Our aim is to show that Ric, > Kg distributionally, so we fix a smooth
vector field X € 7g' and a test volume w = ¢h?vol,, where ¢ € C. N W,-?(M). Using a smooth cut-off
function, we can assume that X is compactly supported. We can (using a partition of unity) again assume

that ¢ is supported in one coordinate patch. We will therefore directly work in an open, relatively compact
set U C R™. From (3.8]), we know that

/URicM,OO(X,X)w:/UXij( b, = T3, T2 )oh*/|gldat .. da™
—/Urfkap(xjxwh?\/@) dxl...dz:"+/L[F§k8j(Xij¢h2\/@)dml...d:z:"
+2/UXJ'Xk(ajhakh+hashr;j)qs\/@dxl...dz”+2/Uajhak(xjxkh¢\/@dz1...dx”
:/UXJ‘Xk( TP, — ZPF§S)¢h2\/Hda:1...dx”f/F?kﬁp(Xj)quShQ\/Hdzl...dx”
f/Ul“kajé)p(ngth\/E) dxl...dx"+/Ur§kaj(XJ’)X’€¢h2\/@dx1...dz”
+/I]rgkxjaj(xk¢h2\/@ dz' ... dz"
+2/UXij(8jh8kh+h@shfij)qﬁ\/@dxl...dx"+2/Uajh8kX-ijh¢\/E)dxl...dx"

+ 2/ ;h X7 0 (X" ho/|g|)dzt ... dz".
U
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By the assumptions on g and h and Lemma there exist functions ¥, ; ,, € L?(U, L") and @, € L' (U, L")
all compactly supported in U such that

/Ricum(X,X)w:/ ijkéj,kdcu/ X XIX W, ;1 AL,
U U U

By Lemma there exists a sequence Vs € TestV(M) such that |||Vs]y]| ;. (U) < C for some constant
C' > 0 that does not depend on ¢ and ||V —XHH%(TU’#) — 0as d —» 0. Fix an ¢ > 0. Note that
Vs ® Vs is bounded in L™ and converges to X ® X in L'. By Lemma Vi@V > X®X in L™ =
(LY* and V; = X in L>® = (L')*. Hence, we can find a §, > 0 such that ||V; = Xl gz (rv,, < € and
Vs @ Vs — X @ X[ 11 (po2p,,y <€ forall§ € (0,d). As g and h?y/|g| are uniformly bounded from above
and from below on U, we get that [|[Vs — X|lyy1.2gn g0y < Ceand [V @ Vs — X @ X|| 11 (gnxn gnxny < Ce for

all § € (0,dp) and a C = C(M,g,h,U) > 0. Now we can use the weak* convergence, to choose a §; € (0,d)
such that

< ¢ and

/UXJ'X%M dE"—/UViV(;’jd)j’kdE"

/U i XIX W, ;AL — /U aixjw’jq;i,j,kdc”‘ <e.

From now on we will denote Vs, =V for simplicity. We get that

/ XIVEY, ;. dL — / RVIVED, ;) d,c”‘ < O(M,g,h,U, ¢, X)e.
U U
Now note that

’/MW, V),¢ h*dvol, — /M(X, X)g¢h*dvoly| < CIV @V = X @ X|| 11 (gaxny < Ce,

where again C = C(M, g,h,U, ¢, X). Finally, we use that

/M oh? dRic(V,V) = /URiC;L,oo(V, Vw = /

Uvjvkéj,kdm+/Uaivjvkx1/i,j,kdm. (6.6)

All together, we get that
/ Ric(X, X)w > / oh? dRic(V,V) — Ce
M M
> K/ (V,V)4¢h* dvol, — Ce
M

> K [ (X,X),0h*dvol, — (2 + |K|)Ce
M

:K/ 9(X, X)w — (2 + |K|)Ce.
M

Sending ¢ — 0 yields the result. O
Lemma 6.12. Let Q@ C R™ be open and M € C°(Q;RX™) be pointwise positive semidefinite. Let € > 0.

sym
Then there exist a function ¢ € C(,]0,1]) and vector fields b, € C*(Q,R™) for k =1,...,n, such that
for M. := 3", b ® by, it holds

|M — M.|cr(gny < Ce,

where C = C(Q, supp M, n) does not depend on €.

41



Proof. First we recall a basic fact about matrices. Let P € R™*"™ be positive definite. Then there exists
a unique positive definite matrix A € R™ ™ such that ATA = P. Writing A = (4;;);;, we get that
Py = (ATA)ij = EZ:I ApiAg; = > . (Ar ® Ag)ij, where Ay denotes the k-th row vector of A and ® the
dyadic product.

Now define M := M + ¢Id,, € C>(Q; RY,n) and note that M is constant outside supp M. By construction,
we have that M is positive definite everywhere in € and its smallest eigenvalue is bounded below by e.
Similarly, its largest eigenvalue is bounded above by ||M|gs|coq) + & =: m. Set

U:= {a—i—ib:ae (;E,m-i-?),bé (—1,1)}

and K := [e,m + 1] C Ry C C. For a matrix B € C"*" we denote by ocnxn(B) the set of its complex
eigenvalues. Note that for each p € Q, ocnxn(M(p)) C K. Let v be a smooth cycle in U \ K such that
n(y,w) = 1 for all w € K, where n(y,w) denotes the winding number of v around w. We denote by
s : U — C the unique holomorphic function which is defined by s?(z) = z and s(w) > 0 for w € RN U.

Define

B(p) - i/s(z)(zldn — W(p)) L de.

~ omi

Using holomorphic functional calculus we infer that B(p) is the unique positive square root of M (p) for all
p € Q. As ~yis a fixed curve with positive distance to K, all functions in the integral are smooth and bounded
on the domain of integration. As M(p) is a smooth function of p, so is B(p) and each of its rows, which we
will denote by by for k =1,...,n. Let p € C°(€,]0,1]) be a non-negative cut-off function such that ¢ =1
on supp M. We can choose ¢ such that V| is bounded by C'(n) - dist(9€, supp M). Now define

M, 5:¢Zbk®bk~
k

By definition, we have that

S (0 if p € supp M,
|M: — M|(p) = { pleld,| < C(n)e if p ¢ supp M.

Similarly,

Y _J 0 if p € supp M,
V(Me — M)|(p) = { Vleld,| < C(Q,supp M,n)e if p ¢ supp M.

By definition, we know that |[M — M|c1 < C(n)e, so combining the estimates above, we get that
M — M.|c1 < |M — M|g1 + M. — M|e1 < Ce.

O

Theorem 6.13. Let M be a smooth manifold endowed with a C°-Riemannian metric g that admits LE -

Christoffel symbols and a positive function h € C°(M) N VVI})CQ (M). Define the measure p via du = h*dvol,,.
Suppose the distributional Bakry—E'mery oo-Ricci curvature as defined in (3.8) is bounded below by K for
some K € R. For each coordinate patch U, there exist reqular Radon measures v;; for i,5 =1,...,n such

that for a test volume w with suppw C U (locally written as w = @h?\/|g|ldz' A ... Adx™) and smooth vector
fields XY, we have that in local coordinates it holds

Ric, 00 (X, Y)w = Z/Xiijhgx/|g|dyij(x1, ). (6.7)

5]
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Proof. Using the local trivialisation ¢ : U —  C R", we may assume that we are working on the open set
Q and will express everything in local coordinates. Define

S S 2 S
Dij = 8prj — 8ZF£J +TeTP T8 TP — ﬁ(haz]h — 3zh8]h — Fijhash) — Kgij S D/(Q)

ij ps JpTis

By definition, D;; is a distribution of order at most 1 and for any smooth vector field X and any test volume
w = @h®\/|gldz' A ... Adz"™, for a p € C. N W52 (M) we get that
(Ric(X, X) 00 — Kg(X, X))w =Y (Dyj, X' X7 0h®\/|gl)pr -
(2%

?EW define D € D/(Q7R?yx,rg) via <D,M>DI,'D = Zi,j <Dij7Mij>D’,D- Denote B()(7 (p) = @h2\/ |g‘(X ® X)
en

(Rie(X, X) 00 — Kg(X, X))w =Y (Dyj, B(X,9)ij)pp = (D, B(X,9))p' D

ij

Now let B € C°(Q; R2X") be pointwise positive semidefinite and & > 0. Let B. be as in Lemma As

sym

Ricy,o0 — Kg > 0, we get that
(D, Be)prp > 0.
Moreover,
(D, (B: = B))p,p| < C(Q,suppB, g, h)|B = Be|cr() < C(Q, B, n, g, h)e.
Hence,
(D,B)pp > —C(Q2, B,n,g,h)e.
Letting € — 0, we get that for any such B,
(D,B)p'p > 0. (6.8)

Now fix S C Q compact and let A € C°(; R2%™) (not necessarily positive semidefinite) such that supp A C

sym
S and supg |A|gs < 1. Then A only has eigenvalues in [—1, 1] at each point in Q. Let p € C2°(Q, [0, 1]) such
that p =1 on S. It then follows that pld,, — A is positive semidefinite in 2. Then by ,

(D, A)pp < (D, pldy,)p -

In other words:

sup (D, Ayp p < (D, pldy,)pr.p < 00.
AEC?O(Q;R;L;,,"[),suppACSJ|A\Hs|co <1
As S is arbitrary, we have proven that D € Co(Q;RZ%")" = (C. (€2, R) e )/ = (CC(Q,R)’)M";U, By Riesz’

Theorem, C.(Q,R)" equals the space of regular Radon measures on (2, so it follows that there exist regular
Radon measures 7;; on {2 for 4,j = 1,...,n such that

sym

(D, M) = / M;;din, for all M € Co(Q;R™X™).
— Ja
2y]

Define the regular Radon measure

Vij 1= Dij + Kgijﬁn.
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Now for any vector field X and any compactly supported test volume @h?\/|g|dz!A, ..., Adz", we have that
/ Xin(ph2 V |g|gind,Cn = <K9(X7 X)>W>D’7D'
Q
By the definition of B(X,¢) and D, we get that

(Ric(X, X) 00, W)/, D = Z/Xinwh2x/|g|dVij(x1, ce s Tp).

,J

By using that Ric, (-, ) is a symmetric bilinear form and considering Ric,, (X + Y, X +Y), we conclude
that (6.7) holds. O

Remark 6.14. From the proof of Theorem it also follows that Zij lvi;|(S) < oo for each compact
subset S C Q. Moreover, the components (v;;);; change tensorially under coordinate transformations.

6.3 The case N € [n,o0)

Finally, we want to examine the case when (M,dg, p) is a CD*(K, N) space for some N > 1. By Corol-
lary we know that (M, dg, pt) is infinitesimally Hilbertian, hence we know that it is RCD* (K, N). Then,
by Theorem we get that (M,dg, ) satisfies the BE(K, N)-condition

Do/, /) = JANVEVS) ~ (VAL V) > (KIVFP + 1 (A))p,  for all | € TestF(M).

Testing with a non-negative function ¢ € C. N Wlif(M ), that we may assume to be supported in one
coordinate patch, we obtain:

f%/M<V(Vf,Vf>,V<p)h2\/@dx1...dz”f/Mgo<VAf,Vf)h2\/Edm1...d:p”
> [ KIVIE+ A7)Vl .. da
Using and Proposition and (5.2)), we get that
/(Vf)j(Vf)’“( PThs = Ti Ll )eh® gl dat ... da” —/F?kap((vf)j(vf)%hzx/@) dat ... dz"
+/ngaj((Vf)j(Vf)k<ph2\/@ dat ... da"
+ / %(Vf)j(Vf)k(é)khﬁjh + hI'8,.0sh)ph*\/|gl dat . .. da"
+ 2/8kh8j(h(Vf)j(Vf)kgo lg]) dat ... da™ + /M | V2 f1%6h?V/|gl dat ... da™
> /M(K\Vf\Q + %(Auf)Q)th\/del L da" (6.9)
Now take a function f e C3(M, p). Tt follows that f € H?2(M,u)N D(Ay), so by~Pr0positionthe heat

flow Hyf =: f; converges strongly to f in H*>2(M) C H3(TM,u). Then f; — f in H*? C HZ so we can
conclude that holds for any f € C?(M) and any ¢ € C}(M). With Theorem this gives:
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Proposition 6.15. Let M be a smooth manifold endowed with a C°-Riemannian metric g that admits L120c'

Christoffel symbols and a measure p defined via dp = h*dvoly, for a positive function h € C° N I/VliCQ(M) If
(M,dg, ) is a CD*(K, N)-space, then for all f € C2(M), it holds

1

Y (VHiVDivis + IV lizs = KIVP = (80 f)*)n = 0 (6.10)
ij

in fized local coordinates.

An application of Theorem 4.7 in [14] shows:
Lemma 6.16. Let M be a smooth manifold, g a C°-Riemannian metric on M and U CV C M both open
such that U C'V and V' is compact. Moreover denote by g. = g * p.. Denote G = [|gl|cor) + HgilHCO(V)‘

Then there exists an 9 > 0 such that for all x € U and 0 < € < &g, it holds
ic(x) = C(e,G,U,V,p) >0,

where i.(x) denotes the injectivity radius with respect to the metric g..

Lemma 6.17. Let M be a smooth manifold, g a O -Riemannian metric that admits L% .-Christoffel symbols
on M and U C'V C M both open such that U C V, and V is compact and contained in one coordinate patch.
Moreover let Je = g * pPe. Denote G = ||gHCO(V) + Hg_luCO(V)' For all peU, there exists an €9 > 0 such

that for all € € (0,eq), there exists a constant C = C(U,V,e,G,p, p) > 0 with the following property: for all
vectors 0 € T, M with |[0]|, < min(1,C), it holds

|Dexpp£ | .. <3, and |D2 expy la| ., <3. (6.11)

euc — euc —

Proof. By covering and rescaling, we can assume that U = B%*“(0) C R™ and V' = Bg'%,(0) € R™. Let
€o > 0 small enough for Lemma to hold, and such that g5 < % and for all € € (0,¢¢), g is a Riemannian
metric on Br(0) satisfying

19| o gzmey) + 192 Ml oo mzmmgey, < 26

Choose € € (0,¢¢) and denote by i, the injectivity radius with respect to g.. Fix a point p € U and v € T,U
such that [|v||,,. < 1. By the relative compactness of V' and arguments as in the proof of Proposition m
(or alternatively Theorem 4.5 in [9]), there exists A = A(G) > 1 such that g¢,g., and | - |eye are pairwise

A-equivalent on V' and their induced metrics are pairwise A-equivalent on B{3(p). For a curve c: [0,1] — M

and W a vector field along the ¢, we denote by W the covariant time derivative and by W’ the derivative in
local coordinates. Denote 7 := 75 the geodesic with respect to g., originating in p and tangent to v. Note
that |§(t)|,. is constant in the existence domain of v, hence we have that for all such ¢,

()l ewe < A?3(0)]eue = A2[0]euc- (6.12)

For any vector w € T,U define J; ,, to be the Jacobi field in metric g. along v with ng(O) = Vj0)J5.,(0) =
w. Recall the Jacobi equation for the smooth metric g.:

5 (t) = Vi) (Vi) T3 .) (8) = ROTE 4 (8),4(8) 3 (D).
In order to keep notation short, we write J,, for J; ,,. In local coordinates, we get:
: d o
(Ju ()" = (Vs hu®)" = 0 (t) + JTOF (T3 (4(1)), and
Fa) = S (S0 + PO OFLG0)) + ek )30 (S TE0) + 7 (03 Or )
w de \dr 7w Y £1j Y epk Y Y dr Y €17 v .
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Hence, the Jacobi equation in local coordinates gives

(R (3 (07 (1) = T (6) S P AT (18) + 9 (7™ (O (1 (0)

IO (O () F(0) + Tebe (V)37 (1) (35 (1)
+ T (OF O (1)) ).
We have that
|D?g.| < C(p,G)e™2, and |Dg | < C(p,G)e™?, (6.13)

where we may assume that C' > 1. Moreover, recall that we can use the geodesic equation and (6.12) to
bound 7" (t)|euc in terms of |v]eue, Ge™1 and A. Hence, all coefficients of the above linear system of ODEs
are bounded by Ce~2. Denote Y, (t) := (JT(¢),(J)T(t)). We get that

Y, (t) = P)Y (1),

Yu(0)T = (07, w"), (6.14)
where P is a matrix with smooth entries whose L>-norm is bounded above by C'e~2. Gronwall’s inequality
gives that for v € T,M

—2

|Yw (t) - Yw+su(t)|euc < ‘5Hu|euceCt€

Hence,

Cte—2
| (1) — w+9u( Neue < [8][u]euce e

Thus,

2

2
IS _
|Jw(t) - Jw+su(t)|euc S ‘3‘|U|euc*(60ts — 1)_

C
It is known that J,,(t) = D exp¥s |y, (tw). Hence, denoting a := Ce™2, we get that for 0 <t < I,

|DeprE |t’u(w) - DeprE |t’U(w + Su)’

euc —

1
< [l uleue (€7 = 1) < 3lslluleuc,

which shows local Lipschitz continuity of the first derivative at the point ~(¢). The second derivative of the
exponential map exists as g. is smooth and by the Lipschitz continuity, it is bounded. Setting su = —w, and
recalling that Jy(t) = 0 for all ¢, we get that

|D expy° 0 (w) |

Hence the first differential is bounded at the point tv. Recall that v is arbitrary, given that the geodesic
tangent to v and its variation are well defined for ¢ € [0, ate )] Then the above holds for each © € (0, ﬁa)]v
and (6.11)) holds for each ¥ such that

< 3|wleue-

euc —

0< o), < —mln(za(p) 1).

9= 72X
By continuity of the differential and the second differential this also holds for |3, = 0. Since p was
arbitrary, taking Lemma [6.16| into account, we get the result. O

Lemma 6.18. Let K, K' C R™ be compact sets such that K C K'. Let furthermore F be a family of closed
balls in R™ such that for every point x € K, there exists a radius R, > 0 such that for all positive R < R, it
holds Br(z) € F. Let ¢ € Co(K',[0,00)) and € > 0. Then there exists a finite family of functions {xp};—
such that the following holds:

46



(i) For everyp=1,...,q, there exists an © € K and a positive R < R, such that x, € C.(Bgr(x),[0,00))
and X, 1s rotationally symmetric centered at x.

(ii) 22:1 Xp < ¢ and HZZ:1 Xp — ‘P’

<e
oK)

Proof. We first recall that, by Besicovitch’s covering theorem, there exists a constant ¢, > 1 such that
for any family G of closed balls in R™, such that the set A of their centers is bounded, there exist ¢,
countable subfamilies (G )5 ; such that for each h = 1,..., ¢y, any two different balls in Gj, are disjoint and

A c Uity Upeg, B-

Claim. For every function ¢ € C.(K’,[0,00)), there exists a finite family of functions {5 }}" ; such that
for every k = 1,...,m the following holds:

1. There exist € K and a positive R < R,, such that ¢, € C.(Bg(z),[0,00)).
2. 1y is rotationally symmetric centered at zx.

3. The following estimate holds:

m m

1
Svn<e and |Swi-g| < (15 leleoo. (6.15)
k=1 k=1 CO(K)

Proof of the claim. If |\¢||CU(K) = 0, we do not need any function to approximate ¢, so we set m = 0.
Otherwise, using that ¢ is uniformly continuous, we can find § > 0 such that for all z,y € K’ with
|z — y| < 46, we have that |o(2) — o(y)| < [[@ll o) - i For each x € K we define p, = min(R,;,0). Now
Usex Beg (x) is an open cover of K, so by compactness of K, there exists a finite subcover [J;_, B%k(xk)
of K, where we write pr = p, to keep notation short. Now we apply Besicovitch’s covering theorem to find

¢y, finite families F;, C {B ox (zx)}x such that K C Uy~ Uper, B and the balls in each family are pairwise
disjoint. For each h denote by I the set of indices k such that B% (zx) € Fp. Fix such an h. Note that I,

is finite, hence for each k € Ij, we can find a radius & < rp < py such that for k, k" € I, k # k', we have
that B, , () N By, (zx) = 0. For each k =1,...,m, define a function 7, € Ce(B,, (1), [0, 1]) such that 7

is rotationally symmetric (with center xx) and 7, = 1 on By (zk). Define

0 := min o(y) € [0, 00).
yEBrk (ka)

Now define 9, € C.(B;, (zk), [0,00)) via

(@) = (@),

n

We now claim that (6.15]) holds. Pick a point « € K'. Let L, := {l : ¢ € B,,(x;)}. For each h =1,...,¢p,
we have that |I, N L,| < 1, hence |L,| < ¢,. By definition, we have that §; < p(x) for each | € L,, hence

S @) =Y vl = 3 Lnw) < pla).
k=1

leL, lEL,

Now let z € K. We have that for each [ € L, and y € B,,(z;) it holds |z — y| < 2r; < 2p; < 26. Hence, for
cach | € Ly, we have that |¢(z) = 0i] < [l¢]l ok - 75—, By the construction of our cover, we have that there

exists at least one A € L, such that z € Bey (). Hence

S (@) > Pos(a) = 2
k=1

Cn C'Il
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Thus,

" 0 T x 0 1 1
0< ()~ Y unle) < (o) ~ 2 < pla) — £ PO O (- Dyo 1 Loy 0y
k=1 n mn n n n n
1 1 1
< (1= o) Wellooqe + gz lielicon < (1= 5. ) Iellooo

This proves the claim.
Now given a function ¢ € C.(K',[0,00)), we define a sequence of functions (¢;)52, C C.(K’,[0,00)) as

follows: g := ¢. Given ¢;, we apply the claim to find m; > 0 and functions wlij), for k=1,...,m; such
that
° w(J) (Bsz.k(xj’k)7 [O, OO)) for some Tk € K.

° w,(cj ) is rotationally symmetric centered at z; j.

e The following estimate holds:

mjo 1
S0 <. and w < (1= 5 Ieslleoy
= co(K) '

Then set ;41 1= @; — ZL:JI w,gj) > 0. Inductively, we get that

loslloogr < (1= 5= Tellonc (6.16)

Ine—In H‘PHCU(K)

Ty E———— We choose the family of functions {wlgj) tk=1,...,m;,j=0,...J}
2cp

Now we can choose J >
Then

J
=3 307 =00 = (¢~ pi1) = @11 0.

By our choice of J and (6.16]), we get that

J my
- ZZ%/J;?) = llestillcory <€
§=0 k=1 CO(K)
This finishes the proof. O

Lemma 6.19. Let f € L{ (R™) and h € C°(R™). Then for each p € R™, we have that if p is a Lebesgue
point of f, then p is also a Lebesgue point of f - h.

We are now able to state and prove the second main result of the paper, namely that the CD*(K, N) condition
implies that the distributional N-Bakry-Emery Ricci tensor is bounded below by K, on a smooth manifold
endowed with a continuous Riemannian metric with L?, -Christoffel symbols and a C° N W,-*-weight on the

volume measure.

Theorem 6.20. Let M be a smooth manifold, g € C° a Riemannian metric that admits L3 -Christoffel
symbols and h € C° N Wlif(M) a positive function, V := —2logh € C°N Wéf( ). Define the measure
via pu:=eVdvoly. Let K € R and N € [n,00). If (M,d,, ) is a CD*(K, N)-space, then

1
Ricy, N = Ricyo0 = 7= VV @ VV > Kg in D'TY.
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Proof. We first notice that by Lemma and Corollary (M,dg, 1) is an RCD(K, oo)-space, so by
Theorem we have that Ric, . € D'T3 can be expressed via Radon measures (v;;);; as in .
Let U ¢ W C M be open such that W is compact, U C W and W lies in one coordinate patch. It
is enough to prove the statement for M = U, as we can cover the manifold with sets like U. Let p €
C2°(B§*(0),[0,00)) be a rotationally symmetric standard mollifier and ps(z) := s-p(%), § > 0. For 0 <
0 < dp < dist(OW,U), we define gs = ps * g. We assume that for all these J, g5 is a Riemannian metric on
U and that max({|gs||co . | gt;lHCO(U)) < 2max(||g]l o), g_1HCO(U))’ as this is the case for d9 > 0 small
enough. Then gs — g everywhere as § — 0. Then, by the proof of Proposition there exists a ¢ > 0
and a A > 1 such that g, gs and | - |eyc are pairwise A-equivalent on U and dg, dg,, and | - |eye are pairwise
A-equivalent on Bguc(p) for all p € U. Fix a point p € U such that

p is a Lebesgue point of Dg, and of Dg - Dg. (6.17)
Then, as p is rotationally symmetric, we get that

Dgs(p) — Dg(p). (6.18)

Fix e > 0. We can assume p = 0. In order to compute local coordinates with a vanishing Levi-Cevita
connection with respect to g at the point p, we define the map ¢ : U — U C R", x — y via

y* =F(x) == 0+ afa’ + ijzixj,
where of, ﬁl’cj = ]}‘; € R are constants. Then
(D) i () = Dpiyy® = o + Qﬁfjxj,
Oyt (DY) ks () = 2B%,  and
(¥+9)ij = (DY) Tg(DY) ™).
Moreover, it holds
(020 (D)™ 1)i5(0) = —((DY) ™0 DY(D)~1)5(0) = —(D) 7 8zt Dipys (D) 51 (0)
= =2(Dy);,' (DY) (0).

We assume « to be invertible and define o= =: 0 = (0;;);; € R"*™. In order to be “normal coordinates”

at p = 0, we need that at the point (0) =0 € U, it holds

(¥49)i5(0) = (@™ Tga™1);5(0) = Id,. (6.19)

We want the first derivative of the metric with respect to the y-coordinates to vanish at p = 0, hence we
compute:

_ _ Ot
0 = Dy (1+9)i5(0) = 8yt (DY~ )i (DY 1)qjgrq)a—yk(0)
_ _ _ _ _ _ oz
= (axl(DQ/’ 1)m‘(D1/’ 1)qjgrq + (Dw 1)riaml(D¢ 1)qjgrq + (Dw 1)ri(D¢ 1>qjarlgrq)67yk(0>
= (_2Urtﬁzla—siaqjgrq - 20—ri0'qtﬁ§lo—sjgrq + Urqujamlgrq)Ulk~ (620)

This gives £n%(n + 1) equations and in*(n + 1) variables ij To keep notation short, we rewrite this to

" 1
Ciij(gaU)ﬂz”cj :fm(Dg7U)7 m = 1,...75712(71—"-1), (621)
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for some polynomials (77 (R"*")2 — R and £™ : R™*™X" x R™*"_ In order to find a solution of this system

of equations, consider gs, § € (0,0p). By using the exponential map, we can find a map s defined as
Y5 = (exp?®) ™" : Q5 — B, (0) C T,U = R", x — ys,

where Q5 C U is an open neighbourhood of 0 and 5 > 0. Define the distance function df : Q5 — [0,00),y —

L
dgs (p,2) = (X711 (y5)?) 2. It is known that (1s).(gs5)i; = 6i; + Os((d5)?). More precisely, this means that
there exists a constant C'y; > 0 such that for all x € Q,

1(t5) g5 () = Tda|[gaxn < Coy(df)* (). (6.22)

Note that |Dgs| < CAd~! for some C' > 0. Take Qs := Qs N {2 1 |T|ewe = |7 — Plewe < %7 (dg(x))Z <
5, mz }- Then in Q5 we get that
1 1

Using that [[v]|,; = [[(¥s).0]|(y,). 4> We get that the transition map W5 := Dis : TQs — T1ps(€5) is bounded
from above and from below in the Euclidean norm, meaning that for all 0 # v € qul(;, we have that
1 p—

1

3 _ 9s()]l 2

_L<”57€uc<7 A\ 24
DTS ol & (6.24)

euc

By the inverse function theorem, we know that on Qs
Dips = (D(exp$))~", hence 0;Dvps = —Dp50;(D(exp$®)) Dijs.

Hence, using (6.24) and (6.11)), we get that
|(D¥s) ™ eue(0) < 4N and  |D*tsleuc(0) < 12X% (6.25)

Now for all § > 0, we have that

Ciii(9ss (D%)_l)laj(D%)m =¢™(Dygs, (Dps)™"), m=1,..., %NQ(H +1).

2

With (6.24]) and (6.25)), we get that there exists a convergent subsequence ' — 0 such that (D (0), D%t (0)) —
(D¥(0 D2¢( ) and

| D] eue(0) < 4N, |Dh ™ ewe(0) < 4X, and |D?9)]eue(0) < 12072 (6.26)

By (6.17), (6.18), and the continuity of g, it follows that (Di(0), D*3)(0)) satisfies (6.19) and (6.20). Now

we have found coefficients for our map ¢ : U — U and we notice that for now the map is defined everywhere
on U. By (6.19), D(0) must be invertible, so by the inverse function theorem we can shrink U to a
neighbourhood U’ of p such that 1 is a diffeomorphism on U’. Note that D21 is constant, so

| D29 oue () < 12X2, (6.27)

for all x € U'. As 9.g = Id,,, we get that the transition map ¥y := Dyl : ToU' — Top(U’) is bounded,
meaning that for all 0 # v € Tyyy(U’), we have that
1 _ [[¥(v)

H
=< I W llewe (6.28
XS ol )

euc
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Using ([6.27)), we can shrink the domain U’ and find an open 2 C U’ such that p € Q and the transition map
U= Dy : TQ — T(Q) satisfies

1 \J
. S H (U)Heuc S 2)\7 (629)
2 0]l cue
for each v € T;Q, g € Q. As p satisfies (6.17]), we can use Lemma to get that for each f € C%(M),
p is a Lebesgue point of z — |V§f(ﬂz:)|qu7 and = — (A, f(z))?. (6.30)

Here A, denotes the Laplacian with respect to the volume measure induced by g. As, by the above con-
struction, y = ¥(z) defines normal coordinates at p with respect to g, we have that

()« (V3)(0))ij = 05 s £(0), and

Agf =305, 10) = 3 (()-(V5 @)
Now fix a smooth vector field X on U and denote B := 9.(X(p)) € R". Let f : Q@ — R be defined by
Uof =, Biy' + QL\ﬁ(yi)2 for some a € R. Then

.V f(0) =B, ¢.V,f(0)= ® Id,, and ,A,f(0) = Via.

vn

Note that f is smooth because ¢ is smooth. Writing h? = e~V for a C° N W, *-function V, we get:
Dguf =Dgf +(VgV,Vyf)g.

Hence,

V2 50 (0) — o (B P0) = a2 = V(X 0, V), () — (X, VY20,

V(X . VgV)e(p)

—n

minimises the right hand side and yields

1 1

The choice a =

Vof 5,9 (P) = 57 (Bgnf)*(p) = = 57— (X, Vo V)5 (p). (6.31)
Now there is a 79 > 0, 7 < min(e, 1) such that B, (p) := By*“(p) C  and for all z € B, (p), we have
IVof(2) = X(P)lewe <e and [X(2) — X(p)|euc < €. (6.32)

Finally note f = 1*¢., f, so we can bound || f||;y2. in a neighbourhood of p in terms of ||, | Dy|, | Dy, | D%y, a,
and B. Hence, by (6.27) and (6.29)), we get that
1 llws 5., ) < CCXL VoA ). (6.33)
Now, by (6.10]), we have
> (VoDi(Voivis + (Vi flirsg = KIVo 15—
2

Recall that u = e~V \/|g|L", where V,g € C°(U). Then by the triangle inequality, (6.30]) together with
Lemma [6.19] and by (6.32]), we get that there exists a 7 € (0, 79) such that for all 7" € (0, 7), it holds

1

N(Ag,uf)2)1u > 0.

‘(Z<vgf>i<p><vgf>j<p>uz—j (V2 sy )~ KIVofB0) — (Bl P(0))n)

.7
2 £12 2 1 2
— (Yoo ) vis + (Vi s g = KIVo I = < (Bguuh)Dn)| - (Br(p))
2% TV
<C(n,U,g,V,X,N,K)( Y |vijlrv + L") (Br(p)) - .

.3
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Similarly, using again (6.32]), we get that

> (Vah)i) (Vo f)i(p)vij — (KIV f2(p) +

,J

e (A AR

(X, VaVigDu| (B (p))
TV

< C(anaga‘/aX7 N7 K)€(Z |Vij‘TV + ‘Cn)(BT'(p))

0]

1 1 2

Together with (6.31)), this yields

(X, VoV)§))u) (Br ()

> —C(n,U,g,V, X, N,K)e( D [vijlrv + L") (B (p))-

,J

We infer that for x € C.(B-(p),[0,000)]) with x rotationally symmetric around p, it holds

y 1
A0y XXy, — (KIXP+ —((X 2
Lo (X = (X + (T,
> _C(anvga‘/aX7N7K)E/ Xd(Z|VU‘TV+£n) (634)
B+ (p) i

As p was chosen arbitrarily among all points satisfying (6.17]), we have that for all p € U, satisfying (6.17)),
and each € > 0, there exists a 7, . > 0 such that (6.34) holds for x € C.(B*(p),[0,00)) such that x is

Tp,e

rotationally symmetric around p. Now suppose there exists a function ¢ € C.(U, [0,00)) such that

1
(Ricy,00 (X, X) — K| X211 — m(vv @ VV)(X, X)u, ¢ dz*...dx")prp =k < 0.

We can assume that ||@]|,,, = 1. Choose

sup

bees 8C - (L™(U) + 32, ; Ivijlrv (U)) (6.35)

where C' > 1 is as in (6.34]). Write
Ricy,o0 (X, X) := 1% + 1%,

where t% denotes the singular part and t§ denotes the absolutely continuous part with respect to the
Lebesgue measure. As Ricy, o (X, X) — K[X[2p > 0, and K|X|2p is absolutely continuous with respect to
the Lebesgue measure, we know that

vy > 0. (6.36)

Moreover, there exist two Borel sets U, U, C U such that UsNU, = 0, U, UU, = U, v%(U,) = 0, and
L™(Us) = 0. Define

N :={p e U: pdoes not satisfy (6.17)}.
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Then £"(N) = 0 and hence L™(N UU;) = 0. By the outer regularity of Borel measures, there exists an open
set O C U such that

(NUUs) C O, and

b (0) + (KIIXE + :
Denote supp¢ = K’', K := K’ \ O and note that both K and K’ are compact. Moreover, denote F :=
{B:(p) : pe K,.0< 71 < %Tp,a}. We can now apply Lemma to find an m € N and functions
Xk € Ce(By, (pr),[0,00)) for k =1,...,m, pp € K, xi is rotationally symmetric centered at py, 71, < T”%,
such that > 7" xx < ¢ and ||>7, Xk — ¢||CU(K) <e. Denote ¢ := Y ;" | xx. Define the signed Radon

measure s on U as

(VV @ VV)(X, X))u(0) < (6.37)

1
= K| X’y — —— X, X)p.
5= —K|X[3u— - (VV & YV)(X, X)p
By (6.35)), (6.37), and the bound ||¢ — ¥|[co(x) < €, we have that

/ (6 — ) d(s + %)
5

/<¢fw>d<s+r§(>
U

< +

/ (6 — ) d(s + %) /<¢—w>d<s+r§(>

K O

< e (lslrv + &) (U) + 6]y (6 7y + lslzv)(O)

KL E_ K
8 4 — 27

Then, using (6.36]) and that ¢ > 1, we get that

L¢d<s+r;+t&>=/(]wd<s+t§ +t;z>+/U<¢—w>d<s+tsz>+/U<¢—w>d<tfx>

IN

z/wd(sﬂ;; Fe) 4+ 2
U

2
Finally, using (6.34), and |4, < [[¢[ls,, < 1, we get that
/wd(s—kti( +1%)
U

o 1
4 2 2
X' X0y vy — / (KIXE + (X, 9,9)2) ) xe dp

BTK- (pk)

NE
=M
—

m

—C(n,U,g,V,X,N, K d|v;, dcn
(0.9 X, Dl [ )

Tk (Pk) i,

TaES S O 2 v dwglry + f,vac)

Y

Y

vV
00.\ Y

But then
1

K= <Ricum(X,X) —K|X|2pn— -

VV @ VV X,X;L,(Z)dml...dx"
D', D

5K

=/¢d(5+t§(+t§()2 .
U

8
Since k < 0, this is a contradiction. As X was arbitrary, the proof is complete. O
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7 Distributional Ricci curvature lower bounds imply RCD

In this section, we prove the reverse implication, namely from distributional to synthetic Ricci lower bounds,
under the assumption of the volume growth condition . Note that such a condition is necessary, as
all CD(K, o) spaces satisfy it (see Remark [1.12). At the end of the section, we establish such volume
growth condition for weighted manifolds with C'-metrics and distributional Bakry—Emery N-Ricci curvature
bounded below by K for finite N.

Theorem 7.1. Let M be a smooth manifold, g a continuous Riemannian metric with L . o~ Christoffel symbols
and let h € CO(M) N W.L2(M) be a positive function. Denote V := —2logh € C°N W1 2(M). Define the

loc loc

measure 1 via dy = e~Vdvol,. Let N € [n,00] and K € R. Assume that the metric measure space (M, d,, j1)
satisfies (4.1).

If the distributional Bakry—E‘mery N-Ricci curvature tensor is bounded below by K, i.e.
Ric, n > Kg in D'Ty,
then (M, dg, i) satisfies the RCD* (K, N)-condition if N € [n,00), or the RCD(K, 00)-condition if N = .

Proof. By Theorem [5.4] it suffices to prove that (M, dg, 1) satisfies the BE(K, N)-condition. For any smooth
function f € C*°(M) and any non-negative, compactly supported test volume w, we have that

(Ricy n(VS, V) = Kg(Vf,Vf),w)p D

- <Ric,wo(Vf, V) — ﬁ(vv, V)2 - Kg(Vf,Vf),w> > 0. (7.1)
D', D

Let n > 1 be the dimension of M and denote by A, the Laplacian induced by the volume measure dvol,.

Claim. The following inequality holds at p-almost every point p € M:

1
N —

V2 flirs = 5 (Do f +(VV. V) > = (VV. V). (7:2)

!

Proof of the claim. Fix p € M such that p is a Lebesgue point of Dg and (Dg)?. Denote B := [(VV, V f)|(p).
For (e;)!_,, a g-orthonormal basis at T, M, we have that

IV2f|%s(p) ZV flei,e;)® and Ayf(p ZV flei,e;).

1,j=1

From the Cauchy-Schwartz inequality, we get that

V2 flirs(p) = (Agf(p))*.

Denote a = |V2f|ys. Then

V2 s — (DS + (WY, V1) 4 o (VV,V)?

N N
> 1V flhs — 3 (18,1 + (WY, VA1) +

1 (VV,Vf)?
_n )
>a? - i(\/ﬁaJrB)2 + 1 g
- N N —n
= %(\/N—na—k 7]\\[/77 B)*>0.

AV, —Nn
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This proves the claim.
We can now plug (7.2)) into (7.1) and infer that

(Ricy o (V1.V1) + [V lhs = (8 = Kg(VF, VD) >0

Using a partition of unity, we may assume that w is supported in one coordinate patch and we can locally
assume that w = ¢h?/|gldz" A. .. Adz™ for some ¢ € CO(M, [0, 00)) "W, 2(M). In local coordinates, we get

that holds for any f € C?(M). Using Lemma and Proposition we get that holds for each
f € H**(M) C H3(M, u). This means exactly that the Bakry-Emery condition BE(K, N) is satisfied. [

The combination of Theorem [6.11] Theorem [6.20} and Theorem yields:
Theorem 7.2. Let M be a smooth manifold, g a continuous Riemannian metric with L2, _-Christoffel symbols
and let h € CO N W,52(M) be a positive function. Denote V := —2logh € C°NW,"?(M) and define the

loc loc
measure p via du = e‘vdvolg. Let N € [n,00] and K € R. The following are equivalent:

(i) (M,dg,p) is a CD*(K, N)-space.

(ii) The distributional Bakry-E’meTy N-Ricci curvature tensor is bounded below by K and (M,dg, i) satisfies

)
Remark 7.3. In Theorem [7.4 (i), the CD*(K, N)-condition corresponds to the RCD* (K, N)-condition by
Corollary[{.27

Remark 7.4. To define distributional lower Ricci curvature bounds, the minimal requirement is that g, g~ €
L2, admits LY -Christoffel symbols; this is known in the literature as Geroch-Traschen class, after [21)].

Under the assumption that g,g~' € LS., Norris ([37]) and De Cecco-Palmieri ([17], [18]) defined a distance
that turns (M,d,) into a length space, when only considering curves v : Lip([0, 1], M) for which L£L-almost
every point is outside a null set N, which includes all non-Lebesque points of g. It is thus natural to ask
whether the equivalence of distributional and synthetic Ricci curvature lower bounds can be generalized to the
Geroch-Traschen class.

It does not seem immediate to extend the present paper, though. For instance, it is not obvious if Proposition
and the identification of the slope of C-functions as the norm of the gradient remains true in such a
higher generality. Related to this, De Giorgi [19] introduced the notion of quasi-Riemannian metric spaces,
which are Lipschitz manifolds with an elliptic metric g such that the slope of Lipschitz functions coincide
almost everywhere with the norm of the gradient; moreover, he formulated several conjectures on the topic.
Since such identification is crucial for our comparison of the classical and the synthetic Sobolev spaces
(Corollary , we assume g to be at least continuous.

Remarks on the volume growth condition

We conclude the paper by pointing out that, in the case of a Riemannian manifold with g € C° N VVlif (M)
for some p > n = dim M, one can drop the volume growth condition in Theorem (ii). More precisely
we prove that, in this case, the exponential bound on volume growth follows from the distributional lower
Ricci curvature bound. The assumption g € CY N W1P(M), with p > n is used in order to build on top of
the approximation results from Subsection and the volume bounds established by Chen-Wei [15] (after
Petersen-Wei [39]) for Riemannian manifolds with Ricci curvature bounded below in an LP-sense.

Proposition 7.5. Let M be a smooth manifold and let g € C°N Wlif(M) be Riemannian metric on M, for
some p > n. Suppose that the distributional Ricci curvature tensor is bounded below by K, for some K € R.

Then (M,d,, dvoly) satisfies the volume growth condition (4.1).

Proof. Fix a point p € M and a sequence R; € (0,00) such that lim;_,., R; = oo. For each j, the set

B; = B;j%”]_ (p) is compact. For ¢ € (0, 1), define g. = p. * g. By local uniform convergence g. — g, as ¢ — 0,
we get that, for each j € N, there exists an ¢; € (0,1), such that:
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e for each Borel set Q C B, it holds Svoly(Q) < volg, () < 2voly (2);

e for each z € Bj, it holds that g and g.; are 2-equivalent; i.e., %g < ge; < 2g.
Proposition [2.7] yields that, for each compact set K C M:

|Riclge] — pe * Ric[g]l| o2y — 0, ase—0. (7.3)

For any smooth Riemannian manifold (M, §), in [I5] the authors consider the quantity k[g](H,q, R, z), for
HeR,2¢g>n,R>0,x € M, defined as

_ 1 %
k[g](H7QaR7 LL') - — / pq dvol; s
(volg(Bf{ (z)) J(BY (2)) " g)

where py(y) = max(—p(y) + (n — 1)H,0) and p(y) denotes the smallest eigenvalue of the Ricci curvature
tensor at y. In other words, py denotes the Ricci curvature lying below the threshold (n — 1)H. The
convergence ([7.3) implies that for all j, we can choose ¢; small enough such that k[ggj}(%, £,1,x) < do

for all z € Bg,_1(p), where 6y = 6o(-25, £, 1) is given in [I5, Theorem 1.2]. Then, [I5, Theorem 1.2] yields

n—1727
that, for R < !

vol, (B (p)) < 2voly (By2? (p)) < 2(1 + C(n, p, K))eF 'V (K, n, R), (7.4)

where V (K, n, R) denotes the volume of the ball of radius R in the n-dimensional space form of constant
curvature K/(n — 1). Now the result follows by the exponential volume growth of metric balls in space
forms. O

In the presence of a weight on the volume measure, the results of [I5] are not yet available in the literature for
LP-lower bounds on the Bakry-Emery—N -Ricci curvature tensor (though we expect analogous statements).
For this reason, below we include a variant of Proposition which allows to consider a C'-weight, under
the stronger assumption that g € C'. The proof is again by approximation, building on top of [25].

Proposition 7.6. Let M be a smooth manifold and g be a C'-Riemannian metric on M. Moreover, let
h e CY(M,(0,00)). Let N € [n,00) and K € R. Suppose that the distributional Bakry-Emery-N -Ricci
curvature tensor is bounded below by K. Then (M,d,, h*dvol,) satisfies the volume growth condition .

Proof. Fix a point p € M and a sequence R; € (0,00) such that lim;_,., R; = co. For each j, the set

B; = Bf%gj (p) is compact. For € € (0,1), define g. = p. * g and h. = p. * h. Noting that [25, Lemma 4.6]
holds similarly for K < 0, we get that, for each j € N, there exists an ¢; € (0, 1) such that

e for each Borel set  C B, it holds that 1h%voly(Q) < hgjvolgaj (92) < 2h%voly(9);

e for each z € Bj, it holds that g and g.; are 2-equivalent; i.e., %g < ge; < 2g;
e for each X € T'By, it holds that Ric, o[g:, (X, X) > (K —1)g., (X, X).

Fix jiN. To keep notation short, write g; for g, and h; for he,. For each R < R;, we can apply the weighted

Bishop-Gromov theorem for (B;,d,, h?dvolgj) together with the fact that H := sup; supp, |h;| < oo to get

constants C, D > 0, depending only on K, N, H, and volg(B1(p)), such that
hvoly, (Bj%gj (p)) < CePR
From the choice of ¢;, it follows that for all R < %Rj:

h?vol, (B (p)) < 2Ce*PF

As j was arbitrary, the proof is complete. O
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Corollary 7.7. Let M be a smooth manifold and assume one of the following two conditions hold:

(1) Let g be a C'-Riemannian metric and let h € C* be a positive function. Denote V := —2logh € C*
and define the measure p via dy = e~V dvol,,.

(2) Let g be a Riemannian metric such that g € C°N Wllo’f(M), for some p > n. Define the measure p via
dp = dvol,.
Let N € [n,00) and K € R. Then the following are equivalent:
(i) (M,dg,p) is a CD*(K, N)-space.

(ii) The distributional Bakry—E'mery N-Ricci curvature tensor is bounded below by K.
Remark 7.8 (Equivalent formulations of Corollary . Under the assumptions of Corollary the
CD*(K,N) condition is equivalent to RCD*(K, N) (which, in turn, is equivalent to RCD(K,N); see Re-
mark since the associated metric measure space is infinitesimally Hilbertian (see Corollary .
Moreover in the unweighted case (i.e., assumption (1)), the statement (i) in the equivalence is in turn
equivalent to distributional Ricci curvature tensor bounded below by K.
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