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Abstract. In this paper we consider shape optimisation problems for sets of prescribed
mass, where the driving energy functional is nonlocal and anisotropic. More precisely,
we deal with the case of attractive/repulsive interactions in two and three dimensions,
where the attraction is quadratic and the repulsion is given by an anisotropic variant
of the Coulomb potential. Under the sole assumption of strict positivity of the Fourier
transform of the interaction potential, we show the existence of a threshold value for the
mass above which the minimiser is an ellipsoid, and below which the minimiser does not
exist. If, instead, the Fourier transform of the interaction potential is only nonnegative,
we show the emergence of a dichotomy: either there exists a threshold value for the mass
as in the case above, or the minimiser is an ellipsoid for any positive value of the mass.
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1. Introduction

In this paper we consider a class of nonlocal and anisotropic shape optimisation prob-
lems for sets of prescribed mass. More precisely, for a given mass m > 0, we are interested
in the minimisation of the energy functional

I(Ω) =

∫
Ω

∫
Ω

(
W (x− y) +

1

2
|x− y|2

)
dxdy, (1.1)

over the class of sets with mass m,

Am =
{

Ω ⊂ Rd : Ω measurable, |Ω| = m
}
,

for d = 2, 3. In (1.1), the interaction potential W is defined for x 6= 0 as

W (x) =


− log |x|+ κ

(
x

|x|

)
if d = 2,

1

|x|
κ

(
x

|x|

)
if d = 3,

(1.2)

and W (0) = +∞, and satisfies the following assumption.

Assumption 1. We require the profile κ : Sd−1 → R to be even, and such that both W

and Ŵ are continuous on Sd−1. Additionally, if d = 3 we require κ to be strictly positive
on Sd−1.

The energy I is the sum of two competing terms: an attractive, quadratic interaction,
that dominates at large distances, and a repulsive, Coulomb-like interaction, driven by
the anisotropic potential W . The additional positivity requirement for κ in the three-
dimensional case is there to preserve the repulsive nature of W ; this is not needed for
d = 2 since κ is bounded, and hence at short range the repulsive nature of − log | · | is not
affected by the additional anisotropy κ.

The potential W is an anisotropic extension of the classical, radially symmetric Coulomb
potential, which corresponds to the special case of a constant profile κ. The anisotropy is
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fully encoded in the profile κ, which introduces an additional dependence on the directions
of interaction. The apparent mismatch between the additive structure of the potential
in the two-dimensional case and the multiplicative structure for d = 3 is due to the
logarithm being the limit of Riesz potentials. Indeed, the additive radial/angle splitting
in two dimensions is a ‘limit’ multiplicative splitting for Riesz, since

|x|−s
(

1

s
+ κ

(
x

|x|

))
− 1

s
→ − log |x|+ κ

(
x

|x|

)
as s→ 0+.

Moreover, this apparent mismatch disappears in Fourier space: the structure of Ŵ for
d = 2 and d = 3 is identical (see (2.9)) and exhibits a multiplicative splitting between its
radial and directional components.

The main result of this work is the characterisation of the minimisers of I in the class
of sets Am, for any mass m > 0. This is done under the sole assumption that the Fourier

transform Ŵ of the potential W on the sphere Sd−1 is nonnegative.

In fact we have two main results, depending on whether Ŵ is strictly positive or not.
In the first case we show that above a given threshold for the mass the unique minimiser
of I is a d-dimensional ellipsoid. Uniqueness has to be intended up to translations, since
the functional I is translation-invariant. More precisely we have the following.

Theorem 1.1. Let W be a potential defined as in (1.2) and satisfying Assumption 1.

Assume that Ŵ > 0 on Sd−1. Then there exists a critical value m∗ > 0 such that for m <
m∗ the energy I in (1.1) has no miminiser in Am, while for m ≥ m∗ the unique minimiser
of I in Am is a d-dimensional ellipsoid, up to translations. Moreover, as m → +∞, the
optimal ellipsoids converge to a ball, namely the ratios of the semi-axes converge to one.

In the case of degeneracy of Ŵ , instead, we have the following dichotomy.

Theorem 1.2. Let W be a potential defined as in (1.2) and satisfying Assumption 1.

Assume that Ŵ ≥ 0 on Sd−1. Then we are either in the case of Theorem 1.1, or the
unique minimiser of I in Am is a d-dimensional ellipsoid, up to translations, for every
m > 0. Moreover, as m→ +∞, the optimal ellipsoids converge to a ball.

The occurrence of one or the other possibility in Theorem 1.2 is related to the minimi-
sation problem for the energy (1.1) in the wider class of measures (rather than sets) with
prescribed mass, which we briefly recall.

In [5, 6] and [15, 16], the authors consider the same anisotropic functional as in (1.1),
but defined on the set P(Rd) of probability measures, for d = 2, 3. More precisely, the
authors study the minimisation of the functional

I(µ) =

∫
Rd

∫
Rd

(
W (x− y) +

1

2
|x− y|2

)
dµ(x)dµ(y), (1.3)

for µ ∈ P(Rd), where W is as in (1.2).

The main result in [5, 6] and [15, 16] is that, under the assumption that Ŵ ≥ 0 on Sd−1,
the minimiser µ∗ of I in P(Rd) is unique up to translations and can be characterised as
follows:

(1) If Ŵ > 0 on Sd−1, then µ∗ is of the form

µ∗ =
χE∗

|E∗|
, (1.4)

for a d-dimensional ellipsoid E∗ ⊂ Rd centred at 0.

(2) If Ŵ ≥ 0 on Sd−1, then either µ∗ is as in (1.4) or µ∗ is supported on a (d − 1)-
dimensional set - an ellipse if d = 3, and a segment if d = 2. In the case of loss of
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dimensionality the density of the measure µ∗ is not constant, and in particular it
is given by the celebrated semi-circle law in the two-dimensional case.

Since I(µ) is a quadratic function of µ, optimal measures - or more precisely their
shapes - do not change by changing the mass; in other words, for any m > 0 the energy I
is minimised in the class mP(Rd) simply by mµ∗.

The situation is different for sets, since the attractive and the repulsive part of the energy

rescale differently under a dilation. To see this, let Ω ∈ Am; we set Ω0 := (1/m)1/d Ω, so
that Ω0 ∈ A1. By changing variables we have that

I(Ω) = I(m1/d Ω0)

= m
d+2
d

(∫
Ω0

∫
Ω0

(
W (x− y) +

m

2
|x− y|2

)
dxdy

)
− m2

2
δd2 logm =: Jm(Ω0),

where the last term activates only for d = 2, and is due to the logarithm not being fully
zero-homogeneous. Hence, minimising I on Am is equivalent to minimising Jm on A1.
This shows that if m � 1 the attraction term will weigh comparatively less than the
nonlocal repulsive term, and viceversa if m� 1. In other words, for large mass attraction
dominates, while for small mass repulsion dominates.

As a corollary of this observation, for large mass it is natural to expect the optimal
shapes to be more and more ‘isotropic’, since the dominating attraction term is radially
symmetric.

Assume now that the Fourier transform of W is strictly positive, so that I is minimised
on P(Rd) by the measure µ∗ in (1.4). The critical threshold m∗ for the mass in Theorem 1.1
is exactly the mass of the support E∗ of µ∗.

In the special case m = m∗ it is clear that the unique minimiser of I in the class of sets
Am∗ is exactly E∗, up to translations, since χΩ ∈ m∗P(Rd) for every Ω ∈ Am∗ . However,
for m 6= m∗ the connection between the two problems is less clear. Indeed, the minimiser
mµ∗ in the class mP(Rd) is never a set, and so for the minimisation problem on sets a
new approach has to be developed. This is the main contribution of this paper.

Theorem 1.1 ensures that for m > m∗ the minimiser on sets is still an ellipsoid E. We
note, however, that its relation with the ellipsoid E∗ at the critical mass is not straight-
forward. In particular, E is not simply given by the dilated set (m/m∗)E∗, since by The-
orem 1.1 it becomes more and more rounded as m gets larger.

For a degenerate Ŵ the dichotomy in our second main result, Theorem 1.2, exactly
corresponds to the occurrence of a full or lower dimensional minimiser for the problem on
measures. More precisely, if the minimiser on P(Rd) is the measure µ∗ in (1.4), then the
problem on sets exhibits a critical mass m∗ given by |E∗|. If, instead, the minimiser on
P(Rd) is a measure with a (d − 1)-dimensional support, then the problem on sets has a
solution for every mass m > 0.

1.1. Motivation and comparison with the radially symmetric case. The problem
we consider can be interpreted as a first shape optimisation result for nonlocal anisotropic
energies with competing attractive and repulsive terms.

The isotropic counterpart of this problem is well-studied and its analysis started in the
seminal work [2], where the authors consider the energy

E(Ω) =

∫
Ω

∫
Ω
K(x− y) dxdy, Ω ∈ Am, (1.5)

with K a power-law potential of the form

K(x) =
|x|q

q
− |x|

p

p
, −d < p < 0, q > 0. (1.6)
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The sum above combines an attractive term (the q-power), dominant at long ranges, with
a repulsive term (the p-power) that dominates the interactions at short range. In [2], the
majority of the results pertain to quadratic attraction q = 2 and to repulsion with p ≤ 2−d,
where d−2 is the critical exponent of the Coulomb potential (with the understanding that

− |x|
p

p = − log |x| for d = 2 and p = 2− d = 0). In particular, for q = 2 and p = 2− d, the

energy (1.5) becomes

E(Ω) =

∫
Ω

∫
Ω

(
WC(x− y) +

1

2
|x− y|2

)
dxdy, Ω ∈ Am, (1.7)

where we denoted with WC the isotropic Coulomb potential. In other words, it coincides
with (1.1) in the case of a constant profile κ. Moreover, the energy (1.7) can be considered
as a toy model for the energy of spring-like media, for which the short-range interactions
are Coulombic and repulsive, while at long range a Hookean attraction dominates.

In [2] the authors show that there is a threshold for the mass, given by the volume of
the unit ball B, such that the energy E in (1.7) admits no minimiser if m < |B|, while for
m ≥ |B| the minimisers of E are the balls of mass m. This is consistent with Theorem 1.1,
since one can show that 1

|B|χB is exactly the minimiser (up to translations) of the energy

E in (1.7) among probability measures.
For more general power-law interactions (1.6) with some restrictions on p and quadratic

attraction q = 2 the authors in [2] prove the existence of two thresholds for the mass,
0 < m1 ≤ m2, such that the problem has no minimisers if m < m1, whereas balls are the
unique minimisers if m > m2. These results have been extended to a general power-law
attraction q > 0 in [10, 11] and to a more general but still isotropic repulsive kernel in [3].
It is not known whether the two mass thresholds coincide, except in the exact case (1.7).

Note that in (1.6) (as in (1.2)) the repulsion is strong : in particular the relaxed energy
on measures does not allow concentration on points, and atoms have infinite energy. The
case of weak repulsion has been considered in [4], the model case being that of power-
law potentials of the form (1.6), with q > p > 0 (and hence with K(0) = 0). For these
energies, as for the energies in [11], the optimal measure is generally not expected to be a
set. However, if the optimal measure concentrates on the vertices of a regular (d+ 1)-gon,
or on a sphere, then positive results for the minimisation on sets can be inferred.

Another important class of isotropic attractive/repulsive energies is given by

EP(Ω) =

∫
Ω

∫
Ω
WC(x− y) dxdy + Per(Ω), Ω ∈ Am,

where Per denotes the classical perimeter. Characterising minimisers of EP corresponds
to finding solutions to a nonlocal isoperimetric problem. The energies EP have been first
introduced by Gamow in his liquid drop model and widely studied since. What is known
so far is that there exist two (possibly different) thresholds for the mass, 0 < m1 ≤ m2,
such that balls are the unique minimisers for m ≤ m1, while minimising sets fail to
exist for m > m2 (see [7, 9, 12, 13, 14]). Only for certain Riesz repulsive potentials, it
was proved in [1] that m1 = m2. The main difference with (1.7) is that the power-law
attraction is replaced by the perimeter. While the power-law attraction dominates for
large mass, the perimeter dominates for small mass, so the thresholds for the minimality
of balls are reversed. Although the results for the nonlocal isoperimetric problem and for
the attractive/repulsive power-law interactions are similar, the nature of the two problems
is very different and so are the techniques of proof. Considering an anisotropic analogue
of EP is a very natural direction of investigation, but this is not a direction we will pursue
here.

1.2. Method of proof. One of the main difficulties in proving existence of an optimal
set for the energy I is establishing compactness for minimising sequences in Am. Indeed,
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a minimising sequence of sets in Am will in general converge weakly to a density function
taking values in [0, 1]. The strategy we follow consists in proving directly that a specific
candidate - an ellipsoid - is a solution of the problem. While this is the same approach used
in [2] for the isotropic functional (1.7), the corresponding proofs are substantially different.
Indeed, in the radial case there is an obvious candidate, the ball, which is completely
determined once the mass is prescribed. In the anisotropic setting the identification of a
natural candidate, even among ellipsoids, is not trivial, since the mass constraint is clearly
not enough to determine the semi-axes and the possible rotation of the ellipsoid with
respect to the coordinate axes.

For the proof of existence, we consider the relaxed energy

I(ρ) =

∫
Rd

∫
Rd

(
W (x− y) +

1

2
|x− y|2

)
ρ(x)ρ(y) dxdy, (1.8)

which extends (1.1) to the class of densities

Am,1 =
{
ρ ∈ L1(Rd) ∩ L∞(Rd) : ‖ρ‖L1 = m, 0 ≤ ρ ≤ 1 a.e.

}
. (1.9)

It was proved in [2] that a set Ω ∈ Am is a minimiser of (1.1) if and only if its characteristic
function χΩ ∈ Am,1 is a minimiser of the relaxed energy (1.8), and the same holds true in
our case. Since for small mass the minimising densities are not the characteristic functions
of a set (see Section 3.1.1), our original problem on sets can only have a solution for large
enough mass.

For large mass we then (equivalently) study the problem on densities, for which existence
and compact support of minimisers can be proved by standard arguments.

A special feature of the quadratic attraction potential is that in the subclass A0
m,1 ⊂

Am,1 of densities with barycentre at the origin (and hence zero first moments), the energy
(1.8) rewrites as

I(ρ) = Im(ρ) :=

∫
Rd

∫
Rd

W (x− y)ρ(x)ρ(y) dxdy +m

∫
Rd

|x|2ρ(x) dx, ρ ∈ A0
m,1. (1.10)

Uniqueness, up to translations, follows by the sign condition on the Fourier transform of
W , which implies that the energy Im is strictly convex. Strict convexity of the energy, in
its turn, guarantees that the minimiser can be characterised as the only solution of the
Euler-Lagrange optimality conditions. Motivated by the results in [5, 6] and [15, 16] we
look for a candidate ellipsoid E ⊂ Rd centred at the origin, with |E| = m, such that its
characteristic function χE satisfies the Euler-Lagrange conditions for Im, namely

(W ∗ χE)(x) +m
|x|2

2
= λ if x ∈ ∂E, (1.11)

(W ∗ χE)(x) +m
|x|2

2
≤ λ if x ∈ E◦, (1.12)

(W ∗ χE)(x) +m
|x|2

2
≥ λ if x ∈ Rd \ E, (1.13)

for a constant λ ∈ R. To evaluate the potential of a generic ellipsoid E we use the represen-
tation of the potential in Fourier form proved in [15, 16] for d = 2, 3. Following [15, 16] one
can see that condition (1.13) is automatically satisfied by any solution E of (1.11)–(1.12).

The key idea to solve (1.11)–(1.12) is to rewrite (1.11) as the stationarity condition
for an auxiliary scalar function f defined on symmetric and positive definite matrices M
(encoding the information on the semi-axes and orientation of E), under the determinant

constraint detM = m2

|B|2 (encoding the mass constraint |E| = m). One of the main advan-

tages of this alternative formulation is that (1.12) corresponds to a condition on the sign
of the Lagrange multiplier associated to the constraint.
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The strategy is then to first show that the auxiliary minimisation problem for f ob-
tained by replacing the equality constraint for the determinant with the unilateral con-

dition detM ≥ m2

|B|2 admits a solution. As a final step we show that this solution in fact

satisfies the equality constraint. This immediately gives the required sign condition for the
multiplier, and concludes the proof of (1.11)–(1.12).

As shown in Lemma 4.4 the auxiliary function f coincides with the energy I evaluated
on normalised characteristic functions of ellipsoids. In particular, minimising f under the

unilateral constraint detM ≥ m2

|B|2 corresponds to minimising I on densities of the form

χE/|E| for E ellipsoid centred at 0 with |E| ≥ m. Our proof shows the surprising result
that, for an ellipsoid, being a critical point of this constrained problem on ellipsoids is in
fact equivalent to being a critical point of I on Am,1.

1.3. Outline of the paper. The paper is organised as follows. In Section 2 we collect
some preliminary results that will be used in the paper. In particular, in Section 2.4 we
recall the Fourier representation of W ∗ χE , computed in [16, 15], which plays a crucial
role in our approach. Section 3 is the heart of the paper and contains the proof of our
main results, Theorems 1.1 and 1.2. Finally, in Section 4 we prove some further properties
of the optimal ellipsoids and of the energy.

2. Preliminary results

In this section we collect some preliminary results, mostly derived from [2] and [15, 16].

2.1. Minimisation of I on Am,1 and on Am. The following result provides existence
and uniqueness (up to translations) of the minimiser of I in the relaxed class Am,1, intro-
duced in (1.9), as well as its characterisation in terms of the Euler-Lagrange conditions.

Proposition 2.1. Let W be as in (1.2) with κ satisfying Assumption 1. Assume that

Ŵ ≥ 0 on Sd−1. Then for every m > 0 there exists a minimiser ρm ∈ Am,1 of I, with
compact support, which is unique up to translations and is characterised by the following
Euler-Lagrange conditions. There exists a constant λ ∈ R such that (except for x in a set
of measure zero)

(W ∗ ρm) (x) +m
|x|2

2
= λ if 0 < ρm(x) < 1, (2.1)

(W ∗ ρm) (x) +m
|x|2

2
≤ λ if ρm(x) = 1, (2.2)

(W ∗ ρm) (x) +m
|x|2

2
≥ λ if ρm(x) = 0. (2.3)

Proof. For the proof of existence we refer to [8, Theorem 2.1], which treats the special case
of power-law potentials, but can be adapted to the present case. In particular, minimisers
have compact support, due to the growth of the attraction term (see also [2, Lemma 4.4]
and [4, Proposition 2.4]). On densities with compact support and barycentre at the origin
the energy I reduces to

I(ρ) = Im(ρ) =

∫
Rd

∫
Rd

W (x− y)ρ(x)ρ(y) dxdy +m

∫
Rd

|x|2ρ(x) dx.

Uniqueness, up to translations, follows from the strict convexity of Im in the larger class
mP(Rd) of measures with compact support and finite interaction energy, which contains
the class of densities in Am,1 that are relevant for the minimisation problem.

For the derivation of the Euler-Lagrange conditions we proceed as in [2, Lemma 4.2].
In a nutshell, given a minimiser ρm ∈ Am,1 of I, for m > 0, we construct variations
of ρm by perturbing it by means of a nonnegative function (smaller than 1) in the set
S0 = {x : ρm(x) = 0}, and by means of a nonpositive function (larger than −1) in the



SHAPE OPTIMISATION FOR NONLOCAL ANISOTROPIC ENERGIES 7

set S1 = {x : ρm(x) = 1}, in such a way that the resulting competitor has still mass m.
This procedure leads to the conditions (2.1)–(2.3), which are necessary for the minimality
of ρm. Sufficiency follows from the strict convexity of the energy Im in the (convex) class
Am,1. �

Finally, the minimisation of I on sets can be reduced to the relaxed problem on Am,1,
by [2, Theorem 4.5], which we state below.

Theorem 2.2. Let W be as in (1.2) with κ satisfying Assumption 1. Then for every
m > 0 the energy I has a minimiser Ω ∈ Am if and only if the characteristic function χΩ

of Ω is a minimiser of I in Am,1.

2.2. The Fourier transform. The Fourier transform definition we adopt is

f̂(ξ) =
1

(2π)d/2

∫
Rd

f(x)e−iξ·x dx, ξ ∈ Rd,

for functions f in the Schwartz space S. Correspondingly, the inverse Fourier transform is
the following:

f(x) =
1

(2π)d/2

∫
Rd

f̂(ξ)eiξ·x dξ, x ∈ Rd. (2.4)

2.3. Ellipsoids. For any a ∈ Rd with a ·ei = ai, D := D(a) stands for the diagonal matrix
such that Dii = ai. Given a ∈ Rd with ai > 0, we let

E0(a) :=

{
x ∈ Rd :

d∑
i=1

x2
i

a2
i

≤ 1

}
(2.5)

denote the compact set enclosed by the ellipsoid with semi-axes of length ai on the coor-
dinate axis ei. Note that

E0(a) = D(a)B,

where B denotes the unit ball B1(0) ⊂ Rd. A general ellipsoid E ⊂ Rd centred at the
origin can be then obtained by rotating E0(a) in (2.5) with respect to the coordinate axes,
namely as

E = RE0(a) = RD(a)B, (2.6)

for some rotation R ∈ SO(d).
In the following we recall the Fourier transform of the (normalised) characteristic func-

tion of an ellipsoid. We refer to [16, 15] for the detailed computations in the cases d = 2
and d = 3 respectively, and we only summarise the results we need here.

The Fourier transform of the characteristic function of B in Rd is given by

χ̂B(ξ) =
Jd/2(|ξ|)
|ξ|d/2

, (2.7)

where Jα denotes the Bessel function of the first kind of order α. We recall that
Jd/2(r)

rd/2

behaves as a constant at the origin, and as r−(d+1)/2 at infinity.
Let E be an ellipsoid of the form (2.6). It is immediate to see that

χ̂E(ξ) =
|E|
|B|

χ̂B(D(a)RT ξ). (2.8)
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2.4. The potential. Let W be as in (1.2) with κ satisfying Assumption 1. We recall that,
for ξ ∈ Rd \ {0},

Ŵ (ξ) =
1

|ξ|2
Ŵ

(
ξ

|ξ|

)
,

namely the Fourier transform of W is (−2)-homogenous (see [16, 15]). We define the

0-homogeneous function Ψ : Rd \ {0} → R given by Ψ(y) := Ŵ (y) for y ∈ Sd−1, so that

Ŵ (ξ) =
1

|ξ|2
Ψ(ξ), for ξ 6= 0. (2.9)

Let E be an ellipsoid of the form (2.6). A crucial step in our approach is to resort to
a Fourier representation of the potential W ∗ χE , which features in the Euler-Lagrange
conditions (1.11)–(1.13). Intuitively, one would like to use the inversion formula (2.4) to
write, for x ∈ Rd,

(W ∗ χE)(x) =
1

(2π)d/2

∫
Rd

Ŵ ∗ χE(ξ)eiξ·x dξ =

∫
Rd

Ŵ (ξ)χ̂E(ξ) cos(ξ · x) dξ,

and then use (2.7)–(2.9) to make the expression above more explicit. While this is possible

for d = 3, due to a good integrability of Ŵ ∗ χE (see [15, Section 2.5]), in the two-
dimensional case we need to proceed slightly differently, by applying the inversion formula
to the gradient of the potential, rather than the potential itself, to gain integrability.
Namely we compute for x ∈ R2

(∇W ∗ χE)(x) =

∫
R2

∇̂W (ξ)χ̂E(ξ)eix·ξ dξ = −
∫
R2

ξŴ (ξ)χ̂E(ξ) sin(x · ξ) dξ,

see [16]. The expression of the potential on E is given by

(W ∗ χE)(x) =


− |E|

2|B|

∫
S1
α2(x, y)Ψ(y) dH1(y) + c for d = 2,

|E|
2|B|

√
π

2

∫
S2

(1− α2(x, y))
Ψ(y)

|D(a)RT y|
dH2(y) for d = 3,

(2.10)

for x ∈ E, and for some constant c ∈ R, where

α(x, y) :=
x · y

|D(a)RT y|
. (2.11)

The gradient of the potential, instead, satisfies for any x ∈ Ec

x · ∇(W ∗ χE)(x)

=


−|E|
|B|

∫
S1

Ψ(y)

(
α2χ(−1,1)(α) +

|α|
|α|+

√
α2 − 1

χ(−1,1)c(α)

)
dH1(y) for d = 2,

−|E|
|B|

√
π

2

∫
S2
α2χ(−1,1)(α)

Ψ(y)

|D(a)RT y|
dH2(y) for d = 3.

(2.12)

3. Proofs of our main results

Proposition 2.1 ensures that the energy I admits a minimiser in the class of densities
Am,1 for every m > 0. We recall that our aim is to consider the minimisation problem for
I in the smaller class Am of sets of mass m.

3.1. The non-degenerate case: Proof of Theorem 1.1. In this section we assume

that Ŵ > 0 on Sd−1, hence we work in the non-degenerate case. We now show that the
minimiser provided by Proposition 2.1 is the characteristic function of a set, and hence
by Theorem 2.2 it is a solution of the original problem in Am, only for masses m above a
given threshold.
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3.1.1. Proof of Theorem 1.1: The critical and subcritical cases m ≤ m∗. We recall that

under the non-degeneracy assumption Ŵ > 0 on Sd−1 the unique minimiser, up to trans-
lations, of I on P(Rd) is a (normalised) d-dimensional ellipsoid, both for d = 2 (see
[5, 16]) and d = 3 (see [6, 15]). We denote with E∗ := R∗D(a∗)B ⊂ Rd, for a∗i > 0, and
R∗ ∈ SO(d), the ellipsoid such that µ∗ = χE∗/|E∗| ∈ P(Rd) is the minimiser of I on

P(Rd) with zero barycentre. We set m∗ := |E∗| = |B|
∏d
i=1 a

∗
i .

For future reference we note that by strict convexity µ∗ is also the unique measure
satisfying the Euler-Lagrange conditions for the minimality of I on P(Rd), namely

(W ∗ µ∗)(x) +
|x|2

2
= λ if x ∈ suppµ∗, (3.1)

(W ∗ µ∗)(x) +
|x|2

2
≥ λ if x ∈ Rd \ suppµ∗, (3.2)

for a constant λ ∈ R.
For every m > 0 the measure µm := m

m∗χE∗ is the unique minimiser of I on mP(Rd),
up to translations. This follows immediately from the quadratic behaviour of I(µ) with
respect to µ.

Let now m ≤ m∗. Since the function ρm := µm = m
m∗χE∗ belongs to Am,1 in this case,

we conclude that ρm is the unique minimiser of I in the class Am,1, up to translations.
For m = m∗ this implies that E∗ ∈ Am∗ is the unique minimiser of Im∗ in the class Am∗ ,
up to translations. For m < m∗ this proves non-existence of minimisers of I on Am by
Theorem 2.2, since ρm is not the characteristic function of a set.

Note that for m > m∗ the measure µm ∈ mP(Rd) \ Am,1, so one has to proceed
differently to identify the minimiser of I in the class Am,1.

3.1.2. Proof of Theorem 1.1: The super-critical case m > m∗. We use the Euler-Lagrange
conditions (2.1)–(2.3), that we specialise in the case of ρ = χE , with E = RD(a)B, for
R ∈ SO(d) and ai > 0, satisfying |E| = m. More precisely, we show that there exist

R ∈ SO(d), and a ∈ Rd, with ai > 0 and |B|
∏d
i=1 ai = m, such that

(W ∗ χE)(x) +m
|x|2

2
= λ if x ∈ ∂E, (3.3)

(W ∗ χE)(x) +m
|x|2

2
≤ λ if x ∈ E◦, (3.4)

(W ∗ χE)(x) +m
|x|2

2
≥ λ if x ∈ Rd \ E, (3.5)

for a constant λ ∈ R.
We divide the proof into a number of steps.

Step 1: Conditions (3.3)–(3.4) imply (3.5). Assume that there exist ai > 0 with

|B|
∏d
i=1 ai = m, and R ∈ SO(d), such that E = RD(a)B satisfies (3.3)–(3.4), and let

x ∈ Rd \ E.
We write x = tx0, with x0 ∈ ∂E, and t > 1. Since x0 ∈ ∂E, by (3.3)–(3.4) we know

that x0 ·∇(W ∗χE)(x0) +m|x0|2 ≥ 0. We next treat the cases d = 2 and d = 3 separately.

Step 1.1: The two-dimensional case. By (2.10), condition x0 ·∇(W ∗χE)(x0)+m|x0|2 ≥ 0
becomes

− m

|B|

∫
S1
α2(x0, y)Ψ(y) dH1(y) +m|x0|2 ≥ 0,

where α(x, y) is defined in (2.11). This implies in particular that

|x0|2 ≥
1

|B|

∫
S1
α2(x0, y)Ψ(y) dH1(y),
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and hence

|x|2 = t2|x0|2 ≥
t2

|B|

∫
S1
α2(x0, y)Ψ(y) dH1(y) =

1

|B|

∫
S1
α2(x, y)Ψ(y) dH1(y), (3.6)

since t2α2(x0, y) = α2(tx0, y) = α2(x, y). Then, by (2.12) and (3.6)

x · (∇W ∗ χE) (x) +m |x|2 ≥− m

|B|

∫
S1

Ψ(y)

(
α2χ(−1,1) +

|α|
|α|+

√
α2 − 1

χ(−1,1)c

)
dH1(y)

+
m

|B|

∫
S1
α2Ψ(y) dH1(y)

=
m

|B|

∫
S1

Ψ(y)χ(−1,1)c(α)

(
α2 − |α|

|α|+
√
α2 − 1

)
dH1(y) ≥ 0.

This implies (3.5) and concludes the proof.

Step 1.2: The three-dimensional case. By (2.10), condition x0 ·∇(W ∗χE)(x0)+m|x0|2 ≥
0 becomes

− m

|B|

√
π

2

∫
S2
α2(x0, y)

Ψ(y)

|D(a)RT y|
dH2(y) +m|x0|2 ≥ 0.

This implies in particular that

|x|2 = t2|x0|2 ≥
t2

|B|

√
π

2

∫
S2
α2(x0, y)

Ψ(y)

|D(a)RT y|
dH2(y)

=
1

|B|

√
π

2

∫
S2
α2(x, y)

Ψ(y)

|D(a)RT y|
dH2(y),

since t2α2(x0, y) = α2(tx0, y) = α2(x, y).
Then, by (2.12) and by the inequality above

x · (∇W ∗ χE) (x) +m |x|2 ≥− m

|B|

√
π

2

∫
S2
α2(x, y)χ(−1,1)(α)

Ψ(y)

|D(a)RT y|
dH2(y)

+
m

|B|

√
π

2

∫
S2
α2(x, y)

Ψ(y)

|D(a)RT y|
dH2(y)

=
m

|B|

√
π

2

∫
S2
α2(x, y)χ(−1,1)c(α)

Ψ(y)

|D(a)RT y|
dH2(y) ≥ 0.

This implies (3.5) and concludes the proof of this step.

Note that this step is valid also in the degenerate case Ŵ ≥ 0 on Sd−1.

Step 2: Rewriting conditions (3.3)–(3.4). Let M+ denote the space of positive definite
symmetric d× d matrices. We set M := RD2RT , where D2 = D(a2). Note that M ∈M+,

and detM =
∏d
i=1 a

2
i = m2

|B|2 , since m = |E| = |B|
∏d
i=1 ai.

We now rewrite the potential on E in (2.10) in terms of M . First note that

|D(a)RT y| = (D(a)RT y ·D(a)RT y)1/2 = ((D(a)RT )TD(a)RT y · y)1/2

= (RD(a2)RT y · y)1/2 = (My · y)1/2. (3.7)

Hence, from (2.10), the potential in terms of M is

(W ∗ χE)(x) = − m

2|B|
γd

∫
Sd−1

(x · y)2Ψ(y)

(My · y)d/2
dHd−1(y) + c, (3.8)

for x ∈ E, for some constant c ∈ R, where γd is a constant defined as

γd :=


1 for d = 2,√
π

2
for d = 3.

(3.9)
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More concisely, let Q ∈ Rd×d be defined as the matrix with components Qij := qij , where

qij := − m

2|B|
γd

∫
Sd−1

Ψ(y)yiyj

(My · y)d/2
dHd−1(y). (3.10)

Note that Q depends on the potential W and on the matrix M , but we will not indicate
this dependence explicitly to avoid overburdening the notation. Then we can write (3.8) as

(W ∗ χE)(x) = Qx · x+ c (3.11)

for x ∈ E, and for some constant c ∈ R. Hence we can rewrite (3.3)–(3.4) in terms of Q as(
Q+

m

2
I
)
x · x = λ if x ∈ ∂E, (3.12)(

Q+
m

2
I
)
x · x ≤ λ if x ∈ E◦, (3.13)

for some constant λ ∈ R (not renamed, corresponding to λ− c, where λ is the constant in
(3.3)–(3.4)).

Note that, by (2.6), x ∈ E if and only if x = RD(a)z = M1/2Rz, with z ∈ B, where

M1/2 := RD(a)RT . In fact, by setting ξ := Rz, we can write x = M1/2ξ, with ξ ∈ B.
Then, for x ∈ E, we have(

Q+
m

2
I
)
x · x = M1/2

(
Q+

m

2
I
)
M1/2ξ · ξ, (3.14)

with ξ ∈ B. By (3.14), conditions (3.12)–(3.13) are equivalent to

M1/2
(
Q+

m

2
I
)
M1/2ξ · ξ = λ if ξ ∈ ∂B, (3.15)

M1/2
(
Q+

m

2
I
)
M1/2ξ · ξ ≤ λ if ξ ∈ B. (3.16)

Since condition (3.15) is equivalent to

M1/2
(
Q+

m

2
I
)
M1/2 = λI, (3.17)

condition (3.16) rewrites as
λξ · ξ ≤ λ if ξ ∈ B,

that is, λ ≥ 0.
In conclusion, finding an ellipsoid E satisfying (3.3)–(3.4) is equivalent to finding M ∈

M+, with detM = m2

|B|2 , and satisfying (3.17) with λ ≥ 0, namely satisfying

Q+
m

2
I = λM−1, λ ≥ 0. (3.18)

Step 3: Rewriting conditions (3.18) as a constrained minimisation problem. By
writing explicitly

M−1 =
1

detM
adj(M),

where adj(M) denotes the adjugate of M , we obtain the following scalar conditions, equiv-
alent to (3.18):

qij +
m

2
δij =

λ

detM
(adj(M))ij , for i, j = 1, . . . , d, (3.19)

λ ≥ 0. (3.20)

Finally, by setting λ̃ := 2λ
m detM , and by using (3.10), conditions (3.19)–(3.20) become

− 1

|B|
γd

∫
Sd−1

Ψ(y)yjyj

(My · y)d/2
dHd−1(y) + δij = λ̃(adj(M))ij , i, j = 1, . . . , d, (3.21)

λ̃ ≥ 0, (3.22)
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where M ∈M+ satisfies detM = m2

|B|2 .

We now show that (3.21)–(3.22) can be written as the stationarity condition for an
auxiliary scalar function defined on matrices M ∈ M+, under the determinant constraint

detM = m2

|B|2 . To this aim we introduce the continuous function f : M+ → R defined as

f(M) := gd(M) + tr(M), (3.23)

where

gd(M) :=


− 1

|B|

∫
S1

Ψ(y) log(My · y) dH1(y) for d = 2,

2γ3

|B|

∫
S2

Ψ(y)√
My · y

dH2(y) for d = 3.

(3.24)

One can show that f is nothing but the nonlocal energy I evaluated at normalised char-
acteristic functions of ellipsoids, see Lemma 4.4. Then (3.21)–(3.22) can be rewritten as

∇Mf(M) = λ̃∇M det(·)(M), λ̃ ≥ 0, (3.25)

where we denoted

∇M =


(

∂

∂M11
,

∂

∂M22
,

∂

∂M12

)
for d = 2,(

∂

∂M11
,

∂

∂M22
,

∂

∂M33
,

∂

∂M12
,

∂

∂M13
,

∂

∂M23

)
for d = 3,

since due to the symmetry of M

∂

∂Mij
det(·)(M) = (adj(M))ji = (adj(M))ij , i, j = 1, . . . , d.

We have then reduced the claim of finding an ellipsoid E satisfying (3.3)–(3.4) to finding

M ∈M+ with detM = m2

|B|2 , satisfying (3.25).

Step 3.1: Auxiliary constrained minimisation problem for f . We now show that the
function f in (3.23) admits a minimiser in the (larger) set

M :=

{
M ∈M+ : detM ≥ m2

|B|2

}
, (3.26)

where we replaced the equality constraint for the determinant of M with a unilateral
constraint.

To this aim, let (Mn)n ⊂ M be a minimising sequence for f , where we write Mn =:
RnD(a2

n)RTn , with Rn ∈ SO(d) and an ∈ Rd with an · ei > 0. Since

inf
M
f ≤ f

((
m

|B|

)2/d

I

)
< +∞,

we have that f(Mn) ≤ c <∞, for some constant c ∈ R. We now show that

c ≥ f(Mn) ≥ C|Mn|, (3.27)

where C > 0, and | · | denotes the Frobenius norm of the matrix. Then

|Mn|2 = tr(MT
nMn) = tr(D(a4

n)) =

d∑
i=1

(an)4
i ,

and since

tr(Mn) =
d∑
i=1

(an)2
i ,

we immediately deduce that
|Mn| ≤ tr(Mn). (3.28)
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In the case d = 3, since g3(Mn) ≥ 0, the bound (3.28) gives immediately (3.27).
If d = 2, we have that

g2(Mn) = − 1

|B|

∫
S1

Ψ(y) log

(
Mn

|Mn|
y · y

)
dH1(y)− log(|Mn|)

(
1

|B|

∫
S1

Ψ(y)dH1(y)

)
≥ − log(|Mn|)

(
1

|B|

∫
S1

Ψ(y)dH1(y)

)
, (3.29)

where for the last inequality we have used that for every y ∈ S1

0 <
Mn

|Mn|
y · y ≤ 1,

and hence its logarithm is negative. We also recall that∫
S1

Ψ(y)dH1(y) = 2π (3.30)

(see, e.g., [16, eq. (3.6)]), and so, from (3.29) and (3.28), in the case d = 2 we obtain the
estimate

c ≥ f(Mn) = g2(Mn) + tr(Mn) ≥ −2 log(|Mn|) + |Mn| ≥
|Mn|

4
.

Hence, also in this case we obtain the bound (3.27).
Both for d = 2 and d = 3, up to a subsequence, we have that Mn → M0 as n → +∞,

where M0 ∈ Rd×d is symmetric, but a priori only semi-positive definite; however, since it

satisfies the unilateral constraint detM ≥ m2

|B|2 , we have that in fact M0 ∈ M. Since the

function f in (3.23) is continuous, we have proved that f admits a minimiser in M.

Step 3.2: Conclusion. By the Karush-Kuhn-Tucker conditions for the auxiliary con-
strained minimisation problem in Step 3.1, we have that any minimiser of f in the setM
satisfies

∇Mf(M) = λ̃∇M det(·)(M), (3.31)

λ̃ ≥ 0, detM ≥ m2

|B|2
, λ̃

(
detM − m2

|B|2

)
= 0. (3.32)

To conclude the proof of the theorem it suffices to show that it must be detM = m2

|B|2 .

Assume, for contradiction, that detM > m2

|B|2 . Then by (3.32) we deduce that λ̃ = 0,

and hence ∇Mf(M) = 0 by (3.31). In other words, M is a critical point of f . This implies
that the corresponding ellipsoid E satisfies (3.3) and (3.4) with the equality sign, and by
Step 1 it satisfies (3.5), too. Therefore, the measure χE/|E| is a solution of (3.1)–(3.2).
Hence, by uniqueness E = E∗ and

detM =
d∏
i=1

a2
i =

(m∗)2

|B|2
.

But this is in contradiction with the assumption detM > m2

|B|2 , since we are dealing with

the case m > m∗.

Step 4: The limiting case m → +∞. Let M = RD(a2)RT ∈ M+ be the matrix
corresponding to the ellipsoid E that solves (3.3)–(3.5), where R ∈ SO(d), and a ∈ Rd,
with ai > 0 and |B|

∏d
i=1 ai = m. By (3.17), since M1/2 = RD(a)RT , we deduce that

RD(a)RT
(
Q+

m

2
I
)
RD(a)RT = λI, (3.33)
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By a simple change of variables we can write Q = m
2 (RPRT ), where P = (pij) is defined

as

pij := − 1

|B|
γd

∫
Sd−1

Ψ(Ry)yiyj

(D(a2)y · y)d/2
dHd−1(y). (3.34)

Rewriting (3.33) in terms of P gives

m

2
(D(a)PD(a) +D(a2)) = λI. (3.35)

For the diagonal components of (3.35) we find

− 1

|B|
γd

∫
Sd−1

Ψ(Ry)a2
i y

2
i

(D(a2)y · y)d/2
dHd−1(y) + a2

i =
2λ

m
.

By subtracting the component j from the component i in the expression above and by
rearranging we obtain

a2
i − a2

j ≤
γd
|B|

∫
Sd−1

Ψ(Ry)

(D(a2)y · y)
d
2
−1

dHd−1(y)− γd
|B|

∫
Sd−1

Ψ(Ry)
∑

k 6=i a
2
ky

2
k

(D(a2)y · y)d/2
dHd−1(y)

and

a2
i − a2

j ≥ −
γd
|B|

∫
Sd−1

Ψ(Ry)

(D(a2)y · y)
d
2
−1

dHd−1(y) +
γd
|B|

∫
Sd−1

Ψ(Ry)
∑

k 6=j a
2
ky

2
k

(D(a2)y · y)d/2
dHd−1(y),

hence

|a2
i − a2

j | ≤
γd
|B|

∫
Sd−1

Ψ(Ry)

(D(a2)y · y)
d
2
−1

dHd−1(y).

Let t ∈ Rd denote the vector with components ti :=
(
|B|
m

) 1
d
ai. In terms of t, the estimate

above becomes

|t2i − t2j | ≤
γd
m

∫
Sd−1

Ψ(Ry)

(D(t2)y · y)
d
2
−1

dHd−1(y). (3.36)

We now show that the integral in (3.36) is bounded uniformly in m. Since M is the matrix
corresponding to the ellipsoid E that solves (3.3)–(3.5), we have by Step 3 that

c|M | ≤ f(M) = min
M

f ≤ f
((

m

|B|

)2/d

I

)
= gd

((
m

|B|

)2/d

I

)
+ d

(
m

|B|

)2/d

,

where we have used (3.23) and (3.27), and where the constant c > 0 is independent of m.
Since tr(M) ≤ d|M |, the previous estimate leads to

d∑
i=1

a2
i = tr(M) ≤ C

(
gd

((
m

|B|

)2/d

I

)
+ d

(
m

|B|

)2/d)
, (3.37)

for a constant C > 0 independent of m. Finally, by (3.24) and (3.30) we have

gd

((
m

|B|

)2/d

I

)
=


−2 log

(
m

|B|

)
for d = 2,(

|B|
m

)1/3 2γ3

|B|

∫
S2

Ψ(y) dH2(y) for d = 3,

hence this term is negligible in the right-hand side of (3.37), for m large. Therefore, for
m� 1, from (3.37) we deduce the bound

d∑
i=1

a2
i ≤ C

(
m

|B|

)2/d

, (3.38)
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which in terms of the rescaled semi-axes t becomes
d∑
i=1

t2i ≤ C. (3.39)

In particular, this means that the sequences (ti) are uniformly bounded in m for i =

1, . . . , d. Moreover, since detM =
∏d
i=1 a

2
i = m2

|B|2 , we have that

d∏
i=1

t2i =
|B|2

m2

d∏
i=1

a2
i = 1,

and, consequently, ti are also bounded away from zero, uniformly in m. Hence, up to a
subsequence, ti → t̄i as m → +∞, with 0 < t̄i < +∞. This implies in particular that
the integral in (3.36) is bounded uniformly in m, and finite in the limit m → +∞, by
the dominated convergence theorem. By letting m→ +∞ in (3.36) we finally obtain that
t̄i = t̄j = 1 for every i, j = 1, . . . , d.

This shows that in the limit, as the prescribed mass m tends to +∞, the minimising
ellipsoid converges to a ball.

3.2. The degenerate case: Proof of Theorem 1.2. In this section we assume that

Ŵ ≥ 0 on Sd−1, hence we work in the degenerate case. We distinguish two cases, corre-
sponding to the two possible minimisers for I on measures.

If I is minimised on P(Rd) by the normalised characteristic function of a d-dimension-
al ellipsoid E∗, then one can easily see that the whole procedure detailed in Section 3.1
follows without change. In particular, there exists a threshold m∗ (the mass of E∗) such
that the minimiser of I is an ellipsoid for m ≥ m∗, and is a density in Am,1 \ Am for
m < m∗.

If, instead, I is minimised on P(Rd) by a measure with a (d− 1)-dimensional support,
then one can repeat the whole argument of Section 3.1 up to Step 3.1. To conclude one has
to show that for any prescribed mass m > 0 the minimiser M of f in the set M satisfies

detM = m2

|B|2 . Assume, for contradiction, that detM > m2

|B|2 . Then by (3.32) we deduce

that M is a critical point of f . This implies that the corresponding ellipsoid E satisfies
(3.3) and (3.4) with the equality sign, and by Step 1 it satisfies (3.5), too. Therefore,
the measure χE/|E| is a solution of (3.1)–(3.2), hence it is a minimiser of I on P(Rd),
contradicting the assumption that minimisers are (d − 1)-dimensional. Finally, the proof
of Step 4 can be repeated verbatim.

4. Further results

In this section we prove some monotonicity properties of the optimal ellipsoids, and we
investigate when the optimal ellipsoid is a ball. We also provide a bound for the critical
mass and clarify the meaning of the auxiliary function f which is instrumental in the proof
of Theorems 1.1 and 1.2.

In the previous section we proved that optimal ellipsoids become more and more rounded
in the limit m → +∞. The next remark shows that this convergence is in some sense
monotone. Although it is not necessarily true that each of the semi-axes of the optimal
ellipsoids increases as m increases, they do so ‘collectively’. More precisely, we show that
the sum of the squares of the semi-axes, suitably normalised, is increasing in m.

Remark 4.1 (Monotonicity of the minimiser with respect to m). Let 0 < m1 < m2.
Assume that I is minimised by E1 on Am1 and by E2 on Am2 . Let M1 and M2 be the
positive definite matrices associated to E1 and E2, respectively, as in Step 2 of the proof
of Theorem 1.1. Then

tr(M1)

(m1)2/d
≥ tr(M2)

(m2)2/d
. (4.1)
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Indeed, from the proof of Theorems 1.1 and 1.2 we have that Mi minimises the function
f in (3.23) on the set {

M ∈M+ : detM ≥ m2
i

|B|2

}
.

Therefore, setting λi := (|B|/mi)
2/d, we obtain

f(M1) ≤ f
(
λ2

λ1
M2

)
, f(M2) ≤ f

(
λ1

λ2
M1

)
.

Using the scaling properties

f(λM) =

f(M) + (λ− 1)tr(M)− 2 log λ for d = 2,

1√
λ
f(M) + 1√

λ
(λ3/2 − 1)tr(M) for d = 3,

for λ > 0, we deduce that(
tr(M1)

(m1)2/d
− tr(M2)

(m2)2/d

)
(m2 −m1) ≥ 0,

which immediately gives (4.1).

We now investigate the minimality of balls for the energy I. Note that Theorems 1.1
and 1.2 guarantee that balls are ‘asymptotically’ optimal, in the limit m→ +∞, but they
say nothing about the case of finite m.

In what follows, we denote with BRm the ball centred at the origin with radius Rm =
(m/|B|)1/d, so that |BRm | = m.

Proposition 4.2 (Minimality of the ball for finite mass m). Let W be as in (1.2) with κ

satisfying Assumption 1, and such that Ŵ ≥ 0 on Sd−1. Let Ψ : Sd−1 → R be defined as
in (2.9), and assume that∫

Sd−1

Ψ(y)yiyj dHd−1(y) =
δij
d

∫
Sd−1

Ψ(y) dHd−1(y) (4.2)

for every i, j = 1, . . . , d. Let

m◦ :=
γd
d

∫
Sd−1

Ψ(y) dHd−1(y). (4.3)

Then, up to translations, µ◦ = 1
m◦χBRm◦ ∈ P(Rd) is the unique minimiser of I on P(Rd),

and BRm is the unique minimiser of I on Am for m ≥ m◦.
If, instead, (4.2) is not satisfied, then balls are never minimisers of I on Am for any

mass m > 0.

Proof. Let m > 0 be fixed, and assume that Ŵ ≥ 0 on Sd−1. We recall that, by the proof
of Theorems 1.1 and 1.2, an ellipsoid E ∈ Am centred at 0 minimises I on Am if and only
if its associated matrix M ∈ M+ (constructed as in Step 2 of the proof of Theorem 1.1)
satisfies (3.18), where Q ∈ Rd×d is the matrix with components Qij = qij defined in (3.10).

We now specify (3.18) in the special case of E = BRm , namely when the ellipsoid is

a ball of mass m. First of all, the matrix M associated to BRm is M = (m/|B|)2/dI.
Correspondingly, (3.10) becomes

qij = −γd
2

∫
Sd−1

Ψ(y)yiyj dHd−1(y), (4.4)

which shows that in this case Q does not depend on m, or equivalently, it does not depend
on the radius of the ball. Moreover, since M−1 = (|B|/m)2/dI, the equality in (3.18)
simplifies to

Q =

(
λ

(
|B|
m

)2/d

− m

2

)
I. (4.5)
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Putting together (4.4) and (4.5) we can write Q = qI, with

q = qii = −γd
2d

∫
Sd−1

Ψ(y) dHd−1(y), qij = 0 if i 6= j. (4.6)

Condition (4.6) is in fact equivalent to the equality in (3.18), and is a condition on the
potential. In other words, for any m > 0, the ball BRm satisfies the equality condition in
(3.18) if and only if the potential satisfies (4.6), which is exactly condition (4.2) in the
statement. In particular, if a potential does not satisfy (4.2), then balls cannot be energy
minimisers for finite m > 0.

From now on we assume that the potential Ψ satisfies (4.2), namely that the equality
in (3.18) is satisfied, and focus on the inequality condition λ ≥ 0. By (4.5) and (4.6) we
have that

λ =
(
q +

m

2

)( m

|B|

)2/d

,

and hence λ ≥ 0 if and only if m ≥ −2q. In other words, if Ψ satisfies (4.2), the ball
BRm minimises I on Am for every m ≥ −2q. Therefore, the critical threshold is given by
m∗ = −2q, which can be written as (4.3) by (4.6). �

Remark 4.3 (Bound on the critical mass). We now show that the critical mass m∗, when
it exists, satisfies the bound

m∗ ≤ γd
d

∫
Sd−1

Ψ(y) dHd−1(y), (4.7)

where the equality is attained when the support of the minimisers of I on P(Rd) is a ball.
First note that the right-hand side of (4.7) is exactly given by (4.3), namely by the value

of the critical mass if minimisers of I on measures are supported on a ball. It remains to
show that the critical mass m∗ satisfies the inequality in (4.7) in the general case.

By (3.1), if the minimiser of I on measures, with barycentre at 0, is of the form µ∗ =
1
m∗χE∗ , it satisfies the condition

∂ij(W ∗ χE∗)(x) +m∗δij = 0, i, j = 1, . . . , d,

for every x ∈ E∗, which thanks to (3.8) can be written as

γd
|B|

∫
Sd−1

Ψ(y) yiyj

(M∗y · y)d/2
dHd−1(y) = δij , i, j = 1, . . . , d, (4.8)

where γd is defined in (3.9) and M∗ ∈M+ is the matrix associated with E∗ (as in Step 2
of the proof of Theorem 1.1) . From (4.8) one can immediately obtain the equalities

d =
γd
|B|

∫
Sd−1

Ψ(y)

(M∗y · y)
d
2

dHd−1(y), (4.9)

tr(M∗) =
γd
|B|

∫
Sd−1

Ψ(y)

(M∗y · y)
d
2
−1

dHd−1(y), (4.10)

by adding up the diagonal terms in (4.8), and by multiplying the ij-th term by M∗ij and
then adding the resulting terms up, respectively. Since

tr(M∗) =

d∑
i=1

(a∗i )
2
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where a∗i are the semi-axes of E∗, we conclude that

d∑
i=1

(a∗i )
2 ≤ γd
|B|

(∫
Sd−1

Ψ(y)

(M∗y · y)
d
2

dHd−1(y)

) d−2
d (∫

Sd−1

Ψ(y) dHd−1(y)

) 2
d

=
γd
|B|

(
d|B|
γd

) d−2
d
(∫

Sd−1

Ψ(y) dHd−1(y)

) 2
d

,

where we have used (4.9)–(4.10), and Hölder’s inequality. Recalling that(
d∏
i=1

(a∗i )
2

)1/d

≤ 1

d

d∑
i=1

(a∗i )
2,

we obtain the bound(
d∏
i=1

(a∗i )
2

)1/d

≤ 1

d

γd
|B|

(
d|B|
γd

) d−2
d
(∫

Sd−1

Ψ(y) dHd−1(y)

) 2
d

=

(
1

d

γd
|B|

∫
Sd−1

Ψ(y) dHd−1(y)

) 2
d

.

Hence,

m∗ = |B|
d∏
i=1

a∗i ≤
γd
d

∫
Sd−1

Ψ(y) dHd−1(y),

as claimed.

In the next lemma we show that, up to a multiplicative factor and an additive constant
depending on the dimension d and on the potential W , the auxiliary function f defined
in (3.23)–(3.24) coincides with the nonlocal energy I in (1.3) evaluated on normalised
characteristic functions of ellipsoids. In particular, the proof of Theorem 1.1 shows that,
for an ellipsoid, being a constrained critical point of f on the set M is in fact equivalent
to being a critical point of I on densities. In this identification the set M corresponds to
the set of densities of the form χE/|E| for E ellipsoid centred at 0 with |E| ≥ m.

Lemma 4.4. Let f : M+ → R be defined as in (3.23)–(3.24). Then

1

d+ 2
f(M) = I

(
χE
|E|

)
+ cd, (4.11)

where cd is a constant depending on the dimension d and on the potential W , and E ⊂ Rd
is the ellipsoid defined as

E :=
{
x ∈ Rd : Mx · x ≤ 1

}
.

Proof. To prove (4.11) we start working with the quadratic term in I. Let x ∈ E; by the

change of variables x = M1/2z, with z ∈ B, and since detM1/2 = |E|
|B| , we have

1

|E|

∫
E
|x|2 dx =

1

|B|

∫
B
Mz · z dz =

1

|B|
tr(M)

∫
B
z2

1 dz, (4.12)

where we have used the symmetries of B. Since∫
B
z2

1 dz =
1

d+ 2
|B|,

we conclude that
1

|E|2

∫
E

∫
E

1

2
|x− y|2 dxdy =

1

d+ 2
tr(M). (4.13)

We now work on the repulsive term in I. We proceed differently for d = 3 and d = 2.
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Let d = 3. By integrating the expression (2.10) in E, and by using (3.11) and (3.10),
we have∫

E
(W ∗ χE)(x) dx =

∫
E
Qx · x dx+ |E| c =

|E|
|B|

∫
B

(M1/2QM1/2)z · z dz + |E| c

=
|E|
|B|
|B|
5

tr(M1/2QM1/2) + |E| c =
|E|
5
Q ·M + |E| c

= − |E|
2

10|B|
γ3

∫
S2

Ψ(y)√
My · y

dH2(y) + |E| c. (4.14)

By (2.10) and (3.7) we have

c =
|E|
2|B|

γ3

∫
S2

Ψ(y)√
My · y

dH2(y).

Hence (4.14) gives

1

|E|2

∫
E

(W ∗ χE)(x) dx =
2

5

γ3

|B|

∫
S2

Ψ(y)√
My · y

dH2(y). (4.15)

In conclusion, (4.13) and (4.15) give (4.11) for d = 3 with cd = 0.
Let d = 2. In [5, Lemma 7.1] Carrillo and Shu proved that in 2d a kernel W of the form

(1.2) can be written as

W (x) = − 1

2π

∫
S1

Ψ(y) log |x · y|dH1(y) + c

for a suitable constant c ∈ R (depending only on W ), where Ψ is the function in (2.9).
Therefore,∫

E
(W ∗χE)(x) dx = − 1

2π

∫
S1

Ψ(y)

(∫∫
E×E

log |(x− z) · y|dxdz
)
dH1(y)+ |E|2c. (4.16)

To compute the integral at the right-hand side we recall two facts. Let y ∈ S1 and let
y⊥ := (−y2, y1) ∈ S1. A simple computation shows that the projection of χE on the line
passing through 0 of direction y is a semicircle law of parameter r(y) :=

√
My · y, that is,∫

R
χE(ty + sy⊥) ds =

2|E|
π

1

r2(y)

√
r2(y)− t2χ[−r(y),r(y)](t), (4.17)

for every t ∈ R. Moreover, the 1d logarithmic potential of a semicircle law is quadratic in
the support of the semicircle law; more precisely, for every r > 0 and ξ ∈ (−r, r)

− 2

π

1

r2

∫ r

−r
log |ξ − t|

√
r2 − t2 dt = − 1

r2
ξ2 − log

r

2
+

1

2
. (4.18)

Now, for any x, z ∈ E we write x = x1y+ x2y
⊥ and z = z1y+ z2y

⊥, so that by (4.17) and
(4.18) we have

− 1

2π

∫∫
E×E

log |(x− z) · y| dxdz

= − 1

2π

∫∫
R×R

log |x1 − z1|
(∫

R
χE(x1y + x2y

⊥)dx2

)(∫
R
χE(z1y + z2y

⊥)dz2

)
dx1dz1

=
|E|2

π2

∫ r(y)

−r(y)

1

r2(y)

√
r2(y)− x2

1

(
− 1

r2(y)
x2

1 − log
r(y)

2
+

1

2

)
dx1

=
|E|2

π2

∫ 1

−1

√
1− t2

(
−t2 − log

r(y)

2
+

1

2

)
dt

= −|E|
2

2π
log r(y) + |E|2c̃,
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where c̃ is a universal constant. Recalling that r(y) =
√
My · y by definition, we conclude

by (4.16) that

1

|E|2

∫
E

(W ∗ χE)(x) dx = − 1

4π

∫
S1

Ψ(y) log(My · y) dH1(y) + c̄ (4.19)

for some constant c̄ depending only on W . In conclusion, (4.13) and (4.19) give (4.11) for
d = 2. �
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Email address: mariagiovanna.mora@unipv.it

(L. Scardia) Department of Mathematics, Heriot-Watt University, United Kingdom
Email address: L.Scardia@hw.ac.uk


	1. Introduction
	1.1. Motivation and comparison with the radially symmetric case
	1.2. Method of proof
	1.3. Outline of the paper

	2. Preliminary results
	2.1. Minimisation of I on Am,1 and on Am.
	2.2. The Fourier transform
	2.3. Ellipsoids
	2.4. The potential

	3. Proofs of our main results
	3.1. The non-degenerate case: Proof of Theorem 1.1
	3.2. The degenerate case: Proof of Theorem 1.2

	4. Further results
	References

