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#### Abstract

In the setting of horizontal curves in the Heisenberg group, we prove a $C^{m, \omega}$ finiteness principle, a $C^{m, \omega}$ Lusin approximation result, a $C^{\infty}$ Whitney extension result, and a $C^{\infty}$ Lusin approximation result. Combined with previous work, this completes the study of Whitney extension and Lusin approximation for horizontal curves of class $C^{m}, C^{m, \omega}$, and $C^{\infty}$ in the Heisenberg group.


## 1. Introduction

The classical Whitney extension theorem [39] characterizes those collections of realvalued continuous functions $F=\left(F^{k}\right)_{|k| \leq m}$, defined on a compact set $K \subset \mathbb{R}^{n}$, which can be extended to a $C^{m}$ function $f$ such that the derivatives satisfy $\left.D^{k} f\right|_{K}=F^{k}$ for multiindices $|k| \leq m$. The key condition is that the collection $F$ must form a Whitney field. This encodes the fact that the maps in the collection must be related as dictated by Taylor's theorem. There have been versions of Whitney's result for mappings with varying regularity [3, 13] 16] and between different spaces [18-20, 23, 33, 34, 42, 43]. Whitney extension results have been applied to study rectifiable sets, construct mappings with desired differentiability properties, and prove Lusin approximation results [10-12, 24, [25, 37, 41].

In recent years, it has become clear that a large part of geometric analysis, geometric measure theory, and real analysis in Euclidean spaces may be generalized to Carnot groups [6, 2, 18, 19, 30, 31. Roughly speaking, a Carnot group is a Lie group (i.e. a smooth manifold equipped with smooth translations) whose Lie algebra (i.e. the space of left invariant vector fields) admits a suitable stratification in which the first layer generates all others. Absolutely continuous curves in a Carnot group which are almost everywhere tangent to the first layer are called horizontal curves and are fundamental to the geometry of the space.

Recently, there have been a number of contributions to the study of Whitney extension theorems and their applications in Carnot groups. The case of real-valued mappings defined on subsets of Carnot groups is quite well understood [33], but the case of mappings whose target is a Carnot group is less so. At present, there are only results for mappings from subsets of $\mathbb{R}$ into Carnot groups. Here, one requires the extension to be a horizontal

[^0]curve. Existing results include a $C^{1}$ Whitney extension theorem in pliable Carnot groups [23] and a $C^{m}$ Whitney extension theorem for $m \geq 1$ both in the Heisenberg group [32] and in free Carnot groups of step 2 [36].

The present paper continues the work started in [32]. We focus on the first Heisenberg group $\mathbb{H}$ (see Definition 2.11), which is the simplest and most often studied non-Euclidean Carnot group. While we expect analogues of our results to hold in the Heisenberg group $\mathbb{H}^{n}$ of any dimension, we focus on the first Heisenberg group $\mathbb{H}$ to keep the notation manageable. $\mathbb{H}$ can be viewed in coordinates as $\mathbb{R}^{3}$ with a two-dimensional horizontal distribution. In [32], the authors of the present paper proved a Whitney extension theorem for $C^{m}$ horizontal curves in $\mathbb{H}$. The second and third author then proved an analogue for $C^{m, \omega}$ horizontal curves in [38]. Here we recall that a real-valued function $f$ on $\mathbb{R}^{n}$ is of class $C^{m, \omega}$ if it is $m$-times differentiable and the $m^{\prime}$ th order partial derivatives are uniformly continuous with modulus of continuity $\omega$ (see Definition 2.4). For example, if the $m^{\prime}$ th order partial derivatives of $f$ are Lipschitz continuous, then $f$ is of class $C^{m, \omega}$ with $\omega(t)=t$. In the present paper we show that the result of [38] has a number of interesting applications.

Our first result (Theorem 3.2) establishes a finiteness principle for $C^{m, \omega}$ horizontal curves in the Heisenberg group. This is related to the original Whitney problem: given a compact set $K \subseteq \mathbb{R}^{n}$ and a continuous function $f: K \rightarrow \mathbb{R}$, when is there a function $F \in C^{m, \omega}\left(\mathbb{R}^{n}\right)$ such that $\left.F\right|_{K}=f$ ? Note that we only consider a single continuous function $f$ rather than a collection of possible derivatives. Whitney posed and answered this question in the case $n=1$ in 1934 [40]. See Theorem 2.8 for a formulation due to Brudnyi and Shvartsman [7, [8]. Fefferman then answered this question in full for $n \geq 1$ [13, 14]. This has since come to be known as the finiteness principle for real-valued functions on $\mathbb{R}^{n}$. For curves in the Heisenberg group we ask a related question: given a compact set $K \subset \mathbb{R}$ and a continuous map $\gamma: K \rightarrow \mathbb{H}$, when must there be a horizontal $C^{m, \omega}$ curve $\Gamma$ with $\left.\Gamma\right|_{K}=\gamma$ ? Of course, some kind of $C^{m, \omega}$ "data" must be imposed on the curve $\gamma$ in order to ensure the existence of a $C^{m, \omega}$ horizontal extension. In [43], the third author proved a version of this finiteness principle but was only able to obtain a $C^{m, \sqrt{\omega}}$ regular extension from $C^{m, \omega}$ initial data. This drop in regularity was due to the method of the proof of the main result of [32] in the $C^{m}$ setting. Using the $C^{m, \omega}$ version in 38], we fix this drop in regularity.

Our second result (Theorem 4.9) establishes an $(m, \omega)$-Lusin property for horizontal curves in $\mathbb{H}$. In general, a map possesses a Lusin property if it coincides with a smooth map up to a set of arbitrarily small measure. The most well known Lusin property comes from Lusin's theorem, which asserts that, given a measurable map $f: \mathbb{R} \rightarrow \mathbb{R}$ and $\varepsilon>0$, there exists a continuous map $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $\mathcal{L}^{1}\{x \in \mathbb{R}: F(x) \neq f(x)\}<\varepsilon$. Other results show that increasing the regularity of the measurable function $f$ allows for more smoothness in the approximating function $F$. For related results in Euclidean spaces, see [2, 4, 5, 12, 22, 25, 26, 28, 29]. Lusin properties in Carnot groups were first studied for horizontal curves in the Heisenberg group in [37]. There the second author showed directly that every horizontal curve coincides with a $C^{1}$ horizontal curve except for a set
of small measure, but the same result does not hold in the Engel group (a step three Carnot group). This was then extended to pliable Carnot groups in [23]. In [11] the first and second authors together with Capolli proved a Lusin approximation by $C^{m}$ horizontal curves in $\mathbb{H}$ by applying the $C^{m}$ Whitney extension theorem for horizontal curves from [32]. To prove Theorem 4.9, we combine the techniques of [11] with the $C^{m, \omega}$ Whitney extension theorem from [38].

Our third result (Theorem 5.1) establishes a Whitney extension theorem for $C^{\infty}$ horizontal curves in the Heisenberg group. The classical Whitney extension theorem for $C^{\infty}$ mappings (Theorem 2.10) assumes that the jets are $C^{m}$ Whitney fields for every $m \geq 1$, i.e. that the conditions of the $C^{m}$ Whitney extension theorem hold for every $m \geq 1$. It is natural to ask whether it suffices to assume the conditions of the $C^{m}$ Whitney extension theorem for horizontal curves in $\mathbb{H}$ from [32] for every $m \geq 1$. Such a hypothesis is clearly necessary. Surprisingly, this does not seem to easily yield a $C^{\infty}$ Whitney extension result. Instead, we use the conditions from the $C^{m, \omega}$ Whitney extension theorem for horizontal curves in $\mathbb{H}$ from [38] with $\omega(t)=t$. The key idea here is that, if a curve is $C^{m+1}$, then the $m^{\prime}$ th order derivatives are Lipschitz continuous on the compact set $K$, so the curve is in $C^{m, \omega}$ with $\omega(t)=t$. Hence every $C^{\infty}$ curve is $C^{m, \omega}$ for every $m$.

Our fourth and final result (Theorem 6.1) establishes a Lusin approximation result giving conditions under which a horizontal curve in $\mathbb{H}$ can be approximated by a $C^{\infty}$ horizontal curve. This follows by combining Theorem 5.1 with the techniques used in the proof of Theorem 4.9.

The paper is organized as follows. In Section 2, we introduce notation and the necessary preliminaries for the paper. In Section 3 we establish the finiteness principle for $C^{m, \omega}$ horizontal curves (Theorem 3.2). In Section 4 we prove a Lusin approximation theorem for $C^{m, \omega}$ horizontal curves (Theorem 4.9). In Section 5 we outline the proof of the $C^{\infty}$ Whitney extension theorem for horizontal curves (Theorem 5.1). We apply this in Section 6 to obtain a Lusin approximation theorem for $C^{\infty}$ horizontal curves (Theorem 6.1).
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## 2. Preliminaries

2.1. Whitney Extension in Euclidean Spaces. We first recall relevant theory related to Whitney extension in Euclidean spaces.
2.1.1. Notation. Throughout the paper, $m$ will be a positive integer and $\omega$ will be a (concave) modulus of continuity. By modulus of continuity we mean a continuous, increasing, concave function $\omega:[0, \infty] \rightarrow[0, \infty]$ such that $\omega(0)=0$.

Given a quantity $d$, we write $a \lesssim_{d} b$ to indicate that $a \leq C b$ where $C=C(d)>0$ is a constant possibly depending on $d$.

For any integer $k>0$, we say that a nonnegative quantity $c(a, b)$ is uniformly $o\left(|b-a|^{k}\right)$ on a set $K$ if, for every $\varepsilon>0$, there is a $\delta>0$ such that $c(a, b) \leq \varepsilon|b-a|^{k}$ whenever $a, b \in K$ satisfy $|b-a|<\delta$.

### 2.1.2. $C^{m}$ Mappings.

Definition 2.1. A jet of order $m$ on a set $E \subset \mathbb{R}$ is a collection $F=\left(F^{k}\right)_{k=0}^{m}$ of continuous, real-valued functions on $E$. Given such a jet, we define the $m$ 'th order Taylor polynomial $T_{a}^{m} F$ of $F$ at a point $a \in E$ by

$$
\begin{equation*}
\left(T_{a}^{m} F\right)(x)=\sum_{k=0}^{m} \frac{F^{k}(a)}{k!}(x-a)^{k} \quad \text { for all } x \in \mathbb{R} \tag{2.1}
\end{equation*}
$$

If $f: \mathbb{R} \rightarrow \mathbb{R}$ is $m$-times differentiable at $a$, the Taylor polynomial $T_{a}^{m} f$ is defined as usual using the collection $F=\left(D^{k} f\right)_{k=0}^{m}$ in (2.1). We will often drop the exponent and write $T_{a} F$ or $T_{a} f$ when the order of the polynomial is obvious from the context.

Definition 2.2. Given a jet $F$ of order $m$ on a compact set $K \subset \mathbb{R}$, define for $0 \leq k \leq m$ the following remainder terms

$$
\left(R_{a}^{m} F\right)^{k}(x)=F^{k}(x)-\sum_{\ell=0}^{m-k} \frac{F^{k+\ell}(a)}{\ell!}(x-a)^{\ell} \quad \text { for all } a, x \in K .
$$

Such a jet is called a Whitney field of class $C^{m}$ on $K$ if for every $0 \leq k \leq m$, we have

$$
\left(R_{a}^{m} F\right)^{k}(b) \text { is uniformly } o\left(|a-b|^{m-k}\right) \text { on } K .
$$

The following theorem is the classical Whitney extension theorem [39].
Theorem 2.3 (Classical Whitney extension theorem). Let $K$ be a compact subset of an open set $U \subset \mathbb{R}$. Then for every Whitney field $F$ of class $C^{m}$ on $K$, there exists a function $f \in C^{m}(U)$ such that

$$
D^{k} f(x)=F^{k}(x) \quad \text { for } 0 \leq k \leq m \text { and } x \in K,
$$

and $f$ is $C^{\infty}$ on $U \backslash K$.

### 2.1.3. $C^{m, \omega}$ Mappings.

Definition 2.4. Given a modulus of continuity $\omega$, we define $C^{m, \omega}(\mathbb{R})$ to be the space of $C^{m}$ functions $f: \mathbb{R} \rightarrow \mathbb{R}$ such that the following seminorm is finite:

$$
\|f\|_{C^{m, \omega}(\mathbb{R})}=\sup _{\substack{x, y \in \mathbb{R} \\ x \neq y}} \frac{\left|D^{m} f(x)-D^{m} f(y)\right|}{\omega(|x-y|)} .
$$

Given measurable $E \subset \mathbb{R}$, we define the trace space $C^{m, \omega}(E)=\left\{\left.F\right|_{E}: F \in C^{m, \omega}(\mathbb{R})\right\}$ and the seminorm

$$
\|f\|_{C^{m, \omega}(E)}=\inf \left\{\|F\|_{C^{m, \omega}(\mathbb{R})}: F \in C^{m, \omega}\left(\mathbb{R}^{n}\right),\left.F\right|_{E}=f\right\}
$$

For our future study of curves in the Heisenberg group, we also define $C^{m, \omega}\left(E, \mathbb{R}^{3}\right)$ to be the space of functions $\gamma=(f, g, h): E \rightarrow \mathbb{R}^{3}$ such that $f, g, h \in C^{m, \omega}(E)$, and we endow this space with the seminorm

$$
\|\gamma\|_{C^{m, \omega}\left(E, \mathbb{R}^{3}\right)}=\|f\|_{C^{m, \omega}(E)}+\|g\|_{C^{m, \omega}(E)}+\|h\|_{C^{m, \omega}(E)} .
$$

Next we record several useful estimates which follow from [17, (2)].
Lemma 2.5. For any $f \in C^{m, \omega}(\mathbb{R})$ there exists a constant $C>0$ such that for any $a, b \in \mathbb{R}$ and $0 \leq k \leq m$

$$
\begin{equation*}
\frac{\left|D^{k} f(b)-T_{a}^{m-k}\left(D^{k} f\right)(b)\right|}{|b-a|^{m-k}} \leq C \omega(|b-a|) . \tag{2.2}
\end{equation*}
$$

In particular, since $\left(T_{x}^{m} f\right)^{\prime}=T_{x}^{m-1}\left(f^{\prime}\right)$, for all $x, y \in \mathbb{R}$ it follows that

$$
\begin{align*}
\left|f(y)-T_{x}^{m} f(y)\right| & \leq C \omega(|x-y|)|x-y|^{m}  \tag{2.3}\\
\left|f^{\prime}(y)-\left(T_{x}^{m} f\right)^{\prime}(y)\right| & \leq C \omega(|x-y|)|x-y|^{m-1} \tag{2.4}
\end{align*}
$$

Definition 2.6. For a compact set $K \subseteq \mathbb{R}$, a collection $F=\left(F^{k}\right)_{k=0}^{m}$ of continuous, realvalued functions on $K$ is a Whitney field of class $C^{m, \omega}$ on $K$ if there is a constant $C>0$ such that

$$
\frac{\left|F^{k}(b)-T_{a}^{m-k} F^{k}(b)\right|}{|b-a|^{m-k}} \leq C \omega(|b-a|) \quad \text { for } a, b \in K, 0 \leq k \leq m .
$$

Here $T_{a}^{m-k} F^{k}$ is the ( $m-k$ )th order Taylor polynomial of the collection $\left(F^{j}\right)_{j=k}^{m}$.
A proof similar to Whitney's classical extension theorem [39] implies the following. (See, for example, the proof in [3].)

Theorem 2.7. Suppose $F=\left(F^{k}\right)_{k=0}^{m}$ is a collection of continuous, real-valued functions on a compact set $K \subset \mathbb{R}$. There is a function $f \in C^{m, \omega}(\mathbb{R})$ satisfying $\left.D^{k} f\right|_{K}=F^{k}$ for $0 \leq k \leq m$ if and only if $F$ is a Whitney field of class $C^{m, \omega}$ on $K$.

Whitney applied this to prove the following [40]. As mentioned in the introduction, the reformulation of Whitney's "Finiteness Principle" given here was discovered by Brudnyi and Shvartsman [7, 8].

Theorem 2.8. Suppose $K \subseteq \mathbb{R}$ is compact and $f: K \rightarrow \mathbb{R}$ is continuous. There is some $F \in C^{m, \omega}(\mathbb{R})$ with $\left.F\right|_{K}=f$ if and only if there is a constant $M>0$ such that, for every subset $X \subseteq K$ with $\# X=m+2$, there is some $F_{X} \in C^{m, \omega}(\mathbb{R})$ such that $F_{X}=f$ on $X$ and $\left\|F_{X}\right\|_{C^{m, \omega}(\mathbb{R})} \leq M$.
2.1.4. $C^{\infty}$ Mappings.

Definition 2.9. A jet of order $\infty$ on a set $K \subset \mathbb{R}$ is a collection $F=\left(F^{k}\right)_{k=0}^{\infty}$ of continuous, real-valued functions on $K$. Assuming $K$ is compact, such a jet $F$ is a Whitney field of class $C^{\infty}$ on $K$ if $\left(F^{k}\right)_{k=0}^{m}$ is a Whitney field of class $C^{m}$ on $K$ for every $m$.

The following is due to Whitney [39].
Theorem 2.10 (Classical Whitney extension theorem). Let $K$ be a compact subset of an open set $U \subset \mathbb{R}$. Then for every Whitney field $F$ of class $C^{\infty}$ on $K$, there exists a function $f \in C^{\infty}(U)$ such that

$$
D^{k} f(x)=F^{k}(x) \quad \text { for every } k \geq 0 \text { and } x \in K .
$$

2.2. Whitney Extension in The Heisenberg Group. We now recall the (first) Heisenberg group and important quantities for Whitney extension in that setting.

### 2.2.1. The Heisenberg Group.

Definition 2.11. The Heisenberg group is defined to be $\mathbb{H}=\mathbb{R}^{3}$ with group law

$$
(x, y, z) *\left(x^{\prime}, y^{\prime}, z^{\prime}\right)=\left(x+x^{\prime}, y+y^{\prime}, z+z^{\prime}+2\left(y x^{\prime}-x y^{\prime}\right)\right)
$$

for $x, y, z, x^{\prime}, y^{\prime}, z^{\prime} \in \mathbb{R}$. With this group law, the Heisenberg group forms a Lie group. The corresponding left invariant vector fields $X, Y, Z$ on $\mathbb{H}$ are

$$
X(p)=\frac{\partial}{\partial x}+2 y \frac{\partial}{\partial z}, \quad Y(p)=\frac{\partial}{\partial y}-2 x \frac{\partial}{\partial z}, \quad Z(p)=\frac{\partial}{\partial z}
$$

for $p=(x, y, z) \in \mathbb{R}^{3}$.
It is easy to check that $(x, y, z)^{-1}=(-x,-y,-z)$. Since $[X, Y]=-4 Z$, the Lie group $\mathbb{H}$ is a Carnot group of step 2 with horizontal distribution $\operatorname{span}\{X, Y\}$.

Definition 2.12. An absolutely continuous curve $\gamma: \mathbb{R} \rightarrow \mathbb{R}^{3}$ is horizontal in $\mathbb{H}$ if we have $\gamma^{\prime}(t) \in \operatorname{span}\{X(t), Y(t)\}$ for almost every $t \in \mathbb{R}$.

The following proposition gives an equivalent formulation.
Proposition 2.13. Suppose $\gamma=(f, g, h): \mathbb{R} \rightarrow \mathbb{R}^{3}$ is absolutely continuous. Then $\gamma$ is horizontal if and only if

$$
h^{\prime}=2\left(f^{\prime} g-f g^{\prime}\right) \quad \text { a.e. in } \mathbb{R} .
$$

For a proof of this, see Lemma 2.3 in 37. If $\gamma \in C_{\mathbb{H}}^{m}(\mathbb{R})$ (i.e. $\gamma \in C^{m}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ and $\gamma$ is a horizontal curve), then, according to the Leibniz rule, we have

$$
\begin{equation*}
D^{k} h=2 \sum_{i=0}^{k-1}\binom{k-1}{i}\left(D^{k-i} f D^{i} g-D^{k-i} g D^{i} f\right) \quad \text { for } 1 \leq k \leq m \text { on } \mathbb{R} . \tag{2.5}
\end{equation*}
$$

For a more thorough introduction to the Heisenberg group, see [21].

### 2.2.2. Continuous Area Discrepancy and Velocity.

Definition 2.14. Suppose $F=\left(F^{k}\right)_{k=0}^{m}, G=\left(G^{k}\right)_{k=0}^{m}, H=\left(H^{k}\right)_{k=0}^{m}$ are collections of continuous, real-valued functions on a set $E \subseteq \mathbb{R}$. Set $\gamma:=(F, G, H)$. For each $a, b \in E$, define the area discrepancy $A^{m}(\gamma ; a, b)$ by:

$$
\begin{aligned}
A^{m}(\gamma ; a, b)=h(b)-h(a) & -2 \int_{a}^{b}\left(\left(T_{a} F\right)^{\prime} T_{a} G-\left(T_{a} G\right)^{\prime} T_{a} F\right) \\
& +2 f(a)\left(g(b)-T_{a} G(b)\right)-2 g(a)\left(f(b)-T_{a} F(b)\right) .
\end{aligned}
$$

For $a, b \in E$ with $a<b$, define the $\omega$-velocity $V_{\omega}^{m}(\gamma ; a, b)$ by:

$$
V_{\omega}^{m}(\gamma ; a, b)=\omega(b-a)^{2}(b-a)^{2 m}+\omega(b-a)(b-a)^{m} \int_{a}^{b}\left(\left|\left(T_{a} F\right)^{\prime}\right|+\left|\left(T_{a} G\right)^{\prime}\right|\right) .
$$

If $\gamma=(f, g, h) \in C^{m}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ then $A^{m}(\gamma ; a, b)$ and $V_{\omega}^{m}(\gamma ; a, b)$ are defined as above using the collections $F=\left(D^{k} f\right)_{k=0}^{m}, G=\left(D^{k} g\right)_{k=0}^{m}, H=\left(D^{k} h\right)_{k=0}^{m}$ unless otherwise noted. If $m$ is clear from the context, we will use the notation $A(\gamma ; a, b)$ and $V_{\omega}(\gamma ; a, b)$ for simplicity.

We recall that the area and velocity terms are left invariant. The proof of this fact is the same as that of [43, Lemma 3.3].

Lemma 2.15. Suppose $\gamma \in C^{m}\left(\mathbb{R}, \mathbb{R}^{3}\right)$. For any $p \in \mathbb{H}$ and $a, b \in \mathbb{R}$, we have

$$
A(p * \gamma ; a, b)=A(\gamma ; a, b) \quad \text { and } \quad V_{\omega}(p * \gamma ; a, b)=V_{\omega}(\gamma ; a, b) .
$$

Here, $p * \gamma$ is the curve $t \mapsto p * \gamma(t)$ i.e. the left translation of $\gamma$ by $p$. For $C^{m, \omega}$ horizontal curves in the Heisenberg group, we have the following version of Theorem 2.7 from Euclidean spaces for curves in the Heisenberg group [38].

Theorem 2.16. Suppose $K \subseteq \mathbb{R}$ is compact and $F=\left(F^{k}\right)_{k=0}^{m}, G=\left(G^{k}\right)_{k=0}^{m}$, and $H=$ $\left(H^{k}\right)_{k=0}^{m}$ are collections of continuous, real-valued functions on $K$. There is a horizontal curve $\Gamma \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ satisfying $\left.D^{k} \Gamma\right|_{K}=\left(F^{k}, G^{k}, H^{k}\right)$ for $0 \leq k \leq m$ if and only if there is a constant $\widehat{C}>0$ satisfying the following:
(1) $F, G$, and $H$ are Whitney fields of class $C^{m, \omega}$ on $K$,
(2) for every $1 \leq k \leq m$, the following holds on $K$ :

$$
H^{k}=2 \sum_{i=0}^{k-1}\binom{k-1}{i}\left(F^{k-i} G^{i}-G^{k-i} F^{i}\right),
$$

(3) and, writing $\gamma=(F, G, H)$,

$$
\left|A^{m}(\gamma ; a, b)\right| \leq \widehat{C} V_{\omega}^{m}(\gamma ; a, b) \quad \text { for all } a, b \in K \text { with } a<b
$$

Condition (1) here was discussed above, and condition (2) is a consequence of the Leibniz rule as in 2.5). Condition (3) establishes a control on the rate at which the curve gathers area in the plane, and this area is fundamentally tied to the height of a horizontal curve in the Heisenberg group. See [32, 37, 42 for more discussion on this relationship.

Next we recall an interesting observation about $C^{m, \omega}$ curves in the Heisenberg group. If $|A / V|$ is bounded on a compact set $K \subset \mathbb{R}$, then we may redefine the third coordinate
on $\mathbb{R} \backslash K$ in such a way that the resulting curve is $C^{m, \omega}$ and satisfies the horizontality condition on $K$. See Lemmas 3.5 and 3.6 in 43] for a proof.
Lemma 2.17. Suppose $f, g, h \in C^{m, \omega}(\mathbb{R})$ and $K \subseteq \mathbb{R}$ is compact. Write $\gamma=(f, g, h)$. If there is a constant $C_{A V}>0$ such that

$$
\left|A^{m}(\gamma ; a, b)\right| \leq C_{A V} V_{\omega}^{m}(\gamma ; a, b) \quad \text { for all } a, b \in K \text { with } a<b
$$

then there is some $\widehat{h} \in C^{m, \omega}(\mathbb{R})$ such that $\left.\widehat{h}\right|_{K}=\left.h\right|_{K}$, and

$$
\widehat{h}^{\prime}=2\left(f^{\prime} g-f g^{\prime}\right) \quad \text { on } K
$$

### 2.2.3. Discrete Area Discrepancy and Velocity.

Definition 2.18. Let $A \subseteq \mathbb{R}$ and $f: A \rightarrow \mathbb{R}$. For any collection of $m+1$ distinct points $X=\left\{x_{0}, \ldots, x_{m}\right\}$ from $A$, we define the $m$ 'th divided difference of $f$, denoted by $f[X]=f\left[x_{0}, \ldots, x_{m}\right]$, inductively as in the following paragraph.

First we define $f\left[x_{0}\right]=f\left(x_{0}\right)$ for any $x_{0} \in A$. Then, once $f\left[x_{0}, \ldots, x_{k-1}\right]$ has been defined for any $k$ distinct points from $A$, we define $f\left[x_{0}, \ldots, x_{k}\right]$ for any $k+1$ distinct points from $A$ by

$$
f\left[x_{0}, \ldots, x_{k}\right]=\frac{f\left[x_{1}, \ldots, x_{k}\right]-f\left[x_{0}, \ldots, x_{k-1}\right]}{x_{k}-x_{0}}
$$

For a map $\gamma: A \rightarrow \mathbb{R}^{3}$, we define componentwise $\gamma[X]:=(f[X], g[X], h[X])$.
Definition 2.19. Given $A \subseteq \mathbb{R}, f: A \rightarrow \mathbb{R}$, and a finite set $X=\left\{x_{0}, \ldots, x_{k}\right\} \subseteq A$, the associated Newton interpolation polynomial is defined as

$$
P(X ; f)(x)=f\left[x_{0}\right]+\left(x-x_{0}\right) f\left[x_{0}, x_{1}\right]+\cdots+\left(x-x_{0}\right) \cdots\left(x-x_{k-1}\right) f\left[x_{0}, \ldots, x_{k}\right]
$$

This is the unique polynomial of degree at most $k$ satisfying $P\left(x_{i}\right)=f\left(x_{i}\right)$ for $i=0, \ldots, k$.
Such a polynomial is an excellent approximation of $f$ at each of the interpolated points $\left\{x_{0}, \ldots, x_{k}\right\}$. We will state this quantitatively here. For a proof of this, see 43, Lemma 2.8].

Lemma 2.20. Suppose $\omega$ is a modulus of continuity and $f \in C^{m, \omega}(I)$ for some compact interval $I$. There is a constant $C>0$ depending only on $m$ and $\|f\|_{C^{m, \omega}(I)}$ such that, for any $X \subseteq I$ with $\# X=m+1$ and $P=P(X ; f)$,

$$
\frac{|f(x)-P(x)|}{\operatorname{diam}(X)^{m}} \leq C \omega(\operatorname{diam}(X)) \quad \text { and } \quad \frac{\left|f^{\prime}(x)-P^{\prime}(x)\right|}{\operatorname{diam}(X)^{m-1}} \leq C \omega(\operatorname{diam}(X))
$$

for all $x \in[\min X, \max X]$.
We now use interpolation polynomials to define new discrete versions of the area discrepancy and velocity. The advantage of these discrete versions is the absence of any derivatives of $f$ and $g$ from their definitions. This allows us to discuss the "horizontality" of a continuous curve without knowing anything about its derivatives.

Definition 2.21. Fix $E \subseteq \mathbb{R}$ and $\gamma=(f, g, h): E \rightarrow \mathbb{R}^{3}$. Suppose $X \subseteq E$ with $\# X=m+1$, and set $P_{f}=P(X ; f)$ and $P_{g}=P(X ; g)$. For any $a, b \in X$, define the
discrete area discrepancy $A[X, \gamma ; a, b]$ and discrete $\omega$-velocity $V_{\omega}[X, \gamma ; a, b]$ as follows:

$$
\begin{aligned}
A[X, \gamma ; a, b] & =h(b)-h(a)-2 \int_{a}^{b}\left(P_{f}^{\prime} P_{g}-P_{g}^{\prime} P_{f}\right), \\
V_{\omega}[X, \gamma ; a, b] & =\omega(\operatorname{diam} X)^{2}(\operatorname{diam} X)^{2 m}+\omega(\operatorname{diam} X)(\operatorname{diam} X)^{m} \int_{a}^{b}\left(\left|P_{f}^{\prime}\right|+\left|P_{g}^{\prime}\right|\right) .
\end{aligned}
$$

Again, the area and velocity terms are left invariant [43, Lemma 4.3].
Lemma 2.22. Suppose $\gamma: X \rightarrow \mathbb{H}$ for some $X \subset \mathbb{R}$ with $\# X=m+1$. Fix $a, b \in X$ and $p \in \mathbb{H}$. Then

$$
A[X, p * \gamma ; a, b]=A[X, \gamma ; a, b] \quad \text { and } \quad V_{\omega}[X, p * \gamma ; a, b]=V_{\omega}[X, \gamma ; a, b] .
$$

2.3. Lusin Approximation. Finally, we introduce the Lusin approximation properties that we will consider and the conditions that will be used to obtain them.

Definition 2.23. A horizontal curve $\Gamma:[a, b] \rightarrow \mathbb{H}$ has the Lusin property of order $m$ and modulus of continuity $\omega$ if, for every $\varepsilon>0$, there exists a $C^{m, \omega}$ horizontal curve $\widetilde{\Gamma}:[a, b] \rightarrow \mathbb{H}$ such that

$$
\mathcal{L}^{1}(\{x \in[a, b]: \widetilde{\Gamma}(x) \neq \Gamma(x)\})<\varepsilon .
$$

We also refer to this as the $(m, \omega)$-Lusin property.
A horizontal curve $\Gamma:[a, b] \rightarrow \mathbb{H}$ has the Lusin property of order $\infty$ if, for every $\varepsilon>0$, there exists a $C^{\infty}$ horizontal curve $\widetilde{\Gamma}:[a, b] \rightarrow \mathbb{H}$ such that

$$
\mathcal{L}^{1}(\{x \in[a, b]: \widetilde{\Gamma}(x) \neq \Gamma(x)\})<\varepsilon .
$$

We also refer to this as the $\infty$-Lusin property.
The following $L^{1}$ differentiability condition was used in [10] to prove a Lusin result for horizontal curves of class $C^{m}$.

Definition 2.24. A measurable map $u:[a, b] \rightarrow \mathbb{R}$ is m-times $L^{1}$ differentiable at a point $x \in(a, b)$ if there exists a polynomial $P_{u, x}^{m}: \mathbb{R} \rightarrow \mathbb{R}$ of degree at most $m$ such that:

$$
f_{B(x, \rho)}\left|u(y)-P_{u, x}^{m}(y)\right| d y=o\left(\rho^{m}\right)
$$

Motivated by this, we introduce the following definition.
Definition 2.25. A measurable map $u:[a, b] \rightarrow \mathbb{R}$ is m-times $L^{1, \omega}$ differentiable at $x \in(a, b)$ if there exists a polynomial $P_{u, x}^{m}: \mathbb{R} \rightarrow \mathbb{R}$ of degree at most $m$ and constants $C>0$ and $\rho_{0}>0$ with $B\left(x, \rho_{0}\right) \subset(a, b)$ such that

$$
f_{B(x, \rho)}\left|u(y)-P_{u, x}^{m}(y)\right| d y \leq C \omega(\rho) \rho^{m} \text { for all } 0<\rho<\rho_{0}
$$

Note that Definition 2.24 and Definition 2.25 also make sense for measurable maps $u$ which are defined almost everywhere on $[a, b]$.

Remark 2.26. Suppose a function $u$ is $m$-times $L^{1, \omega}$ differentiable at a point $x$. Then $u$ is also $m$-times $L^{1}$ differentiable and $m$-times approximately differentiable at $x$ with the same choice of polynomial $P_{u, x}^{m}$ [10]. This follows because $\omega$ : $[0, \infty) \rightarrow[0, \infty)$ is continuous and $\omega(0)=0$.

## 3. A $C^{m, \omega}$ Finiteness Principle

In this section we prove our first main result (Theorem 3.2), a $C^{m, \omega}$ version of the finiteness principle from [43]. This new result avoids the drop in regularity found therein.

We first show that the boundedness of the ratios $A / V$ are equivalent, regardless of whether the continuous or discrete area and velocity are used.

Lemma 3.1. Suppose $\gamma \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$, and suppose $K \subseteq \mathbb{R}$ is compact with finitely many isolated points and $\# K \geq m+1$. Then there is a constant $C_{A V}>0$ such that

$$
\begin{equation*}
|A(\gamma ; a, b)| \leq C_{A V} V_{\omega}(\gamma ; a, b) \quad \text { for all } a, b \in K \text { with } a<b \tag{3.1}
\end{equation*}
$$

if and only if there is a constant $C_{d A V}>0$ such that, for any $X \subseteq K$ with $\# X=m+1$,

$$
\begin{equation*}
A[X, \gamma ; a, b] \leq C_{d A V} V_{\omega}[X, \gamma ; a, b] \quad \text { for all } a, b \in X \text { with } a<b \tag{3.2}
\end{equation*}
$$

Moreover, suppose I is a compact interval containing K. If (3.1) holds, then $C_{d A V}$ can be chosen to depend only on $m,\|f\|_{C^{m, \omega}(I)},\|g\|_{C^{m, \omega}(I)}$, and $C_{A V}$. If (3.2) holds for any $X \subseteq K$ with $\# X=m+1$, then $C_{A V}$ can be chosen to depend only on $m,\|f\|_{C^{m, \omega}(I)}$, $\|g\|_{C^{m, \omega}(I)}$, and $C_{d A V}$.

Proof. Assume first that (3.2) holds for any $X \subseteq K$ with $\# X=m+1$. We may clearly assume that $K$ is not a finite set. Let $a, b \in K$ with $a<b$. By our assumption on $K$, we may assume that either $a$ or $b$ is a limit point of $K$. Thus we can choose a finite set $X$ consisting of $a, b$, and $m-1$ other distinct points in $K$ within $(b-a) / 2$ of $a$ or $b$. In particular, $\operatorname{diam} X \leq 2(b-a)$.

By Lemmas 2.15 and 2.22, we may assume without loss of generality that $\gamma(a)=0$. For simplicity, write $A=A(\gamma ; a, b)$ and $V=V_{\omega}(\gamma ; a, b)$, and write $A_{X}=A[X, \gamma ; a, b]$ and $V_{X}=V_{\omega}[X, \gamma ; a, b]$. Note that

$$
\begin{equation*}
\left|\frac{A}{V}\right| \leq\left|\frac{A}{V}-\frac{A_{X}}{V_{X}}\right|+\left|\frac{A_{X}}{V_{X}}\right| \leq\left|\frac{A_{X}}{V_{X}}\right|\left|\frac{V-V_{X}}{V}\right|+\left|\frac{A-A_{X}}{V}\right|+\left|\frac{A_{X}}{V_{X}}\right| . \tag{3.3}
\end{equation*}
$$

Notice first that $\left|A_{X} / V_{X}\right| \leq C_{d A V}$. We will now provide bounds for the remaining terms. The proof of this is similar to that of Lemma 4.4 in [43]. As such, we will leave out some of the details. We begin by writing

$$
\begin{equation*}
A-A_{X}=2 \int_{a}^{b}\left[\left(P_{f}^{\prime} P_{g}-\left(T_{a} f\right)^{\prime} T_{a} g\right)+\left(\left(T_{a} g\right)^{\prime} T_{a} f-P_{g}^{\prime} P_{f}\right)\right] \tag{3.4}
\end{equation*}
$$

and

$$
\begin{aligned}
P_{f}^{\prime} P_{g}-\left(T_{a} f\right)^{\prime} T_{a} g=\left(T_{a} f\right)^{\prime}\left(P_{g}-T_{a} g\right)+ & T_{a} g\left(P_{f}^{\prime}-\left(T_{a} f\right)^{\prime}\right) \\
& +\left(P_{f}^{\prime}-\left(T_{a} f\right)^{\prime}\right)\left(P_{g}-T_{a} g\right)
\end{aligned}
$$

Suppose $I$ is a compact interval containing $K$. Properties (2.3) and (2.4) and Lemma 2.20 give a constant $C>0$ depending only on $m,\|f\|_{C^{m, \omega}(I)},\|g\|_{C^{m, \omega}(I)}$, and $C_{d A V}$ such that

$$
\begin{equation*}
\left|P_{g}-T_{a} g\right| \leq\left|P_{g}-g\right|+\left|g-T_{a} g\right| \leq C \omega(\operatorname{diam} X)(\operatorname{diam} X)^{m} \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|P_{f}^{\prime}-\left(T_{a} f\right)^{\prime}\right| \leq\left|P_{f}^{\prime}-f^{\prime}\right|+\left|f^{\prime}-\left(T_{a} f\right)^{\prime}\right| \leq C \omega(\operatorname{diam} X)(\operatorname{diam} X)^{m-1} \tag{3.6}
\end{equation*}
$$

on $[a, b]$. Therefore,

$$
\begin{equation*}
\left|\left(T_{a} f\right)^{\prime}-P_{f}^{\prime}\right|\left|P_{g}-T_{a} g\right| \leq C^{2} \omega(\operatorname{diam} X)^{2}(\operatorname{diam} X)^{2 m-1} \tag{3.7}
\end{equation*}
$$

on $[a, b]$. Equations (3.5), (3.6), and (3.7) together with the bound $\operatorname{diam} X \leq 2(b-a)$ and the fact that $\omega$ is increasing and subadditive imply

$$
\begin{aligned}
\int_{a}^{b}\left|P_{f}^{\prime} P_{g}-\left(T_{a} f\right)^{\prime} T_{a} g\right| \lesssim C & \omega(b-a)^{2}(b-a)^{2 m} \\
& \quad+\omega(b-a)(b-a)^{m} \int_{a}^{b}\left|\left(T_{a} f\right)^{\prime}\right|+\omega(b-a)(b-a)^{m-1} \int_{a}^{b}\left|T_{a} g\right| \\
& \lesssim_{C, m} \omega(b-a)^{2}(b-a)^{2 m}+\omega(b-a)(b-a)^{m} \int_{a}^{b}\left|\left(T_{a} f\right)^{\prime}\right|+\left|\left(T_{a} g\right)^{\prime}\right| .
\end{aligned}
$$

In the last line, we applied Corollary 2.11 in [32 to the polynomial $T_{a} g$ as in the proof of [43, Lemma 4.4]. Arguing similarly for the other term in (3.4), we may conclude that $\left|A-A_{X}\right| \lesssim_{C, m} V$.

Moreover, we have

$$
\begin{aligned}
&\left|V-V_{X}\right| \leq \omega(b-a)^{2}(b-a)^{2 m}+\omega(\operatorname{diam} X)^{2}(\operatorname{diam} X)^{2 m} \\
&+\left|\omega(b-a)(b-a)^{m}-\omega(\operatorname{diam} X)(\operatorname{diam} X)^{m}\right| \int_{a}^{b}\left(\left|\left(T_{a} f\right)^{\prime}\right|+\left|\left(T_{a} g\right)^{\prime}\right|\right) \\
&+\omega(\operatorname{diam} X)(\operatorname{diam} X)^{m} \int_{a}^{b}| |\left(T_{a} f\right)^{\prime}\left|-\left|P_{f}^{\prime}\right|+\left|\left(T_{a} g\right)^{\prime}\right|-\left|P_{g}^{\prime}\right|\right| \\
& \lesssim_{C, m} \omega(b-a)^{2}(b-a)^{2 m}+\omega(b-a)(b-a)^{m} \int_{a}^{b}\left(\left|\left(T_{a} f\right)^{\prime}\right|+\left|\left(T_{a} g\right)^{\prime}\right|\right)=V
\end{aligned}
$$

In the last line, we applied (3.6). These are the desired bounds for (3.3), so (3.1) holds.
To prove the reverse implication, assume now that (3.1) holds on $K$. Suppose $X$ is a set of $m+1$ distinct points in $K$, and choose $a, b \in X$ with $a<b$. As above, assume that $\gamma(a)=0$, and write $A, V, A_{X}$, and $V_{X}$ as before. We now write

$$
\begin{equation*}
\left|\frac{A_{X}}{V_{X}}\right| \leq\left|\frac{A_{X}}{V_{X}}-\frac{A}{V}\right|+\left|\frac{A}{V}\right| \leq\left|\frac{A-A_{X}}{V_{X}}\right|+\left|\frac{A}{V}\right|\left|\frac{V-V_{X}}{V_{X}}\right|+\left|\frac{A}{V}\right| . \tag{3.8}
\end{equation*}
$$

Here, $|A / V| \leq C_{A V}$. It remains to bound the other terms. We once again have (3.4). This time, we write

$$
\begin{aligned}
P_{f}^{\prime} P_{g}-\left(T_{a} f\right)^{\prime} T_{a} g=P_{f}^{\prime}\left(P_{g}-T_{a} g\right)+ & P_{g}\left(P_{f}^{\prime}-\left(T_{a} f\right)^{\prime}\right) \\
& -\left(P_{f}^{\prime}-\left(T_{a} f\right)^{\prime}\right)\left(P_{g}-T_{a} g\right) .
\end{aligned}
$$

Exactly as above, we have the estimates (3.5) through (3.7) for a constant $C>0$ depending only on $m,\|f\|_{C^{m, \omega}(I)},\|g\|_{C^{m, \omega}(I)}$, and $C_{A V}$, and we can apply Corollary 2.11 from [32] to $P_{g}$ to conclude that
$\int_{a}^{b}\left|P_{f}^{\prime} P_{g}-\left(T_{a} f\right)^{\prime} T_{a} g\right| \lesssim C, m \omega(\operatorname{diam} X)^{2}(\operatorname{diam} X)^{2 m}+\omega(\operatorname{diam} X)(\operatorname{diam} X)^{m} \int_{a}^{b}\left|P_{f}^{\prime}\right|+\left|P_{g}^{\prime}\right|$.
A similar estimate again holds for the other term in (3.4, so we may conclude that $\left|A-A_{X}\right| \lesssim_{C, m} V_{X}$. Since $b-a \leq \operatorname{diam} X$, we can also argue as before to conclude that

$$
\left|V-V_{X}\right| \lesssim_{C, m} \omega(\operatorname{diam} X)^{2}(\operatorname{diam} X)^{2 m}+\omega(\operatorname{diam} X)(\operatorname{diam} X)^{m} \int_{a}^{b}\left(\left|P_{f}^{\prime}\right|+\left|P_{g}^{\prime}\right|\right)=V_{X}
$$

This proves that (3.2) holds for any $X \subseteq K$ with $\# X=m+1$, and the proof is complete.

We now establish our first main result. Again, the main difference between this result and Theorem 1.7 in [43] is the fact that our extension now has $C^{m, \omega}$ regularity rather than only $C^{m, \sqrt{\omega}}$ regularity. While the proof of this is similar to that of [43, Theorem 1.7], we must be more careful with our treatment of the constants.
Theorem 3.2. Assume $K \subseteq \mathbb{R}$ is compact with finitely many isolated points and $\# K \geq$ $m+2$ for some positive integer $m$. Suppose $\gamma: K \rightarrow \mathbb{H}$ is continuous. Then there is a horizontal curve $\Gamma \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ with $\left.\Gamma\right|_{K}=\gamma$ if and only if there exists a constant $M>0$ such that, for any $X \subseteq K$ with $\# X=m+2$, there is a curve $\Gamma_{X} \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ with $\Gamma_{X}=\gamma$ on $X,\left\|\Gamma_{X}\right\|_{C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)} \leq M$, and

$$
\left|A\left(\Gamma_{X} ; a, b\right)\right| \leq M V_{\omega}\left(\Gamma_{X} ; a, b\right) \quad \text { for all } a, b \in K \text { with } a<b
$$

Proof. Necessity is proven in Proposition 3.2 from [38]. We need only prove sufficiency. Suppose $K \subseteq \mathbb{R}$ is compact with finitely many isolated points and $\# K \geq m+2$. Suppose $M>0$ and $\gamma: K \rightarrow \mathbb{R}^{3}$ satisfy the following: for any $X \subseteq K$ with $\# X=m+2$, there is a function $\Gamma_{X} \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ such that $\Gamma_{X}=\gamma$ on $X,\left\|\Gamma_{X}\right\|_{C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)} \leq M$, and

$$
\begin{equation*}
\left|A\left(\Gamma_{X} ; a, b\right)\right| \leq M V_{\omega}\left(\Gamma_{X} ; a, b\right) \quad \text { for all } a, b \in X \text { with } a<b \tag{3.9}
\end{equation*}
$$

As in the proof of [43, Theorem 1.7], it follows from [7, Theorem A] that there is some $\widetilde{\gamma}=(f, g, h) \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ such that $\left.\widetilde{\gamma}\right|_{K}=\gamma$.

We will now observe that $\widetilde{\gamma}$ satisfies (3.2) for any $X \subseteq K$ with $\# X=m+1$. Indeed, choose a set $X \subset K$ with $\# X=m+1$, and fix $a, b \in X$ with $a<b$. Set $Y=X \cup\{x\}$ for some $x \in K \backslash X$, and choose $\Gamma_{Y}$ as in the hypothesis. In particular, $\Gamma_{Y}$ satisfies (3.1) on $Y$ with constant $C_{A V}=M$. Lemma 3.1 implies that $\Gamma_{Y}$ satisfies (3.2) on $X$ as well with a constant $M^{\prime}>0$ depending only on $m,\|f\|_{C^{m, \omega}(I)},\|g\|_{C^{m, \omega}(I)}$, and $M$. Therefore, since $\Gamma_{Y}=\gamma=\widetilde{\gamma}$ on $K$, we have

$$
|A[X, \widetilde{\gamma} ; a, b]|=\left|A\left[X, \Gamma_{Y} ; a, b\right]\right| \leq M^{\prime} V_{\omega}\left[X, \Gamma_{Y} ; a, b\right]=M^{\prime} V_{\omega}[X, \widetilde{\gamma} ; a, b] .
$$

Therefore, $\widetilde{\gamma}$ satisfies (3.2), so Lemma 3.1 implies that $\widetilde{\gamma}$ satisfies (3.1) on $K$ with a constant depending only on $m,\|f\|_{C^{m, \omega}(I)},\|g\|_{C^{m, \omega}(I)}$, and $M^{\prime}$. Lemma 2.17 then allows us to choose some $\widehat{h} \in C^{m, \omega}(\mathbb{R})$ such that $\left.\widehat{h}\right|_{K}=\left.h\right|_{K}$ and $\widehat{h}^{\prime}=2\left(f^{\prime} g-f g^{\prime}\right)$ on $K$.

Set $\widehat{\gamma}=(f, g, \widehat{h})$. Thus the collections $\left(D^{k} \widehat{\gamma}\right)_{k=0}^{m}$ on $K$ satisfy conditions (1) and (2) from Theorem 2.16. Fix $a, b \in K$ with $a<b$. Notice that $A(\widehat{\gamma} ; a, b)=A(\widetilde{\gamma} ; a, b)$ since $\widehat{h}=h$ on $K$. Also, $V_{\omega}(\widehat{\gamma} ; a, b)=V_{\omega}(\widetilde{\gamma} ; a, b)$. Since $\widetilde{\gamma}$ satisfies (3.1) on $K$, it follows immediately that $\hat{\gamma}$ satisfies (3.1) on $K$ also i.e. $\hat{\gamma}$ satisfies (3) from Theorem 2.16. We may therefore apply Theorem 2.16 to find a horizontal curve $\Gamma \in C^{m, \omega}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ such that $\left.\Gamma\right|_{K}=\left.\widehat{\gamma}\right|_{K}=\left.\widetilde{\gamma}\right|_{K}=\gamma$.

## 4. $C^{m, \omega}$ Lusin Approximation of Curves

In this section we prove our second main result (Theorem 4.9), a $C^{m, \omega}$ Lusin approximation result for horizontal curves. This is an analogue of a similar result in the $C^{m}$ setting in [10]. We begin with some simple remarks.

Remark 4.1. Let $m \in \mathbb{N}$ and $\omega(t)=t$. Suppose a function $u:[a, b] \rightarrow \mathbb{R}$ is $m$-times $L^{1}$ differentiable at a point $x \in(a, b)$ with associated polynomial $P_{u, x}^{m}(y)=\sum_{i=0}^{m} \frac{a_{i}(x)}{i!}(y-x)^{i}$ with $a_{i}(x) \in \mathbb{R}$. Then $u$ is also $(m-1)$-times $L^{1, \omega}$ differentiable at $x$ with polynomial $P_{u, x}^{m-1}(y)=\sum_{i=0}^{m-1} \frac{a_{i}(x)}{i!}(y-x)^{i}$.

To see this, it follows from the definition that there exists $\rho_{0}>0$ with $B\left(x, \rho_{0}\right) \subset(a, b)$ such that for all $0<\rho<\rho_{0}$, we have

$$
f_{B(x, \rho)}\left|u(y)-P_{u, x}^{m}(y)\right| d y \leq \rho^{m}
$$

Then we have,

$$
\begin{aligned}
f_{B(x, \rho)}\left|u(y)-P_{u, x}^{m-1}(y)\right| d y & \leq f_{B(x, \rho)}\left|u(y)-P_{u, x}^{m}(y)\right| d y+\frac{a_{m}(x)}{m!} f_{B(x, \rho)}|y-x|^{m} d y \\
& \leq \rho^{m}+\frac{a_{m}(x)}{m!} \rho^{m} \leq\left(1+\frac{a_{m}(x)}{m!}\right) \omega(\rho) \rho^{m-1}
\end{aligned}
$$

where we recall that $\omega(t)=t$.
Remark 4.2. Suppose $u:[a, b] \rightarrow \mathbb{R}$ is $m$-times $L^{1}$ differentiable almost everywhere in $[a, b]$ with associated polynomial $P_{u, x}^{m}$ described above. Then the coefficient functions $x \mapsto a_{i}(x)$ are measurable for $i=0,1, \ldots, m$ almost everywhere on $[a, b]$. Indeed, it follows as in Remark 2.3 from [1] that $u$ is $m$-times approximately differentiable with the same polynomials $P_{u, x}^{m}$, and the proof of the almost everywhere measurability of $a_{i}$ in this setting can be found on page 194 of [26]. A similar remark holds for $L^{1, \omega}$ differentiability.

Remark 4.3. Let $m \in \mathbb{N}$ and $\omega(t)=t$. Suppose that a function $u:[a, b] \rightarrow \mathbb{R}$ is $m$-times $L^{1, \omega}$ differentiable at a point $x \in(a, b)$ with polynomial $P_{u, x}^{m}(y)=\sum_{i=0}^{m} \frac{a_{i}(x)}{i!}(y-x)^{i}$. Then $u$ is $(m-1)$-times $L^{1, \omega}$ differentiable at $x$ with polynomial $P_{u, x}^{m-1}(y)=\sum_{i=0}^{m-1} \frac{a_{i}(x)}{i!}(y-x)^{i}$.

Indeed, it follows from the definitions that $u$ is $m$-times $L^{1}$ differentiable at $x$ with the same polynomial $P_{u, x}^{m}(y)$. It then follows from Remark 4.1 that $u$ is $(m-1)$-times $L^{1, \omega}$ differentiable at $x$ with polynomial $P_{u, x}^{m-1}(y)$.

The proof of the following lemmas are almost the same as that of [10, Lemma 3.1] and [10, Lemma 3.2]. We provide the proofs for completeness. Recall that $\omega$ is once again an arbitrary modulus of continuity.

Lemma 4.4. Let $f:[a, b] \rightarrow \mathbb{R}$ be absolutely continuous and $m \geq 2$.
Suppose $f^{\prime}$ is $m-1$ times $L^{1, \omega}$ differentiable at a point $x \in(a, b)$ with $L^{1, \omega}$ derivative $P_{f, x}^{m-1}$ of degree at most $m-1$. Then $f$ is $m$ times $L^{1, \omega}$ differentiable at $x$ with $L^{1, \omega}$ derivative $Q_{f, x}^{m}$ of degree at most $m$ defined by

$$
Q_{f, x}^{m}(y):=f(x)+\int_{x}^{y} P_{f, x}^{m-1}(t) d t .
$$

Proof. Denote $P=P_{f, x}^{m-1}$ and $Q=Q_{f, x}^{m}$. From the definition of $L^{1, \omega}$ differentiability, there is $C>0$ and $\rho_{0}>0$ with $B\left(x, \rho_{0}\right) \subset(a, b)$ so that for all $0<\rho<\rho_{0}$,

$$
f_{B(x, \rho)}\left|f^{\prime}(t)-P(t)\right| d t \leq C \omega(\rho) \rho^{m-1}
$$

Fixing such a ball $B(x, \rho)$, absolute continuity of $f$ gives for all $y \in B(x, \rho)$

$$
\begin{aligned}
|f(y)-Q(y)| & =\left|\left(f(x)+\int_{x}^{y} f^{\prime}(t) d t\right)-\left(f(x)+\int_{x}^{y} P(t) d t\right)\right| \\
& =\left|\int_{x}^{y}\left(f^{\prime}(t)-P(t)\right) d t\right| \\
& \leq 2 \rho \int_{B(x, \rho)}\left|f^{\prime}(t)-P(t)\right| d t \\
& \leq C \omega(\rho) \rho^{m}
\end{aligned}
$$

Hence,

$$
f_{B(x, \rho)}|f(y)-Q(y)| d y \leq C \omega(\rho) \rho^{m}
$$

This completes the proof.
Lemma 4.5. Suppose $(f, g, h):[a, b] \rightarrow \mathbb{H}$ is a horizontal curve in $\mathbb{H}$ and $f^{\prime}, g^{\prime}$ are $m-1$ times $L^{1, \omega}$ differentiable at a point $x \in(a, b)$ for some $m \geq 2$. Then $h^{\prime}$ is $m-1$ times $L^{1, \omega}$ differentiable at $x$. More precisely, denote

$$
R:=2\left(P^{\prime} Q-Q^{\prime} P\right)
$$

where $P, Q$ are the $L^{1, \omega}$ derivatives of order $m$ of $f, g$ respectively which exist by Lemma 4.4. Let $\widetilde{R}$ be the polynomial of degree at most $m-1$ such that $R(y)-\widetilde{R}(y)$ is divisible by $(y-x)^{m}$. Then $\widetilde{R}$ is the $L^{1, \omega}$ derivative of $h^{\prime}$ of order $m-1$ at $x$.

Proof. Fix $C>0$ and $\delta>0$ with $B(x, \delta) \subset(a, b)$ such that for all $0<\rho<\delta$ we have

$$
f_{B(x, \rho)}|f-P| \leq C \omega(\rho) \rho^{m}, \quad f_{B(x, \rho)}\left|f^{\prime}-P^{\prime}\right| \leq C \omega(\rho) \rho^{m-1}
$$

and

$$
f_{B(x, \rho)}|g-Q| \leq C \omega(\rho) \rho^{m}, \quad f_{B(x, \rho)}\left|g^{\prime}-Q^{\prime}\right| \leq C \omega(\rho) \rho^{m-1}
$$

Let $0<\rho<\min (\delta, 1)$. Since $(f, g, h)$ is a horizontal curve,

$$
\begin{aligned}
f_{B(x, \rho)}\left|h^{\prime}-R\right| & =f_{B(x, \rho)}\left|2\left(f^{\prime} g-g^{\prime} f\right)-2\left(P^{\prime} Q-Q^{\prime} P\right)\right| \\
& \leq 2 f_{B(x, \rho)}\left|f^{\prime} g-P^{\prime} Q\right|+2 f_{B(x, \rho)}\left|Q^{\prime} P-g^{\prime} f\right| .
\end{aligned}
$$

We show how to estimate the first term as the bound for the second is similar. Notice

$$
f^{\prime} g-P^{\prime} Q=\left(f^{\prime}-P^{\prime}\right) g+P^{\prime}(g-Q)
$$

Since $g$ and $P^{\prime}$ are continuous and hence bounded on $[a, b]$, we can continue our estimate as follows:

$$
\begin{aligned}
f_{B(x, \rho)}\left|f^{\prime} g-P^{\prime} Q\right| & \leq\|g\|_{\infty} f_{B(x, \rho)}\left|f^{\prime}-P^{\prime}\right|+\left\|P^{\prime}\right\|_{\infty} f_{B(x, \rho)}|g-Q| \\
& \leq C\|g\|_{\infty} \omega(\rho) \rho^{m-1}+C\left\|P^{\prime}\right\|_{\infty} \omega(\rho) \rho^{m} \\
& \leq \widetilde{C} \omega(\rho) \rho^{m-1}
\end{aligned}
$$

for a constant $\widetilde{C}$ independent of $\rho$. The estimate of $f_{B(x, \rho)}\left|Q^{\prime} P-g^{\prime} f\right|$ is similar. Hence $f_{B(x, \rho)}\left|h^{\prime}-R\right| \leq \widetilde{C} \omega(\rho) \rho^{m-1}$. Next, after possibly increasing $\widetilde{C}$, we have

$$
\begin{aligned}
f_{B(x, \rho)}\left|h^{\prime}-\widetilde{R}\right| & \leq f_{B(x, \rho)}\left|h^{\prime}-R\right|+f_{B(x, \rho)}|R-\widetilde{R}| \\
& \leq \widetilde{C} \omega(\rho) \rho^{m-1}+\widetilde{C} \rho^{m}
\end{aligned}
$$

The conclusion follows because $t \mapsto \omega(t) / t$ is decreasing on $(0, \infty)$ [38, Lemma 2.5], and hence $t \leq \widehat{C} \omega(t)$ for all $t \in(0,1)$ where $\widehat{C} \geq 1$ is a constant depending only on $\omega$.

The following lemma shows the parameters $C$ and $\rho_{0}$ in Definition 2.25 can be made independent of the point $x$ by discarding a set of small measure. This was not necessary in the proof of [10, Theorem 4.1] as the convergence was not controlled by a modulus of continuity. The introduction of $\omega$ makes these uniform bounds essential.

Lemma 4.6. Suppose $u \in L^{1}([a, b])$ is $m$-times $L^{1, \omega}$ differentiable at $x$ for almost every $x \in(a, b)$. Then for every $\varepsilon>0$, there exists a compact set $K \subset[a, b]$ with $\mathcal{L}^{1}([a, b] \backslash K)<\varepsilon$ so that $u$ is $m$-times $L^{1, \omega}$ differentiable at every $x \in K$ with uniform parameters. In other words, there exist $C>0$ and $\rho_{0}>0$ such that, for every $x \in K$, the following is true: $B\left(x, \rho_{0}\right) \subset(a, b)$ and there exist $a_{i}(x) \in \mathbb{R}$ for $0 \leq i \leq m$ such that for all $0<\rho<\rho_{0}$,

$$
f_{B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \leq C \omega(\rho) \rho^{m} .
$$

Proof. By hypothesis, for almost every $x \in(a, b)$ there exist $a_{i}(x) \in \mathbb{R}$ for $0 \leq i \leq m$ and constants $C_{x}>0, \rho_{x}>0$ with $B\left(x, \rho_{x}\right) \subset(a, b)$ such that, for all $0<\rho<\rho_{x}$,

$$
f_{B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \leq C_{x} \omega(\rho) \rho^{m}
$$

For each $N \in \mathbb{N}$, let $A_{N}$ be the set of $x \in(a, b)$ such that $B(x, 1 / N) \subset(a, b)$ and, for every $0<\rho<1 / N$,

$$
f_{B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \leq N \omega(\rho) \rho^{m} .
$$

Claim: To prove the lemma it suffices to show that $A_{N}$ is measurable for each $N \in \mathbb{N}$.
Proof of Claim. Suppose $A_{N}$ is measurable for every $N \in \mathbb{N}$. By the hypothesis of the lemma, we have $[a, b] \backslash Z=\bigcup_{N=1}^{\infty} A_{N}$ for some measure zero set $Z \subset[a, b]$. Clearly $A_{N} \subset A_{N+1}$ for every $N$. Hence

$$
\mathcal{L}^{1}([a, b])=\mathcal{L}^{1}\left(\bigcup_{N=1}^{\infty} A_{N}\right)=\lim _{N \rightarrow \infty} \mathcal{L}^{1}\left(A_{N}\right)
$$

Given $\varepsilon>0$, it follows that $\mathcal{L}^{1}\left([a, b] \backslash A_{N}\right)<\varepsilon$ for sufficiently large $N$. Using the definition of $A_{N}$, this proves the lemma under the assumption that $A_{N}$ is measurable for each $N \in \mathbb{N}$.

Claim: The set $A_{N}$ is measurable for each $N \in \mathbb{N}$
Proof of Claim. Given $0<\rho<1 / N$, let $A_{N, \rho}$ be the set of those points $x \in(a, b)$ so that $B(x, 1 / N) \subset(a, b)$ and

$$
f_{B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \leq N \omega(\rho) \rho^{m}
$$

We claim that

$$
\begin{equation*}
A_{N}=\bigcap_{\rho \in(0,1 / N) \cap \mathbb{Q}} A_{N, \rho} . \tag{4.1}
\end{equation*}
$$

Clearly $A_{N}$ is a subset of the right hand side of 4.1). To see the opposite, suppose $x$ belongs to the right side. Fix any $\rho^{*} \in(0,1 / N)$, possibly irrational. Choose a sequence $\left(\rho_{n}\right) \subset \mathbb{Q} \cap(0,1 / N)$ with $\rho_{n} \downarrow \rho^{*}$. Then, using the fact $\rho^{*} \leq \rho_{n}$ for every $n$,

$$
\begin{aligned}
& f_{B\left(x, \rho^{*}\right)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \\
& \quad \leq \frac{\rho_{n}}{\rho^{*}} f_{B\left(x, \rho_{n}\right)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \\
& \leq \frac{\rho_{n}}{\rho^{*}} N \omega\left(\rho_{n}\right) \rho_{n}^{m} .
\end{aligned}
$$

Taking the limit as $n \rightarrow \infty$ and using the continuity of $\omega$ gives

$$
f_{B\left(x, \rho^{*}\right)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \leq N \omega\left(\rho^{*}\right)\left(\rho^{*}\right)^{m} .
$$

Since $\rho^{*}$ was arbitrary, this proves the equality 4.1).
Using (4.1), then, it suffices to show that $A_{N, \rho}$ is measurable for each fixed $N$ and $\rho \in(0,1 / N) \cap \mathbb{Q}$. To do so, it is enough to show measurability of the function $\phi$ defined
almost everywhere on $[a+1 / N, b-1 / N]$ by

$$
\phi(x):=\int_{B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y .
$$

To this end, recall from Remark 4.2 that the coefficient functions $x \mapsto a_{i}(x)$ are almost everywhere defined and measurable on $[a, b]$ for $0 \leq i \leq m$. By Lusin's theorem, then, it suffices to show that $\phi$ is measurable when restricted to any compact subset $K \subset$ $[a+1 / N, b-1 / N]$ with the following property: for all $0 \leq i \leq m, a_{i}$ exists at every point of $K$ and defines a continuous function on $K$.

Fix such a compact set $K$. We will show that $\phi$ is continuous on $K$. Indeed, for $x, z \in K$ the expression $|\phi(x)-\phi(z)|$ can be estimated by the sum of three terms:

$$
\begin{aligned}
& \text { (1) } \int_{B(x, \rho) \cap B(z, \rho)}\left|\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}-\sum_{i=0}^{m} a_{i}(z)(y-z)^{i}\right| d y \\
& \text { (2) } \int_{B(x, \rho) \backslash B(z, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \\
& \text { (3) } \int_{B(z, \rho) \backslash B(x, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(z)(y-z)^{i}\right| d y
\end{aligned}
$$

We will show that each term vanishes as $z \rightarrow x$
Firstly, (1) can be estimated by

$$
\sum_{i=0}^{m} \int_{B(x, \rho) \cap B(z, \rho)}\left|a_{i}(x)(y-x)^{i}-a_{i}(z)(y-z)^{i}\right| d y
$$

Since the functions $a_{i}$ are continuous on the compact set $K$, they are bounded by some constant $C_{K}$. We estimate each term in the sum as follows,

$$
\begin{aligned}
& \int_{B(x, \rho) \cap B(z, \rho)}\left|a_{i}(x)(y-x)^{i}-a_{i}(z)(y-z)^{i}\right| d y \\
& \quad \leq \int_{B(x, \rho) \cap B(z, \rho)}\left|a_{i}(x)-a_{i}(z)\right| \cdot|y-x|^{i}+\left|a_{i}(z)\right| \cdot| | y-\left.x\right|^{i}-|y-z|^{i} \mid d y \\
& \quad \leq 2 \rho^{i+1}\left|a_{i}(x)-a_{i}(z)\right|+C_{K} \int_{B(x, \rho) \cap B(z, \rho)}| | y-\left.x\right|^{i}-|y-z|^{i} \mid d y .
\end{aligned}
$$

Using continuity of each function $a_{i}$ on $K$, the limit of the first term is 0 as $x \rightarrow z$. If $i=0$ then the second term is identically zero. Otherwise, note that $t \mapsto t^{i}$ is Lipschitz on the interval $|t| \leq \rho$ with Lipschitz constant $i \rho^{i-1}$ by the mean value theorem. Hence, the second term can be estimated by

$$
\int_{B(x, \rho) \cap B(z, \rho)} i \rho^{i-1}|x-z| d y \leq 2 i \rho^{i}|x-z|,
$$

which clearly tends to 0 as $x \rightarrow z$. This completes the estimate of (1).

Next, we estimate (2) as follows, recalling that $\rho<1$,

$$
\begin{align*}
& \int_{B(x, \rho) \backslash B(z, \rho)}\left|u(y)-\sum_{i=0}^{m} a_{i}(x)(y-x)^{i}\right| d y \\
& \quad \leq \int_{B(x, \rho) \backslash B(z, \rho)}|u(y)| d y+\left(\sum_{i=0}^{m}\left|a_{i}(x)\right| \rho^{i}\right) \mathcal{L}^{1}(B(x, \rho) \backslash B(z, \rho)) \\
& \quad \leq \int_{B(x, \rho) \backslash B(z, \rho)}|u(y)| d y+C_{K}(m+1) \mathcal{L}^{1}(B(x, \rho) \backslash B(z, \rho)) \tag{4.2}
\end{align*}
$$

Clearly $\mathcal{L}^{1}(B(x, \rho) \backslash B(z, \rho)) \rightarrow 0$ as $z \rightarrow x$. Since $u \in L^{1}([a, b])$, it follows that 4.2) tends to 0 as $z \rightarrow x$.

The estimate for (3) is similar to that of (2) with $x$ and $z$ interchanged. This completes the proof of the claim.

Combining the two claims above completes the proof of Lemma 4.6.
Recall Markov's inequality for polynomials [27, 35].
Lemma 4.7 (Markov Inequality). Let $P$ be a polynomial of degree $n$ and $a<b$. Then

$$
\max _{[a, b]}\left|P^{\prime}\right| \leq \frac{2 n^{2}}{b-a} \max _{[a, b]}|P| .
$$

The following result will establish the first condition necessary in the application of Theorem 2.16

Proposition 4.8. Suppose $u:[a, b] \rightarrow \mathbb{R}$ is absolutely continuous and $u^{\prime}$ is ( $m-1$ )-times $L^{1, \omega}$ differentiable almost everywhere. For almost every $x \in(a, b)$, denote the $m$-times $L^{1, \omega}$ derivative of $u$ at $x$ by $P_{u, x}^{m}(y)=\sum_{i=0}^{m} \frac{u_{i}(x)}{i!}(y-x)^{i}$.

Then for every $\varepsilon>0$, there exists a compact set $K \subset[a, b]$ with $\mathcal{L}^{1}([a, b] \backslash K) \leq \varepsilon$ such that $\left(u_{i}\right)_{i=0}^{m}$ is a $C^{m, \omega}$ Whitney field on $K$.

Proof. Let $\varepsilon>0$. Applying Lemma 4.6 to $u^{\prime}$, there exists a compact set $K \subset[a, b]$ with $\mathcal{L}^{1}([a, b] \backslash K)<\varepsilon / 2$ and $\rho_{0}>0, C>0$ so that the following holds. For every $x \in K$, $B\left(x, \rho_{0}\right) \subset[a, b]$ and $u^{\prime}$ is $m-1$ times $L^{1, \omega}$ differentiable at $x$ with

$$
f_{B(x, \rho)}\left|u^{\prime}-\left(P_{u, x}^{m}\right)^{\prime}\right| \leq C \omega(\rho) \rho^{m-1} \text { for every } 0<\rho<\rho_{0}
$$

Suppose $x, y \in K$ with $x \leq y$ and $|x-y|<\rho_{0}$. Denote $P_{y}=P_{u, y}^{m}$ and $P_{x}=P_{u, x}^{m}$. Then for $z \in[x, y]$ we estimate as follows, using the fact that $|z-x|<\rho_{0},|z-y|<\rho_{0}$, $P_{y}(y)=u(y)$ and $P_{x}(x)=u(x)$,

$$
\begin{aligned}
\left|P_{y}(z)-P_{x}(z)\right| & \leq\left|P_{y}(z)-u(z)\right|+\left|u(z)-P_{x}(z)\right| \\
& \leq \int_{z}^{y}\left|P_{y}^{\prime}-u^{\prime}\right|+\int_{x}^{z}\left|u^{\prime}-P_{x}^{\prime}\right| \\
& \leq 2|z-y| f_{B(y,|z-y|)}\left|P_{y}^{\prime}-u^{\prime}\right|+2|z-x| f_{B(x,|z-x|)}\left|u^{\prime}-P_{x}^{\prime}\right|
\end{aligned}
$$

$$
\begin{aligned}
& \leq 2 C|z-y| \omega(|z-y|)|z-y|^{m-1}+2 C|z-x| \omega(|z-x|)|z-x|^{m-1} \\
& \leq 4 C \omega(|x-y|)|x-y|^{m} .
\end{aligned}
$$

Applying the Markov inequality (Lemma 4.7) to the polynomial $q=P_{y}-P_{x}$ gives a larger constant $C$ depending only on $m$ and the previous constant such that, for $z \in[x, y]$,

$$
\left|D^{k}\left(P_{y}\right)(z)-D^{k}\left(P_{x}\right)(z)\right| \leq C \omega(|x-y|)|x-y|^{m-k} \text { for } 0 \leq k \leq m,
$$

where the derivatives are taken with respect to $z$. Evaluating at $z=y$ gives

$$
\begin{equation*}
\left|u_{k}(y)-D^{k}\left(P_{x}\right)(y)\right| \leq C \omega(|x-y|)|x-y|^{m-k} \text { for } 0 \leq k \leq m \tag{4.3}
\end{equation*}
$$

for any $x, y \in K$ with $|x-y|<\rho_{0}$
Using the measurability of $u_{k}$ from Remark 4.2, apply Lusin's theorem to choose a compact set $\widetilde{K} \subset K$ so that $\mathcal{L}^{1}([a, b] \backslash \widetilde{K}) \leq \varepsilon$ and $\left.u_{k}\right|_{\widetilde{K}}$ is continuous and hence bounded for every $0 \leq k \leq m$. Then the left hand side of (4.3) is uniformly bounded above for all $x, y \in \widetilde{K}$ and $0 \leq k \leq m$. It follows that, for some larger constant $\widetilde{C}$ depending on $N, m$, $K$ and $\widetilde{K}$, we have

$$
\left|u_{k}(y)-D^{k}\left(P_{x}\right)(y)\right| \leq \widetilde{C} \omega(|x-y|)|x-y|^{m-k} \text { for } 0 \leq k \leq m
$$

for all $x, y \in \widetilde{K}$ (not only those satisfying $|x-y|<\rho_{0}$ ). This proves that $\left(u_{i}\right)_{i=0}^{m}$ is a $C^{m, \omega}$ Whitney field on $\widetilde{K}$.

We can now conclude our second main theorem. Most of the new work has been done in the above results, and, with these in hand, the proof of this theorem follows nearly the same proof of [10, Theorem 4.1].

Theorem 4.9. Let $I \subset \mathbb{R}$ be closed bounded interval, $\omega$ a modulus of continuity, and $\Gamma=(f, g, h): I \rightarrow \mathbb{H}$ be a horizontal curve such that $f^{\prime}$ and $g^{\prime}$ are $m-1$ times $L^{1, \omega}$ differentiable at almost every point of $I$. Then $\Gamma$ has the $(m, \omega)$-Lusin property.

Proof. By Lemma 4.5 we know $h^{\prime}$ is $(m-1)$ times $L^{1, \omega}$ differentiable almost everywhere. Using Lemma 4.4 it follows that $f, g, h$ are $m$ times $L^{1, \omega}$ differentiable almost everywhere. At almost every $x \in I$ denote the $L^{1, \omega}$ derivative of $f$ by

$$
P_{f, x}^{m}(y)=\sum_{k=0}^{m} \frac{f_{k}(x)}{k!}(y-x)^{k}
$$

where the $f_{k}$ are measurable functions by Remark 4.2. Similarly define the $L^{1, \omega}$ derivatives $P_{g, x}^{m}$ and $P_{h, x}^{m}$ with coefficients $g_{k}(x)$ and $h_{k}(x)$ at almost every point $x$. These coefficients are again measurable functions of $x$.

Fix $\eta>0$. Choose a compact set $K \subset I$ satisfying $\mathcal{L}^{1}(I \backslash K)<\eta$ such that:
(1) the jets $F, G, H$ defined on $K$ by

$$
F^{k}=\left.f_{k}\right|_{K}, G^{k}=\left.g_{k}\right|_{K} \text { and } H^{k}=\left.h_{k}\right|_{K} \text { for } 0 \leq k \leq m
$$

are Whitney fields of class $C^{m, \omega}$ on $K$.
(2) There exist $C, \rho_{0}>0$ such that for every $0<\delta<\rho_{0}$ if $a, b \in K$ with $|b-a|<\delta$ then

$$
\begin{equation*}
f_{a}^{b}\left|f^{\prime}-\left(T_{a}^{m} F\right)^{\prime}\right| \leq C \omega(|b-a|)(b-a)^{m-1} \quad \text { and } \quad f_{a}^{b}\left|g^{\prime}-\left(T_{a}^{m} G\right)^{\prime}\right| \leq C \omega(|b-a|)(b-a)^{m-1} . \tag{4.4}
\end{equation*}
$$

The first property can be obtained via Proposition 4.8 whereas the second property follows from the almost everywhere $(m-1)$ times $L^{1, \omega}$ differentiability of $f^{\prime}, g^{\prime}$, the fact that $P_{f, a}^{m}=$ $T_{a}^{m} F, P_{g, a}^{m}=T_{a}^{m} G$ and Lemma 4.6 with $u=f^{\prime}, g^{\prime}$. We now show that the hypotheses of Theorem 2.16 hold for the jets $\overline{F, G}, H$ on the compact set $K$.

Verification of Theorem 2.16(1). This follows directly from the definition of $K$.
Verification of Theorem 2.16(2). This follows exactly as in [10, Theorem 4.1].
Verification of Theorem [2.16(3). This follows exactly as in [10, Theorem 4.1] replacing $\varepsilon$ with $C \omega(|a-b|)$.

We have shown that the jets $F, G, H$ satisfy the hypotheses of Theorem 2.16 on the compact set $K$. Hence $\Gamma=(F, G, H)$ extends to a $C^{m, \omega}$ horizontal curve $\widetilde{\Gamma}=(\widetilde{f}, \widetilde{g}, \widetilde{h}): I \rightarrow \mathbb{H}$ satisfying

$$
\left.\widetilde{f}^{k}\right|_{K}=F^{k},\left.\quad \widetilde{g}^{k}\right|_{K}=G^{k},\left.\quad \widetilde{h}^{k}\right|_{K}=H^{k} \quad \text { for } 0 \leq k \leq m
$$

From the definition of the compact set $K$ and the jets $F, G, H$ we have

$$
\begin{aligned}
& \mathcal{L}^{1}\left(\bigcup_{k=0}^{m}\left\{x \in I: \widetilde{f}^{k}(x) \neq f_{k}(x) \text { or } \widetilde{g}^{k}(x) \neq g_{k}(x) \text { or } \widetilde{h}^{k}(x) \neq h_{k}(x)\right\}\right) \\
& \quad \leq \mathcal{L}^{1}(I \backslash K) \\
& \quad<\eta
\end{aligned}
$$

This completes the proof of the theorem.

## 5. $C^{\infty}$ Whitney Extension for Horizontal Curves

In this section we prove our third result (Theorem 5.1), a $C^{\infty}$ Whitney extension theorem for horizontal curves in the Heisenberg group. Fix the modulus of continuity $\omega(t)=t$. With this particular modulus, the definition of the $\omega$-velocity reads as follows:

$$
V_{x}^{m}(\gamma ; a, b)=(b-a)^{2 m+2}+(b-a)^{m+1} \int_{a}^{b}\left(\left|\left(T_{a} F\right)^{\prime}\right|+\left|\left(T_{a} G\right)^{\prime}\right|\right)
$$

We will prove the following.
Theorem 5.1. Suppose $K \subseteq \mathbb{R}$ is compact and $F=\left(F^{k}\right)_{k=0}^{\infty}, G=\left(G^{k}\right)_{k=0}^{\infty}$, and $H=$ $\left(H^{k}\right)_{k=0}^{\infty}$ are collections of continuous, real-valued functions on $K$. There is a horizontal curve $\Gamma \in C^{\infty}\left(\mathbb{R}, \mathbb{R}^{3}\right)$ satisfying $\left.D^{k} \Gamma\right|_{K}=\left(F^{k}, G^{k}, H^{k}\right)$ for all $k \in \mathbb{N}_{0}$ if and only if there are constants $\widehat{C}_{m}>0$ satisfying the following for every $m \in \mathbb{N}_{0}$ :
(1) $\left(F^{k}\right)_{k=0}^{m},\left(G^{k}\right)_{k=0}^{m}$, and $\left(H^{k}\right)_{k=0}^{m}$ are Whitney fields of class $C^{m}$ on $K$,
(2) the following holds on $K$ :

$$
H^{m}=2 \sum_{i=0}^{m-1}\binom{m-1}{i}\left(F^{m-i} G^{i}-G^{m-i} F^{i}\right)
$$

(3) and, writing $\gamma=\left(F_{0}, G_{0}, H_{0}\right)$,

$$
\left|A^{m}(\gamma ; a, b)\right| \leq \widehat{C}_{m} V_{x}^{m}(\gamma ; a, b) \quad \text { for all } a, b \in K \text { with } a<b
$$

Proof. Necessity follows immediately from Theorem 2.16 since all derivatives of a $C^{\infty}$ curve are Lipschitz continuous on the compact set $K$. We will prove sufficiency. Fix a compact set $K \subset \mathbb{R}$. Suppose $F=\left(F^{k}\right)_{k=0}^{\infty}, G=\left(G^{k}\right)_{k=0}^{\infty}$, and $H=\left(H^{k}\right)_{k=0}^{\infty}$ are collections of continuous, real-valued functions on $K$ such that conditions (1), (2), and (3) hold for all $m \in \mathbb{N}$. According to Whitney's Extension Theorem for $C^{\infty}$ functions (Theorem 2.10), condition (1) allows us to choose functions $f, g: \mathbb{R} \rightarrow \mathbb{R}$ of class $C^{\infty}$ such that

$$
D^{m} f(x)=F^{m}(x) \text { and } D^{m} g(x)=G^{m}(x) \text { for every } x \in K \text { and } m \in \mathbb{N}_{0}
$$

Fix an open interval $I$ containing $K$ and write $I \backslash K=\bigcup_{i=1}^{\infty}\left(a_{i}, b_{i}\right)$. For each $m \in \mathbb{N}_{0}$, use $\bar{C}_{m}$ to represent the constant in (2.3) and (2.4), and set $\kappa_{m}=\max \left\{\bar{C}_{m}, \widehat{C}_{m}\right\}$.

The key difference between the proof of this result and the proof of Theorem 2.16 (which may be found in [38) is the following proposition. This replaces Proposition 4.2 in [38].

Proposition 5.2. There is a strictly decreasing sequence $\left(c_{m}\right)_{m \geq 0}$ with $c_{0} \leq 1$ and $c_{m} \rightarrow 0$ satisfying the following. If $\left(b_{i}-a_{i}\right) \leq c_{m}$, then there exist $C^{\infty}$ functions $\phi, \psi:\left[a_{i}, b_{i}\right] \rightarrow \mathbb{R}$ such that
(1) $D^{k} \phi\left(a_{i}\right)=D^{k} \phi\left(b_{i}\right)=D^{k} \psi\left(a_{i}\right)=D^{k} \psi\left(b_{i}\right)=0$ for all $k \in \mathbb{N}_{0}$.
(2) $\max \left\{\left|D^{k} \phi\right|,\left|D^{k} \psi\right|\right\} \leq \sqrt{b_{i}-a_{i}}$ for $0 \leq k \leq m$ on $\left[a_{i}, b_{i}\right]$.
(3) $H\left(b_{i}\right)-H\left(a_{i}\right)=2 \int_{a_{i}}^{b_{i}}(f+\phi)^{\prime}(g+\psi)-(g+\psi)^{\prime}(f+\phi)$.

Note in particular that the bound in (2) is independent of $m$, while in [38] it was not. Note also that we allow for larger and larger regularity of the perturbations as the size of our interval shrinks whereas $m$ was fixed in [38]. The proof of this proposition is very similar to that of Proposition 4.2 in [38], so we will leave out many of the details and point out the main differences below.

Proof of Proposition 5.2. Fix $m \in \mathbb{N}$, and fix $(a, b)=\left(a_{i}, b_{i}\right)$ for some $i \in \mathbb{N}$. Write $V^{m}=V_{x}^{m}\left(\left(f, g, H^{0}\right) ; a, b\right)$ and

$$
\mathcal{A}:=H^{0}(b)-H^{0}(a)-2 \int_{a}^{b}\left(f^{\prime} g-g^{\prime} f\right) .
$$

As in [38], we may conclude from condition (3) of our hypotheses that $|\mathcal{A}| \leq \kappa_{m} V^{m}$. Also, after rewriting $\mathcal{A}$ using integration by parts as in [38], our goal of constructing $\phi$ and $\psi$ which satisfy Proposition 5.2 (3) is equivalent to solving

$$
\begin{equation*}
4 \int_{a}^{b}\left(\psi f^{\prime}-\phi g^{\prime}+\psi \phi^{\prime}\right)=\mathcal{A} \tag{5.1}
\end{equation*}
$$

subject to conditions (1) and (2). This will be done as in [38]. Let us first restate Lemma 4.4 from [38] when $\omega(t)=t$.
Lemma 5.3. Suppose $J \subseteq[a, b]$ is a closed interval of length at least $(b-a) / 18 m^{2}$. There is a constant $C_{m}>0$ depending only on $m$ and $\operatorname{diam}(K)$ and a non-negative $C^{\infty}$ function $\eta: \mathbb{R} \rightarrow \mathbb{R}$ such that
(1) $\eta$ vanishes outside of $J$,
(2) $\eta \geq 48 m^{2}(b-a)^{m+1}$ on the middle third of $J$,
(3) $\eta^{\prime} \geq 81 m^{2}(b-a)^{m}$ on a subinterval of $J$ with length $\ell(J) / 6$,
(4) $\eta \leq C_{m}(b-a)^{m+1}$
(5) $\left|D^{i} \eta\right| \leq C_{m}(b-a)$ on $[a, b]$ for $0 \leq i \leq m$,

As a result, we have the following analogues of Lemmas 4.5 and 4.6 from [38] (the proofs of which are identical to those of the referenced lemmas).
Lemma 5.4. Fix $m \in \mathbb{N}_{0}$. Suppose

$$
\begin{equation*}
\int_{a}^{b}\left|(T f)^{\prime}\right| \geq \max \left(\int_{a}^{b}\left|(T g)^{\prime}\right|, \kappa_{m} C_{m}(b-a)^{m+1}\right) \tag{5.2}
\end{equation*}
$$

Then there exists a $C^{\infty}$ map $\psi$ on $[a, b]$ satisfying
(1) $D^{i} \psi(a)=D^{i} \psi(b)=0$ for $0 \leq i \leq m$,
(2) $\left|D^{i} \psi(x)\right| \leq \kappa_{m} C_{m}(b-a)$ on $[a, b]$ for $0 \leq i \leq m$,
(3) $4 \int_{a}^{b} \psi f^{\prime}=\mathcal{A}$.

Lemma 5.5. Fix $m \in \mathbb{N}_{0}$. Suppose

$$
\begin{equation*}
\int_{a}^{b}\left|(T g)^{\prime}\right| \geq \max \left(\int_{a}^{b}\left|(T f)^{\prime}\right|, \kappa_{m} C_{m}(b-a)^{m+1}\right) \tag{5.3}
\end{equation*}
$$

Then there exists a $C^{\infty}$ map $\phi$ on $[a, b]$ satisfying
(1) $D^{i} \phi(a)=D^{i} \phi(b)=0$ for $0 \leq i \leq m$,
(2) $\left|D^{i} \phi(x)\right| \leq \kappa_{m} C_{m}(b-a)$ on $[a, b]$ for $0 \leq i \leq m$,
(3) $-4 \int_{a}^{b} \phi g^{\prime}=\mathcal{A}$.

Lemma 5.6. Fix $m \in \mathbb{N}_{0}$. Suppose

$$
\kappa_{m} C_{m}(b-a)^{m+1}>\max \left(\int_{a}^{b}\left|(T f)^{\prime}\right|, \int_{a}^{b}\left|(T g)^{\prime}\right|\right)
$$

Then there exist $C^{\infty}$ maps $\phi$ and $\psi$ and a constant $C_{m}^{\prime} \geq 1$ depending only on $\kappa_{m}$, $m$ and $\operatorname{diam}(K)$ such that
(1) $D^{i} \psi(a)=D^{i} \psi(b)=D^{i} \phi(a)=D^{i} \phi(b)=0$ for $0 \leq i \leq m$,
(2) $\max \left\{\left|D^{i} \psi(x)\right|,\left|D^{i} \phi(x)\right|\right\} \leq 6 C_{m}^{\prime}(b-a)$ on $[a, b]$ for $0 \leq i \leq m$,
(3) $4 \int_{a}^{b}\left(\psi f^{\prime}-\phi g^{\prime}+\psi \phi^{\prime}\right)=\mathcal{A}$.

We have now reached the step at which our proof of Proposition 5.2 deviates from that of Proposition 4.2 in [38]. Set $\widetilde{C}_{-1}=1$ and $\widetilde{C}_{m}=\max \left\{\kappa_{m} C_{m}, 6 C_{m}^{\prime}, \widetilde{C}_{m-1}+1\right\}$ for $m \in \mathbb{N}_{0}$. Set $c_{m}=\left(1 / \widetilde{C}_{m}\right)^{2}$. Note that $c_{m}>c_{m+1}$ and $c_{m} \rightarrow 0$ since $\widetilde{C}_{m} \rightarrow \infty$. Fix $m \in \mathbb{N}_{0}$ and an interval $\left(a_{i}, b_{i}\right)$. Suppose that $\left(b_{i}-a_{i}\right) \leq c_{m}$ so that $\sqrt{b_{i}-a_{i}} \leq 1 / \widetilde{C}_{m}$.

If (5.2) holds on $\left[a_{i}, b_{i}\right]$, then we may choose $\phi \equiv 0$ on $\left[a_{i}, b_{i}\right]$ and $\psi$ as in Lemma 5.4 so that

$$
\left|D^{k} \psi\right| \leq \kappa_{m} C_{m}\left(b_{i}-a_{i}\right) \leq \widetilde{C}_{m} \sqrt{b_{i}-a_{i}} \sqrt{b_{i}-a_{i}} \leq \sqrt{b_{i}-a_{i}}
$$

on $\left[a_{i}, b_{i}\right]$ for $0 \leq k \leq m$. If (5.3) holds, then we may use Lemma 5.5 analogously to obtain the bound on $\left|D^{k} \phi\right|$ and set $\psi \equiv 0$. If instead (5.2) and (5.3) both fail, we may choose $\phi$ and $\psi$ as in Lemma 5.6 to get

$$
\max \left\{\left|D^{k} \psi(x)\right|,\left|D^{k} \phi(x)\right|\right\} \leq 6 C_{m}^{\prime}\left(b_{i}-a_{i}\right) \leq \sqrt{b_{i}-a_{i}}
$$

on $\left[a_{i}, b_{i}\right]$ for $0 \leq k \leq m$.
With this proposition in hand, we are ready to complete the proof of Theorem 5.1. Define the curve $\Gamma=(\mathcal{F}, \mathcal{G}, \mathcal{H}): I \rightarrow \mathbb{H}$ as follows:

$$
\Gamma(x):=(F(x), G(x), H(x)) \quad \text { if } x \in K
$$

and

$$
\Gamma(x):=\left(\mathcal{F}_{i}(x), \mathcal{G}_{i}(x), \mathcal{H}_{i}(x)\right) \quad \text { if } x \in\left(a_{i}, b_{i}\right) \text { for some } i \geq 1
$$

where $\mathcal{F}_{i}, \mathcal{G}_{i}$, and $\mathcal{H}_{i}$ are defined as in Lemma 4.7 from [38] with " $2 \widetilde{C} \omega\left(b_{i}-a_{i}\right)$ " replaced by " $\sqrt{b_{i}-a_{i}}$. .

Proposition 5.7. $\Gamma$ is a $C^{\infty}$ horizontal curve in $\mathbb{H}$ with

$$
D^{k} \mathcal{F}(x)=F^{k}(x), \quad D^{k} \mathcal{G}(x)=G^{k}(x), \quad D^{k} \mathcal{H}(x)=H^{k}(x)
$$

for all $x \in K$ and $k \in \mathbb{N}_{0}$.
Proof. Clearly the curve $\Gamma$ is $C^{\infty}$ in the subintervals $\left(a_{i}, b_{i}\right)$. Define maps $\gamma^{k}$ on $K$ for $k \in \mathbb{N}_{0}$ by $\gamma^{k}=\left(F^{k}, G^{k}, H^{k}\right)$. With this notation, it remains to show that $\Gamma$ is a $C^{\infty}$ horizontal curve and $\left.D^{k} \Gamma\right|_{K}=\gamma^{k}$ for $k \in \mathbb{N}_{0}$.

Fix $k \in \mathbb{N}$ and suppose we have shown that $D^{k-1} \Gamma$ exists on $I$ and $\left.D^{k-1} \Gamma\right|_{K}=\gamma^{k-1}$. Fix $x \in K$ with $x \neq a_{i}$ for any $i \in \mathbb{N}$ and $x \neq \max K$. As in (6.17) from [32], it suffices to prove that

$$
\begin{equation*}
\left(x_{i}-x\right)^{-1}\left|D^{k-1} \Gamma\left(x_{i}\right)-D^{k-1} \Gamma(x)-\left(x_{i}-x\right) \gamma^{k}(x)\right| \tag{5.4}
\end{equation*}
$$

vanishes in the limit for any decreasing sequence $\left(x_{i}\right) \subset I \backslash K$ with $x_{i} \rightarrow x$. Choose such a sequence and note that, for each $i \in \mathbb{N}$, we have $x_{i} \in\left(a_{j_{i}}, b_{j_{i}}\right)$ for some $j_{i} \in \mathbb{N}$. Since $x$ is not the left endpoint of any of these intervals, it must be true that $\left(b_{j_{i}}-a_{j_{i}}\right) \rightarrow 0$ as $i \rightarrow \infty$. After passing to a subsequence, we may assume that $\left(b_{j_{i}}-a_{j_{i}}\right) \leq c_{k}$ for all $i$.

We may then bound (5.4) by

$$
\begin{align*}
\left(x_{i}-x\right)^{-1} \mid & D^{k-1} \Gamma\left(x_{i}\right)-D^{k-1} \Gamma\left(a_{j_{i}}\right)-\left(x_{i}-a_{j_{i}}\right) \gamma^{k}\left(a_{j_{i}}\right) \mid  \tag{5.5}\\
& +\left(x_{i}-x\right)^{-1}\left|\left(x_{i}-a_{j_{i}}\right) \gamma^{k}\left(a_{j_{i}}\right)-\left(x_{i}-a_{j_{i}}\right) \gamma^{k}(x)\right|  \tag{5.6}\\
& +\left(x_{i}-x\right)^{-1}\left|\gamma^{k-1}\left(a_{j_{i}}\right)-\gamma^{k-1}(x)-\left(a_{j_{i}}-x\right) \gamma^{k}(x)\right| \tag{5.7}
\end{align*}
$$

and argue exactly as in [38] to conclude that the right-hand derivative of $D^{k-1} \Gamma$ at $x$ is $\gamma^{k}(x)$. We argue similarly using increasing sequences to finally prove that $D^{k} \Gamma$ exists on $I$, and $\left.D^{k} \Gamma\right|_{K}=\gamma^{k}$.

This completes the proof of the theorem.

## 6. A $C^{\infty}$ Lusin Approximation Theorem

In this section we prove our final result (Theorem 6.1), a $C^{\infty}$ Lusin approximation theorem for horizontal curves.

Theorem 6.1. Let $I \subset \mathbb{R}$ be a closed bounded interval and $\Gamma=(f, g, h): I \rightarrow \mathbb{H}$ be a horizontal curve such that for every $m \in \mathbb{N}, f^{\prime}$ and $g^{\prime}$ are $m$ times $L^{1}$ differentiable at almost every point of $I$. Then $\Gamma$ has the $\infty$-Lusin property.

Proof. Let $\omega(t)=t$. By Remark 4.1 and Lemma 4.5, for every $m \in \mathbb{N}$ the maps $f^{\prime}, g^{\prime}, h^{\prime}$ are $m$ times $L^{1, \omega}$ differentiable at almost every point of $I$. Hence, by Lemma 4.4, for every $m \in \mathbb{N}$ the maps $f, g, h$ are $m$ times $L^{1, \omega}$ differentiable almost everywhere. For almost every $x \in I$ and every $m \in \mathbb{N}$, denote the $L^{1, \omega}$ derivative of $f$ by

$$
P_{f, x}^{m}(y)=\sum_{k=0}^{m} \frac{f_{k}(x)}{k!}(y-x)^{k}
$$

where the $f_{k}$ are measurable functions by Remark 4.2. Note that the maps $f_{k}$ are independent of $m$ by Remark 4.3. Similarly, for almost every $x \in I$ and every $m \in \mathbb{N}$, denote the $L^{1, \omega}$ derivatives of order $m$ of $g$ and $h$ by $P_{g, x}^{m}$ and $P_{h, x}^{m}$. As before, these have coefficients $g_{k}(x)$ and $h_{k}(x)$ which are measurable functions of $x$. Fix $\varepsilon>0$. Proceeding as in Theorem4.9, for any $m \in \mathbb{N}$ choose a compact set $K_{m} \subset[a, b]$ satisfying $\mathcal{L}^{1}\left([a, b] \backslash K_{m}\right)<\varepsilon / 2^{m}$ so that
(1) the jets $F_{m}, G_{m}, H_{m}$ defined on $K_{m}$ by

$$
F_{m}^{k}=\left.f_{k}\right|_{K_{m}}, G_{m}^{k}=\left.g_{k}\right|_{K_{m}} \text { and } H_{m}^{k}=\left.h_{k}\right|_{K_{m}} \text { for } 0 \leq k \leq m
$$

are Whitney fields of class $C^{m}$ on $K_{m}$.
(2) There exist $C, \rho_{0}>0$ such that for every $0<\delta<\rho_{0}$ if $a, b \in K_{m}$ with $|b-a|<\delta$, $f_{a}^{b}\left|f^{\prime}-\left(T_{a}^{m} F_{m}\right)^{\prime}\right| \leq C \omega(|b-a|)(b-a)^{m-1} \quad$ and $\quad f_{a}^{b}\left|g^{\prime}-\left(T_{a}^{m} G_{m}\right)^{\prime}\right| \leq C \omega(|b-a|)(b-a)^{m-1}$. Proceeding as in the proof of Theorem 4.9, it is easy to see that $F=\left(F^{k}\right)_{k=0}^{\infty}, G=\left(G^{k}\right)_{k=0}^{\infty}$, and $H=\left(H^{k}\right)_{k=0}^{\infty}$ are well-defined and that they satisfy the assumption of Theorem 5.1 on the compact set $K=\bigcap_{m=1}^{\infty} K_{m}$. Hence $\Gamma=(F, G, H)$ extends to a $C^{\infty}$ horizontal curve $\widetilde{\Gamma}=(\widetilde{f}, \widetilde{g}, \widetilde{h}): I \rightarrow \mathbb{H}$ satisfying for any $k \in \mathbb{N}_{0}$

$$
\left.\widetilde{f}^{k}\right|_{K}=F^{k},\left.\quad \tilde{g}^{k}\right|_{K}=G^{k},\left.\quad \widetilde{h}^{k}\right|_{K}=H^{k}
$$

From the definition of the compact set $K$ and the jets $F, G, H$ we have

$$
\begin{aligned}
& \mathcal{L}^{1}\left(\bigcup_{k=0}^{\infty}\left\{x \in I: \tilde{f}^{k}(x) \neq f_{k}(x) \text { or } \widetilde{g}^{k}(x) \neq g_{k}(x) \text { or } \widetilde{h}^{k}(x) \neq h_{k}(x)\right\}\right) \\
& \quad \leq \sum_{m=1}^{\infty} \mathcal{L}^{1}\left(I \backslash K_{m}\right)
\end{aligned}
$$

$$
<\sum_{m=1}^{\infty} \frac{\varepsilon}{2^{m}}=\varepsilon
$$

This completes the proof of the theorem.
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