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Abstract. Variational models for cohesive fracture are based on the idea that the fracture
energy is released gradually as the crack opening grows. Recently, [21] proposed a varia-
tional approximation via Γ-convergence of a class of cohesive fracture energies by phase-field
energies of Ambrosio-Tortorelli type, which may be also used as regularization for numerical
simulations. In this paper we address the question of the asymptotic behaviour of critical
points of the phase-field energies in the one-dimensional setting: we show that they converge
to a selected class of critical points of the limit functional. Conversely, each critical point in
this class can be approximated by a family of critical points of the phase-field functionals.

1. Introduction

Fracture models describe the evolution of surface cracks in elastic materials subjected to
external loads or boundary conditions. The literature distinguishes between brittle models
and cohesive models (also known as Griffith and Barenblatt models respectively). The former
treat fracture as an instantaneous phenomenon: the body deforms elastically until a crack
surface appears; the crack energy is instantaneously released and there is no transmission of
force across the crack surface. The latter treat fracture as a gradual phenomenon: the bonds
between the lips progressively weaken; the crack energy is released with the growth of the
crack opening and the force transmitted across the crack surface gradually reduces to zero.
Thanks to these features, cohesive models are better suited than brittle models for describing
crack nucleation. We refer the interested reader to the book [16] and references therein for
a comprehensive comparison between brittle and cohesive, and we work from now on in the
cohesive setting.

The variational study of cohesive fracture started in the late 1990s and has been earning
interest ever since [4,8,12,13,17–20,23,24,26–29,36,41,42,44,46–48]. The appropriate varia-
tional setting to model a cohesive fracture process was shown to be the space of functions of
bounded variation or bounded deformation, allowing to describe the crack as the jump set of
a discontinuous displacement, and the total energy as a competition between bulk and sur-
face contributions [31]. The presence of free discontinuities, making the numerical treatment
highly complex, lead to the development of regularized phase-field theories [2,3,12,21,22,25],
in the spirit of the classical Allen-Cahn (or Modica-Mortola) approximation for phase tran-
sitions [40], and the Ambrosio-Tortorelli approximation of the Mumford-Shah functional for
image segmentation or brittle fracture [6, 7, 33]. The general approach of these works is to
construct sequences of purely bulk energies, whose variables are forced to engage transitions
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in thin concentration sets, and to show the convergence of corresponding global minimizers
to a global minimizer of the given energy as the thickness of the concentration sets vanishes.

Although this kind of results usually marks decisive enhancements in the mathematical
comprehension of the corresponding phenomena, its energy-based formulation and its global
minimization focus may be not completely satisfactory from the mechanical point of view.
Indeed, fracture evolution might realistically occur along critical states rather than following
global minimizers. In addition, numerical schemes based on alternate minimization for the
regularized energies typically converge to critical points of the limit energy; hence, the sole
convergence of global minimizers does not provide a complete theoretical justification of the
adoption of the phase-field models for numerical simulations, see for example [1,15,16,32,35,
51,52].

This motivated the investigation of better converging properties of the proposed regular
functionals. On the one side, it lead to the study of the convergence of the corresponding
gradient flows, see [5, 9] for brittle fracture. On the other side, it lead to the study of the
convergence of critical points, see in particular [34, 38, 39, 43, 45, 49, 50] for the Allen-Cahn
functionals, and [10,11,30,37] for the Ambrosio-Tortorelli functionals.

In this paper we address the latter question in the context of one-dimensional cohesive frac-
ture: we study the asymptotic behaviour of the critical points of the regularized functionals
proposed in [21]. Thanks to its nature, the cohesive case allows for a deeper and more com-
plete analysis with respect to the brittle case. Our approach heavily relies on one-dimensional
arguments and the analysis is at the moment limited to this setting; its possible extension
to the higher-dimensional case, in the spirit of the recent work [11] in the context of brittle
fracture, poses significant challenges.

The rest of this Introduction is organized as follows: in Section 1.1 we provide notation and
properties of the sharp cohesive model and of its critical points; in Section 1.2 we introduce
our regularized models, which are slight modifications of those proposed in [12, 21]. A few
additional technical assumptions will be needed. Our main results will be stated in Section 1.3.

1.1. The cohesive fracture energy and its critical points. We first introduce a one-
dimensional cohesive fracture energy for a bar of total length L > 0 (at rest), and total
elongation a > 0.

The deformation of the bar is described by a function of bounded variation u ∈ BV(0, L),
whose distributional derivative is a bounded Radon measure on (0, L) that can be written as

Du = u′ dx+Dcu+
∑
x∈Ju

[u](x)δx,

where u′ ∈ L1(0, L) denotes the density of the absolutely continuous part (with respect to
the Lebesgue measure), Dcu is the Cantor part, [u](x) := u(x+) − u(x−), where u(x+) and
u(x−) are the approximate limits from the right and from the left of u at x respectively,
and Ju := {x ∈ (0, L) : [u](x) 6= 0} is the set of essential discontinuities. Since we want
to include in the energy the boundary conditions, we set u(0−) = 0, u(L+) = a, we extend
the definition of [u](x) := u(x+) − u(x−) also at the endpoints x = 0, x = L, and we let
Jau := {x ∈ [0, L] : [u](x) 6= 0}.

The cohesive energy of the bar is defined as

Φ(u) :=

∫ L

0
φ(u′) dx+

∑
x∈Jau

g(|[u](x)|) + σc|Dcu|(0, L) for u ∈ BV(0, L). (1.1)
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Here σc ∈ (0,+∞) and the elastic energy density φ : R→ [0,+∞) is given by

φ(ξ) :=

{
ξ2 if |ξ| 6 σc

2 ,

σc|ξ| − σ2
c
4 if |ξ| > σc

2 .
(1.2)

For the cohesive energy density we assume that g : [0,+∞) → [0,+∞) is a nondecreasing
function of class C1 with g(0) = 0, g′(0) = σc. We further assume that {g′ > 0} = [0, sfrac)
for some sfrac ∈ (0,+∞], and that g′ is strictly decreasing in [0, sfrac).

It is convenient to include in the energy also the non-interpenetration constraint that the
singular part Dsu := Dcu+

∑
x∈Jau [u](x)δx of Du is a nonnegative measure: we therefore define

Φ̃(u) := Φ(u) if u ∈ BV(0, L) with Dsu > 0 (so that in particular u(0+) > 0, u(L−) 6 a),

and Φ̃(u) = +∞ otherwise.

Critical points of the functional Φ̃ are functions u such that Φ̃(u) < +∞ and

lim inf
t→0+

Φ̃(u+ tv)− Φ̃(u)

t
> 0 for all v ∈ BV(0, L).

These are studied in details in [17] (see also [28]). We stress that nonnegativity of the unilateral
lower limit as t→ 0+ is required in place of the usual vanishing of the first variation. This is a
standard way to give a meaningful notion of critical point in presence of a noninterpenetration
constraint. Mechanically, such condition provides a critical stress to nucleation, in the sense
that nucleation of a crack point is only possible when the stress reaches the critical value.

By [17, Theorem 6.3] one has that a function u ∈ BV(0, L) with Dsu > 0 is a critical point

of Φ̃ if and only if there exists a constant σ ∈ R such that

(i) σ 6 σc,
(ii) φ′(u′) = σ a.e. in (0, L),
(iii) g′([u]) = σ on Jau ,
(iv) Dcu = 0 if σ < σc.

As observed in [17, Remark 6.6], in the model described by the energy Φ̃ the quantity φ′(u′)
represents the stress in the elastic part of the bar due to the deformation gradient u′; g′([u](x))
represents the stress transmitted through the points of Jau of the reference configuration (where
there is concentration of the strain); Dcu can be seen as a singular, not concentrated strain
which transmits a stress σc and can be present only if σ = σc, whereas if σ < σc a critical
point is necessarily in SBV(0, L). The constant σc is the maximum possible stress for an
equilibrium configuration.

In view of the previous conditions, we can give an explicit description of all critical points
belonging to SBV(0, L) corresponding to a prescribed elongation a > 0 (see Figure 1):

(a) (elastic states) u(x) = a
Lx in (0, L);

(b) (pre-fractured states) σ ∈ (0, σc), #Jau = k, 1 6 k < +∞, u′ = σ
2 a.e. in (0, L),

[u](x) = s0 for all x ∈ Jau where s0 ∈ (0, sfrac) obeys g′(s0) = σ, and σ
2L+ ks0 = a;

(c) (fractured states) σ = 0, #Jau = k, 1 6 k < +∞, u′ = 0 a.e. in (0, L), and [u](x) >
sfrac for all x ∈ Jau , with

∑
x∈Jau [u](x) = a.

Notice that in the first case σ = 2a
L ∧σc ∈ [0, σc] and all the possible slopes u′ = a

L are allowed;

if 2a
L > σc then σ = σc. In the second case u is piecewise affine with constant slope σ

2 and
with a finite number of jumps of the same amplitude. In the third case σ = 0, u is piecewise
constant with a finite number of jumps with amplitude larger than sfrac, and this case can
only occur if sfrac < +∞ and a > sfrac.
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Figure 1. Critical points in SBV(0, L) of the cohesive energy (1.1). Left:
elastic state u(x) = a

Lx. Center: pre-fractured state with σ ∈ (0, σc). Right:
fractured state with σ = 0.

Remark 1.1. By the results in [14] the functional Φ̃ is the lower semicontinuous envelope with
respect to the L1-convergence of the energy

u 7→
∫ L

0
|u′|2 dx+

∑
x∈Jau

g(|[u](x)|) for u ∈ SBV(0, L) with [u] > 0. (1.3)

As it is observed in [17, Remark 6.5], every critical point of this functional is also a critical

point of Φ̃, and every critical point of Φ̃ with σ < σc is a critical point of (1.3). For σ = σc,

there are critical points of Φ̃ which are not critical for (1.3): in particular, elastic states
u(x) = a

Lx with 2a
L > σc, and critical points with Dcu 6= 0. Such configurations, however,

are not local minimizers of Φ̃: in particular, Φ̃ and (1.3) have the same (local) minimizers,
see [17, Theorem 7.2].

Remark 1.2. It is instructive to consider a quasistatic evolution for the cohesive model (1.3),
corresponding to a time-dependent elongation a > 0, monotone increasing in time: at each
time we assume that the deformation ua of the bar is a critical state satisfying the boundary
conditions ua(0) = 0, ua(L) = a (in the weak sense, as specified above). Initially, for small
values of a, the response of the bar is purely elastic and the evolution follows the elastic
critical points ua(x) = a

Lx, until the critical stress is reached ( aL = σc
2 ). At this point, that

is for a = 1
2σcL, it is expected that the state of the bar switches to a pre-fractured state, a

pre-fracture point appears, and the amplitude of the crack continuously increases from 0 to
sfrac as a increases from 1

2σcL to sfrac. In this case the displacement ua has constant slope σ
2 ,

with σ ∈ (0, σc), and jump amplitude s0 ∈ (0, sfrac), which should satisfy the compatibility
conditions

g′(s0) = σ,
σ

2
L+ s0 = a. (1.4)

The limit case a = sfrac corresponds to the complete fracture state, characterized by jump
amplitude exactly equal to the boundary datum s0 = sfrac = a and vanishing stress σ = 0.

Concerning the compatibility conditions above, we remark that the existence of a solution
(σ, s0) ∈ (0, σc)× (0, sfrac) to (1.4) for values a > 1

2σcL, with the property that s0 → 0+ and

σ → σ−c as a → (1
2σcL)+, is not a priori guaranteed. In case of nonexistence, then, once

the critical stress is reached, the evolution creates instantaneously a jump of strictly positive
amplitude, possibly even brittle without cohesive effects (see [19, Section 9] for an explicit
example in two dimensions).
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The behaviour of the function g at the origin determines whether for elongations a →
(1

2σcL)+ there are solutions of (1.4) such that s0 → 0+. Assuming that g satisfies the
expansion

g(s) = σcs− ˜̀sp + o(sp) as s→ 0

for some ˜̀> 0 and p > 1, then it can be checked by elementary arguments that existence
of solutions as above is guaranteed if p > 2, whereas it fails if p < 2. The case p = 2 is
critical, the existence of solutions depends on the length L of the bar and fails for sufficiently
large L; this is an instance of the well-known size effects in fracture. A suitable choice of
our regularized models will produce in the limit a density g with the previous asymptotic
expansion, see Proposition 3.9. We refer to [27] for a more detailed discussion of the content
of this remark.

1.2. Phase-field approximation. Following [21], we now introduce a family of functionals
Fε : L1(0, L)×L1(0, L)→ [0,+∞], depending on a real parameter ε > 0, which approximate
the cohesive energy density (1.1) in the sense of Γ-convergence. We let f satisfy the following
conditions, that will be assumed throughout the paper unless explicitly stated:

(f1) f ∈ C2([0, 1); [0,+∞)), f−1(0) = {0};

(f2) lim
s→1−

(1− s)f(s) = σc, with σc ∈ (0,+∞);

(f3)
d

ds

[
(1− s)f(s)

]
> 0 for all s ∈ (0, 1);

(f4)
d

ds

[
(1− s)f ′(s)

f(s)

]
< 0 for all s ∈ (0, 1);

(f5) lim
s→1−

1

(1− s)3

d

ds

[
(1− s)f(s)

]
= +∞;

(f6) the map s 7→
√
sf(1−

√
s) is convex.

The previous conditions look very technical and a few comments are required: firstly, they
are satisfied by a large class of functions, as Remark 1.3 below shows. Secondly, the Γ-
convergence result in [21] holds under weaker assumptions, but the analysis of the model was
further improved in [12] where conditions (f1), (f2), (f3), (f6) were assumed in order to
obtain more detailed properties of the limit functional, that we will recall in Section 3. Here,
we also include the conditions (f4)–(f5) whose role is crucial for the analysis in Section 2.
We believe that the optimal set of assumptions is (f1)–(f5), but dropping the convexity
condition (f6) would require a much finer analysis that goes beyond the scopes of this paper
(see Remark 3.5).

Remark 1.3. Prototype functions with the properties above are the maps

f(q)(s) :=
σc

[
1− (1− s)q

]
1− s

and f (p)(s) :=
(σc + p(1− s))s2

1− s
(1.5)

for σc > 0, q ∈ (0, 2], and p ∈ (−σc, 2σc). (Notice that for q ∈ (2, 4) the function f(q) satisfies
(f1)–(f5) but not (f6).)

We next need to truncate the function f in a neighbourhood of 1 in a smooth way. To this
aim we fix points

sε ∈ (0, 1) such that sε ↑ 1 and
√
εf(sε)→ 1 (1.6)
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as ε→ 0. By (f2) and
√
εf(sε)→ 1 we easily deduce that

1− sε√
ε
→ σc as ε→ 0. (1.7)

We then define the function fε : [0, 1]→ R by

fε(s) :=

{√
εf(s) if 0 6 s 6 sε,

ψε(s) if sε < s 6 1,
(1.8)

where ψε : [0, 1]→ [0, 1] is any function satisfying the following conditions:

(ψ1) ψε ∈ C2([0, 1]) is monotone nondecreasing, ψε(1) = 1;

(ψ2) ψε(sε) =
√
εf(sε), ψ

′
ε(sε) =

√
εf ′(sε);

(ψ3) the map s 7→ ψ′ε(s)
1−s is monotone nonincreasing.

Notice that the condition (ψ3) forces ψ′ε(1) = 0. The function fε in (1.8) is of class C1(0, 1),
and can be easily extended to a globally C1-function on R by setting fε(s) =

√
εf ′(0)s for

s < 0, fε(s) = 1 for s > 1.

Remark 1.4. An explicit family of functions with the properties above are the exponentials

ψε(s) := 1− αεe−
βε
1−s , αε :=

(
1−
√
εf(sε)

)
e

βε
1−sε , βε :=

√
εf ′(sε)(1− sε)2

1−
√
εf(sε)

.

The choice of the coefficients αε and βε guarantees that (ψ2) holds. Moreover, it can be
checked by an elementary computation that also (ψ3) holds for ε small. See Figure 2 for a
numerical plot of the resulting function fε.

Figure 2. Numerical plot of the function fε defined in (1.8), obtained by
choosing the prototype function f(q) (with q = 1) as in Remark 1.3 and the
exponential junction ψε as in Remark 1.4.

We next introduce a cohesive energy density g : [0,+∞) → [0,+∞), depending on f , by
solving the following auxiliary optimal profile problem:

g(s) := inf
(α,β)∈Us

G(α, β), (1.9)

where

G(α, β) :=

∫ +∞

−∞

(
f2(β)|α′|2 +

(1− β)2

4
+ |β′|2

)
dt, (1.10)
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Us :=

{
(α, β) ∈ H1

loc(R)×H1
loc(R) : α′ ∈ L1(R),

∣∣∣∣ ∫ +∞

−∞
α′(t) dt

∣∣∣∣ = s,

0 6 β 6 1, lim
|t|→+∞

β(t) = 1

}
(1.11)

(where f2(β) := (f(β))2 and we adopt the convention f(β)|α′| = 0 if β = 1 and α′ = 0). The
properties of the function g are discussed in Section 3. Here we just note that g satisfies the
conditions we required in Subsection 1.1 for a cohesive surface energy density, see in particular
Proposition 3.1. A more operational formula for g is provided in Proposition 3.3. This may
be used to obtain the explicit expression of g in the spirit of Remark 3.4, which treats the
prototype case f(t) = t/(1− t), t ∈ [0, 1). The threshold of complete fracture sfrac (which is
possibly infinite) is explicitly determined in terms of f , see (3.1) and Proposition 3.7.

With the previous definitions, we are now ready to introduce the approximating functionals
and to state the main Γ-convergence result from [21]. We let Fε : L1(0, L)×L1(0, L)→ [0,+∞]
be defined by

Fε(u, v) :=


∫ L

0

(
f2
ε (v)|u′|2 +

(1− v)2

4ε
+ ε|v′|2

)
dx

if u, v ∈ H1(0, L),

0 6 v 6 1 L1-a.e. in (0, L),

+∞ otherwise.

(1.12)

The following Γ-convergence result is proved in [21], see in particular Theorem 3.1, Re-
mark 3.2 and Theorem 3.3.1. Although we state the theorem in dimension one, the result
in [21] is actually proved in any dimension and under more general assumptions on f .

Theorem 1.5 (Conti-Focardi-Iurlano). The functionals Fε defined in (1.12) Γ-converge as
ε→ 0+ in L1(0, L)× L1(0, L) to the functional

F(u, v) :=

{
Φ(u) if u ∈ BV(0, L), v = 1 L1-a.e. in (0, L),

+∞ otherwise,
(1.13)

where Φ is the cohesive fracture energy given by (1.1) (with elastic energy density φ as in
(1.2) and surface energy density g as in (1.9)). Moreover, if (uε, vε) satisfies the uniform
bound

sup
ε

(
Fε(uε, vε) + ‖uε‖L1(0,L)

)
< +∞, (1.14)

then there exists a subsequence (uεk , vεk)k∈N and a function u ∈ BV(0, L) such that uεk → u
almost everywhere in (0, L) and vεk → 1 in L1(0, L).

Remark 1.6. We collect here for later use a few properties that follow immediately from the
assumptions (f1)-(f5). Firstly, we observe that the function f is strictly increasing with
f ′(s) > 0 for s ∈ (0, 1), by (f3). By de l’Hôpital’s theorem, using (f2) and (f4), one also has
that

lim
s→1−

(1− s)2f ′(s) = σc . (1.15)

Finally, by the monotonicity property (f4) one has that the function f ′(s)
f(s) has a limit as

s→ 0+, and since f(0) = 0 it is easily seen that it must be

lim
s→0+

f ′(s)

f(s)
= +∞. (1.16)
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1.3. Main results. We consider a family of critical points (uε, vε) of the approximating
functionals (1.12), i.e. uε, vε ∈ H1(0, L) satisfy the Euler-Lagrange equations (in the weak
sense) 

−εv′′ε + fε(vε)f
′
ε(vε)(u

′
ε)

2 + vε−1
4ε = 0 in (0,L), (1.17a)(

f2
ε (vε)u

′
ε

)′
= 0 in (0,L), (1.17b)

uε(0) = 0, uε(L) = aε, (1.17c)

vε(0) = vε(L) = 1, (1.17d)

where for the Dirichlet boundary condition for uε we also require that

aε → a > 0 as ε→ 0. (1.18)

In our first main result we show that any such a family of critical points with equibounded
energies is precompact and that any limit point is necessarily a critical point of the cohesive
energy (1.1). Moreover the Γ-convergence acts as a selection criterion, since the limit critical
point has at most one crack point, located at the midpoint of the bar.

Theorem 1.7. Assume that (uε, vε) are critical points of the functionals Fε satisfying (1.18)
and

sup
ε
Fε(uε, vε) < +∞. (1.19)

Then there exists a subsequence εk → 0 such that (uεk , vεk)→ (u, 1) in (L1(0, L))2, for some
u ∈ SBV(0, L) such that |Du|(0, L) = a. Moreover, letting m0 := lim

k→∞
min
[0,L]

vεk , we have that:

(i) If m0 = 1, then u(x) = a
Lx.

(ii) If m0 ∈ (0, 1), then u(x) = c0x + (a − c0L)χ(L
2
,L)(x) with c0 = 1

2f(m0)(1 −m0) ∈
(0, σc2 ), a− c0L = [u](L2 ) ∈ (0, sfrac), and g′([u](L2 )) = 2c0.

(iii) If m0 = 0, then sfrac ∈ R and u(x) = aχ(L
2
,L)(x) with a = [u](L2 ) = sfrac.

Finally if m0 < 1, or if m0 = 1 and a
L 6

σc
2 , the convergence of the energies holds:

Fε(uε, vε)→ F(u, 1) as ε→ 0. (1.20)

If instead m0 = 1 and a
L >

σc
2 , the convergence of the energies (1.20) does not hold.

Our second result is an existence counterpart of Theorem 1.7: we show that, for any
critical point ū of the cohesive energy (1.1) that might appear as limit of critical points of the
functionals Fε (that is, those that can be obtained as limits in Theorem 1.7), we can actually
construct a family (uε, vε) of critical points of Fε, with equibounded energy, approximating
ū as ε→ 0.

Theorem 1.8. Let ū ∈ SBV(0, L) be either:

(i) ū(x) = a
Lx for some a > 0, or

(ii) ū(x) = c0x+ (a− c0L)χ(L
2
,L)(x) with c0 ∈ (0, σc2 ) and g′(a− c0L) = 2c0, or

(iii) ū(x) = aχ(L
2
,L)(x) with a = sfrac (if sfrac is finite).

Then for every ε > 0 sufficiently small there exists a critical point (uε, vε) solution to (1.17a)–
(1.17d) with aε → a and uniformly bounded energy, such that uε → ū in L1(0, L) as ε→ 0.
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Let us discuss briefly our strategy of proof. Compared with the brittle case [10,11,30,37],
the main difficulty in our problem is that the behaviours of uε and vε are deeply related,
meaning that their transitions happen in the same regions with the same scale. With this
idea in mind, we start the proof of Theorem 1.7 and the study of system (1.17a)-(1.17d) by
computing u′ε from (1.17b) and inserting it into (1.17a), so obtaining a second order ODE for
vε (equation (4.6)). Analysis of the ODE (4.6) (performed in Section 2) shows that vε is a

symmetric well with minimum mε = vε(
L
2 ) ∈ (0, 1] and that the interval {fε(vε) = ε1/2f(vε)}

shrinks to 0 as ε→ 0 (Section 4). Also, by definition of such interval, we find vε → 1 uniformly
on compact sets not containing L

2 . Now, we argue differently depending on the value of
m0 := limε→0mε, that is, on the fact we are in the elastic (m0 = 1), pre-fractured (m0 ∈ (0, 1))
or fractured (m0 = 0) regime. The richest regime is the pre-fractured one, addressed in
Section 5.1. Defining cε := f2

ε (vε)u
′
ε and c0 := limε→0 cε, we get u′ε → c0 uniformly on compact

sets not containing L
2 . This in particular implies u ∈ SBV(0, L), Ju ⊂ {L2 }, u

′ = c0 a.e. We

consider the blow-up of uε and vε around the minimum point L
2 , setting ũε(t) = uε(

L
2 + εt)

and ṽε(t) = vε(
L
2 + εt). Passing to the limit, we get (ũε, ṽε) → (αs̄, βs̄) optimal profile for

g(s̄), for some s̄ > 0. The most delicate point is to prove that [u](L2 ) = s̄. This is obtained by
studying the bijective continuous map s ∈ (0, sfrac) 7→ ms ∈ (0, 1), where ms is the minimum
of βs with (αs, βs) optimal profile for g(s). Its inverse can be written in integral form, see
(3.11) in Proposition 3.3. Proofs in the elastic and fractured regimes, respectively performed
in Sections 5.3 and 5.2, are not based on blow-up arguments, but rather on energy estimates.
However, they also require fine ad hoc computations involving formula (3.11): indeed, in the
elastic case we need to show that [u](L2 ) = 0 and in the fractured case that [u](L2 ) = sfrac.

The proof of the second main Theorem 1.8 is addressed in Section 6. The elastic case is
trivial, since we can define uε(x) = a

Lx, vε(x) = 1 in (0, L). The pre-fractured and fractured
cases are again ODE-based. Take cε ∈ (0, σc2 ) and set c0 := limε→0 cε. Then, we show that for
all ε > 0 we can choose mε > 0 such that the unique solution vε to the second order ODE (4.6)
with initial conditions vε(

L
2 ) = mε, v

′
ε(
L
2 ) = 0, satisfies in addition vε(0) = vε(L) = 1. This

strongly uses the analysis of the ODE in Section 2 and a continuous dependence argument
on the initial value. Finally, uε is easily computed from (1.17b).

Structure of the paper. Section 2 contains a detailed analysis of the ODE that is solved
by a critical profile vε. In Section 3 we discuss the properties of the cohesive energy density
g appearing in the Γ-limit of the functionals Fε. In Sections 4 and 5 we give the proof of
Theorem 1.7, whereas Section 6 contains the proof of Theorem 1.8.

2. Analysis of the ODE satisfied by critical points

In this section we discuss the properties of the solution to the Cauchy problem
y′′ =

1− y
4

[
(2α)2f ′(y)

(1− y)f3(y)
− 1

]
(2.1a)

y(0) = m (2.1b)

y′(0) = 0 (2.1c)

for fixed parameters α ∈ (0, σc2 ) and m ∈ (0, 1). As it will be clear in the following of the
paper, this equation is satisfied by an optimal profile βs for the minimum problem defining g
(see (1.9) and Section 3) and also corresponds to the blow-up of the critical points equation
(1.17a) around a stationary point of vε.
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In the whole of this section we always assume that the function f appearing in (2.1a)
satisfies the conditions (f1)–(f5); in particular, the analysis of the Cauchy problem does not
make use of (f6).

It is convenient to introduce the functions

f̄(s) :=
f ′(s)

(1− s)f3(s)
(2.2)

and

h(s) :=
1− s

4

[
(2α)2f ′(s)

(1− s)f3(s)
− 1

]
=

1− s
4

[
(2α)2f̄(s)− 1

]
for s ∈ (0, 1), (2.3)

extended by continuity by setting h(1) = 0. With this notation, the equation (2.1a) takes the
form y′′ = h(y). The constant function ȳ ≡ 1 is always a stationary solution of the equation
(2.1a); in the next proposition we show in particular that the function h has a unique zero
zα ∈ (0, 1), which corresponds to a second stationary solution ȳ ≡ zα.

Proposition 2.1 (Properties of f̄). The function f̄ defined in (2.2) is of class C1(0, 1) and
strictly decreasing, with f̄ ′(s) < 0 for all s ∈ (0, 1). Moreover

lim
s→0+

f̄(s) = +∞, lim
s→1−

f̄(s) =
1

σ2
c

, lim
s→0+

|f̄ ′(s)|
f̄(s)

= +∞, lim
s→1−

|f̄ ′(s)|
(1− s)3

= +∞. (2.4)

In particular, it follows that for every α ∈ (0, σc2 ) there exists a unique zα ∈ (0, 1) such that

f̄(zα) =
1

(2α)2
, (2.5)

and moreover (1− zα)f(zα) > 2α.

Proof. The regularity of f̄ follows by (f1). By computing explicitly the derivative appearing
in assumption (f4), one easily obtains the inequality

(1− s)f(s)f ′′(s)− f(s)f ′(s)− (1− s)(f ′(s))2 < 0.

Then using this inequality we get for all s ∈ (0, 1)

f̄ ′(s) =
(1− s)f(s)f ′′(s) + f(s)f ′(s)− 3(1− s)(f ′(s))2

(1− s)2f4(s)

<
2f ′(s)

[
f(s)− (1− s)f ′(s)

]
(1− s)2f4(s)

= −2f ′(s)[(1− s)f(s)]′

(1− s)2f4(s)
< 0,

where the last inequality follows by (f3) (see also Remark 1.6); this proves the strict mono-
tonicity of f̄ . The first limit in (2.4) follows from (1.16); the second limit in (2.4) is a
consequence of (f2) and (1.15); for the third limit, one has, arguing as before and using
(1.16),

|f̄ ′(s)|
f̄(s)

>
2f ′(s)

[
(1− s)f ′(s)− f(s)

]
(1− s)2f4(s)

· (1− s)f3(s)

f ′(s)
=

2f ′(s)

f(s)
− 2

1− s
→ +∞ as s→ 0+.

Similarly for the fourth limit in (2.4) we use assumption (f5), together with (f2) and (1.15):

|f̄ ′(s)|
(1− s)3

>
2f ′(s)

[
(1− s)f(s)

]′
(1− s)5f4(s)

=

[
(1− s)f(s)

]′
(1− s)3

· 2(1− s)2f ′(s)

(1− s)4f4(s)
→ +∞ as s→ 1−.
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Figure 3. Left: numerical plots of the solution to the Cauchy problem (2.1a)–
(2.1c) for different initial values m, for the prototype function f(s) = s

1−s (see

(1.5) with σc = q = 1) and α = 0.2. The two dashed lines correspond to
the stationary solutions ȳ ≡ 1 and ȳ ≡ zα. The green, red and blue curves
correspond to cases (i), (ii) and (iii) in Theorem 2.2 respectively. Right: phase
diagram of the solutions to (2.1a)–(2.1c) in the plane (y, y′).

Existence and uniqueness of zα are immediate consequences of the strict monotonicity of
f̄ and of (2.4). To show that (1− zα)f(zα) > 2α, we observe that (2.5) and the monotonicity
assumption (f4) give

(1− zα)2f2(zα) =
(1− zα)f ′(zα)

f(zα)
· (2α)2 > lim

s→1−

(1− s)f ′(s)
f(s)

· (2α)2 = (2α)2,

where we used (f2) and (1.15) in the last inequality. �

By Cauchy-Lipschitz theorem, for every value of the initial datum m ∈ (0, 1) the Cauchy
problem (2.1a)–(2.1c) has a unique solution ȳ of class C2, which can be continued as long
as y(t) ∈ (0, 1) and is defined in a maximal interval (−T, T ) for some T ∈ (0,+∞]. By
uniqueness the solution is symmetric with respect to the origin, that is ȳ(t) = ȳ(−t), and
therefore we study the equation only on the positive real axis. In the following theorem we
characterize the behaviour of the solution to (2.1a)–(2.1c) in terms on the relation between
the parameters m and α. We focus on the case m ∈ (0, zα); for the case m ∈ (zα, 1), see
Remark 2.4.

Theorem 2.2. Let α ∈ (0, σc2 ) and m ∈ (0, zα) be given, let f satisfy (f1)–(f5), and let
ȳ be the solution to the Cauchy problem (2.1a)–(2.1c). Then there exists t0 > 0 such that
ȳ(t0) = zα and m < ȳ(t) < zα for t ∈ (0, t0). Moreover:

(i) if (1 −m)f(m) < 2α, then there exists t1 ∈ (t0,+∞) such that ȳ(t1) = 1, and ȳ is
strictly increasing in (0, t1);

(ii) if (1 −m)f(m) = 2α, then ȳ(t) < 1 for all t ∈ (0,+∞), ȳ is stricly increasing, and
ȳ(t)→ 1 as t→ +∞;

(iii) if (1 − m)f(m) > 2α, then ȳ oscillates periodically between its minimum m and a
maximum M ∈ (zα, 1): more precisely, there exists t2 ∈ (t0,+∞) such that ȳ(t2) =
M = max ȳ and ȳ is strictly increasing in (0, t2). For t ∈ (t2, 2t2) one has ȳ(t) =
ȳ(2t2 − t), and ȳ is periodic with period 2t2.

The values of t0, t1, t2, M in the previous statements depend on m and α.
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Proof. Notice that, since (1− zα)f(zα) > 2α by Proposition 2.1 and the map s 7→ (1− s)f(s)
is strictly increasing by assumption (f3), for m ∈ (0, zα) all the three cases may occur. We
also observe that, in view of Proposition 2.1, one has that h(s) > 0 for s ∈ (0, zα) and h(s) < 0
for s ∈ (zα, 1).

The solution ȳ satisfies ȳ′(0) = 0 and ȳ′′(0) = h(m) > 0, therefore ȳ′ > 0 and ȳ is strictly
increasing and convex in a right neighbourhood of the origin. Since ȳ remains convex as long
as ȳ(t) < zα, there exists t0 > 0 such that ȳ(t0) = zα, and ȳ is convex and strictly increasing
in (0, t0).

At the point t0 we have ȳ′(t0) > 0 (otherwise ȳ ≡ zα) and ȳ′′(t0) = 0, and therefore
ȳ(t) > zα and ȳ′′(t) = h(ȳ(t)) < 0 for t in a right neighbourhood of t0, so that ȳ becomes
concave after t0. We let

t1 := sup
{
t > 0 : ȳ(s) < 1 for all s ∈ (0, t)

}
and we observe that t1 > t0. We can then identify three possible types of solutions.

Case I. If t1 ∈ R, then ȳ reaches the value 1 in finite time: indeed it must be ȳ(t1) = 1, and
ȳ′(t1) > 0 (it cannot be ȳ′(t1) = 0, or else the solution would coincide with the stationary
solution constantly equal to 1).

If t1 = +∞, then the solution is defined in the whole positive real line and ȳ(t) < 1 for all
t > 0. We let

t2 := sup
{
t > 0 : ȳ′(s) > 0 for all s ∈ (0, t)

}
and we observe that t2 > t0, as ȳ′(t) > 0 for all t ∈ (0, t0).

Case II. If t2 = +∞, then ȳ′(t) > 0 for all t > 0. Then the solution is strictly increasing in
(0,+∞), is convex in (0, t0), concave in (t0,∞), and ȳ(t)→ 1 as t→ +∞.

Case III. If t2 ∈ R, then ȳ′(t2) = 0, M := ȳ(t2) ∈ (zα, 1) and ȳ′′(t2) = h(M) < 0. Then t2 is
a local maximum of ȳ. The function z(t) := ȳ(2t2 − t), for t ∈ (t2, 2t2), solves the equation
(2.1a) in (t2, 2t2), with z(t2) = M = ȳ(t2) and z′(t2) = 0 = ȳ′(t2), and therefore by uniqueness
of the solution of the Cauchy problem it must be ȳ(t) = z(t) = ȳ(2t2− t), for t ∈ (t2, 2t2). At
the point 2t2 we have ȳ(2t2) = m, ȳ′(2t2) = 0, and again by uniqueness we can conclude that
ȳ(t) = ȳ(t− 2t2) for all t > 2t2, that is, ȳ is periodic with period 2t2.

These are the only three possible behaviours of solutions to (2.1a)–(2.1c), for m ∈ (0, zα).
See Figure 3 for numerical plots of the three types of solutions. To conclude the proof, we
only need to determine the form of the solution in terms of the value of the initial datum.
We let

t̃ :=


t1 in Case I,

+∞ in Case II,

t2 in Case III.

Since ȳ′ > 0 in (0, t̃) in all cases, we can multiply the equation (2.1a) by ȳ′ and integrate in
(0, t), for t < t̃: we obtain by a change of variables∫ t

0
ȳ′′(τ)ȳ′(τ) dτ =

∫ t

0
h(ȳ(τ))ȳ′(τ) dτ =

∫ ȳ(t)

m
h(s) ds,
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and, recalling that ȳ′(0) = 0,

1

2

(
ȳ′(t)

)2
=

∫ ȳ(t)

m
h(s) ds =

∫ ȳ(t)

m

1− s
4

[
(2α)2f ′(s)

(1− s)f3(s)
− 1

]
ds

=
1

4

∫ ȳ(t)

m

(
(2α)2 f

′(s)

f3(s)
− 1 + s

)
ds

=
1

4

(
− (2α)2

2f2(ȳ(t))
+

(2α)2

2f2(m)
− ȳ(t) +

1

2
ȳ2(t) +m− 1

2
m2

)
.

Therefore for all t ∈ (0, t̃)

(ȳ′)2 =
1

4

[
(2α)2

(
1

f2(m)
− 1

f2(ȳ)

)
− (1−m)2 + (1− ȳ)2

]
. (2.6)

If we are in Case I, then as t→ t̃ = t1 we have ȳ(t)→ 1 and ȳ′(t)→ ȳ′(t1) > 0. Therefore,
by letting t→ t1 in (2.6) we obtain

0 < (ȳ′(t1))2 =
1

4

[
(2α)2

f2(m)
− (1−m)2

]
=

(1−m)2

4

[(
2α

(1−m)f(m)

)2

− 1

]
and hence (1−m)f(m) < 2α.

If we are in Case II, by letting t→ +∞ in (2.6) we obtain, since ȳ(t)→ 1 and ȳ′(t)→ 0,

0 = lim
t→+∞

(ȳ′(t))2 =
(1−m)2

4

[(
2α

(1−m)f(m)

)2

− 1

]
and hence (1−m)f(m) = 2α.

Finally, if we are in Case III, by letting t → t̃ = t2 in (2.6) we have, since ȳ′(t2) = 0 and
ȳ(t2) = M ∈ (zα, 1),

0 =
1

4

[
(2α)2

(
1

f2(m)
− 1

f2(M)

)
− (1−m)2 + (1−M)2

]
,

from which we get

(2α)2 =

(
(1−m)2 − (1−M)2

f2(M)− f2(m)

)
f2(m)f2(M)

=

(
f2(M)(1−m)2 − f2(M)(1−M)2

(1−m)2
(
f2(M)− f2(m)

) )(
f(m)(1−m)

)2
<

(
f2(M)(1−m)2 − f2(m)(1−m)2

(1−m)2
(
f2(M)− f2(m)

) )(
f(m)(1−m)

)2
=
(
f(m)(1−m)

)2
,

where we used the fact that f2(M)(1−M)2 > f2(m)(1−m)2 since M > m and the function
s 7→ f(s)(1− s) is strictly increasing by (f3). Therefore (1−m)f(m) > 2α.

Since these are the only possible cases, the characterization of ȳ in the statement holds. �

Remark 2.3. Let mα ∈ (0, zα) be the unique value such that (1−mα)f(mα) = 2α. The three
cases (i), (ii) and (iii) in Theorem 2.2 correspond to m ∈ (0,mα), m = mα, and m ∈ (mα, zα)
respectively. If m ∈ (mα, zα) (case (iii)) the solution has a maximum value M ∈ (zα, 1) which
is uniquely determined by α and m by the equation

(1−M)2 − (2α)2

f2(M)
= (1−m)2 − (2α)

f2(m)
, (2.7)
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which is obtained by evaluating (2.6) at the maximum point t2. We observe that the function

x 7→ (1− x)2 − (2α)2

f2(x)

vanishes at x = mα and at x = 1, has a maximum point at x = zα, is increasing in (mα, zα)
and decreasing in (zα, 1), as can be easily checked by noting that its derivative is given by
2(1− x)((2α)2f̄(x)− 1).

It follows that M takes all the values in the interval (zα, 1) when m ∈ (mα, zα), with M → 1
as m→ mα, and M → zα as m→ zα.

Remark 2.4. In the case m ∈ (zα, 1), the solution ȳ is a translation of one of the periodic orbits
obtained in Theorem 2.2(iii). Indeed, by Remark 2.3 every value of m ∈ (zα, 1) corresponds
to the maximum value of one of the solutions with initial datum in (mα, zα), so that by
uniqueness ȳ is a translation of that solution.

In the next proposition we obtain uniform estimates on the point tη at which the solution
to the Cauchy problem (2.1a)–(2.1c) reaches a value η arbitrarily close to 1 (or the maximum
M for the periodic solutions). In the following, we will denote by ω(·) a generic modulus
of continuity (that is, ω : [0, 1] → R is a bounded, monotone increasing function such that
ω(t) → 0 as t → 0+), which is independent of α ∈ (0, σc2 ) and m ∈ (0, zα), but depends
ultimately only on f . The function ω might change from line to line.

Proposition 2.5. Under the assumptions of Theorem 2.2, let y be the solution to (2.1a)–
(2.1c). Let η ∈ (zα, 1) be fixed; in the case (1−m)f(m) > 2α, assume further that η ∈ (zα,M),
where M ∈ (zα, 1) is the maximum of y. Denote by tη > 0 the first point such that y(tη) = η.

Then there exists a constant Cα > 0, depending only on α ∈ (0, σc2 ), and a modulus of
continuity ω independent of α and m, such that the following estimates hold:

tη 6
Cα√
1− η

with sup
α∈(0,σc

2
−δ)

Cα < +∞ for all δ > 0, (2.8)

tη 6
ω(1−m)

(1− η)2
. (2.9)

Furthermore, we have the estimate from below

tη > log

(
1− zα + Cα,m
1− η + Cα,m

)
, where Cα,m :=

∣∣∣∣1− ( 2α

(1−m)f(m)

)2∣∣∣∣ 12 . (2.10)

Proof. We first obtain a uniform estimate of the point t0 where there is a change of convexity
of the solution y, as in the statement of Theorem 2.2: recall that for t ∈ (0, t0) the solution
is strictly increasing with m < y(t) < zα.

From the proof of Theorem 2.2, see in particular (2.6), we have that

(y′)2 =
(1− y)2

4

[
1−

(
2α

(1− y)f(y)

)2]
− (1−m)2

4

[
1−

(
2α

(1−m)f(m)

)2]
=: Ψ(y). (2.11)

By a straightforward computation and recalling the definition (2.2) of f̄ and (2.5) we find

Ψ′(s) =
1

2
(2α)2(1− s)(f̄(s)− f̄(zα)) (2.12)
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and in particular Ψ′(s) > 0 for s ∈ (m, zα) since f̄ is strictly decreasing (see Proposition 2.1).
By repeatedly applying the mean value theorem we have for all s ∈ (m, zα) (using also
Ψ(m) = 0)

Ψ(s) = Ψ(m) + Ψ′(ξ)(s−m) for some ξ ∈ (m, s)

=
1

2
(2α)2(1− ξ)(f̄(ξ)− f̄(zα))(s−m)

=
1

2f̄(zα)
(1− ξ)(−f̄ ′(ζ))(zα − ξ)(s−m) for some ζ ∈ (ξ, zα)

>
1

2

(
− f̄
′(ζ)

f̄(ζ)

)
(1− zα)(zα − s)(s−m), (2.13)

where we used in particular (2.5) in the third equality, and the monotonicity of the function
f̄ in the last inequality. Observe now that, being f̄ ′ < 0 and continuous in (0, 1), and by
(2.4), the ratio |f̄ ′|/f̄ is uniformly bounded from below by a positive constant in (0, 1

2),

whereas if ζ ∈ (1
2 , 1) one has, by the fourth limit in (2.4), that |f̄ ′(ζ)|/f̄(ζ) > |f̄ ′(ζ)|/f̄(1

2) >
(1− ζ)3/ω(1−m), for a uniform modulus of continuity ω. Therefore we can write

inf
ζ∈(m,zα)

|f̄ ′(ζ)|
f̄(ζ)

>
(1− zα)3

ω(1−m)
. (2.14)

Hence combining (2.11), (2.13), and (2.14) we find

t0 =

∫ t0

0

y′(t)√
Ψ(y(t))

dt =

∫ zα

m

ds√
Ψ(s)

6
ω(1−m)

(1− zα)2

∫ zα

m

ds√
zα − s

√
s−m

(2.15)

which eventually yields

t0 6 π
ω(1−m)

(1− zα)2
. (2.16)

We next fix η > zα as in the statement. By the properties of the solution, there exists a
point tη > t0 such that y(tη) = η; in the interval (t0, tη) the solution satisfies zα < y(t) < η,
y′(t) > 0. As before we have from (2.11)

tη − t0 =

∫ tη

t0

y′(t)√
Ψ(y(t))

dt =

∫ η

zα

ds√
Ψ(s)

, (2.17)

and therefore we need to estimate from below Ψ(s) for s ∈ (zα, η). Notice that by (2.12) and
monotonicity of f̄ , Ψ is decreasing in (zα, 1). For all s ∈ (zα, η) we have by the mean value
theorem, using also Ψ(η) > 0, (2.5), and (2.12),

Ψ(s) = Ψ(η) + Ψ′(ξ)(s− η)

>
1

2
(2α)2(1− ξ)(f̄(zα)− f̄(ξ))(η − s)

>
1

2
(1− η)(η − s) f̄(zα)− f̄(ξ)

f̄(zα)
(2.18)

for some ξ ∈ (s, η). We next bound from below the quotient on the right-hand side of (2.18),
and we consider first the case α uniformly bounded away from σc

2 (which will prove (2.8)),
and then the case α in a small neighbourhood of σc

2 (which will prove (2.9)). It is important
to recall from Proposition 2.1 that zα depends continuously and monotonically on α, and that
zα → 1 as α→ σc

2 .
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Notice first that

if
f̄(ξ)

f̄(zα)
6

1

2
then

f̄(zα)− f̄(ξ)

f̄(zα)
= 1− f̄(ξ)

f̄(zα)
>

1

2
>

1

2
(ξ − zα). (2.19)

Let δ > 0 be such that α < σc
2 − δ. Then zα < 1 − cδ for some cδ > 0 depending only on δ.

We have that

if ξ > 1− cδ
2

then
f̄(zα)− f̄(ξ)

f̄(zα)
> 1−

f̄(1− cδ
2 )

f̄(1− cδ)
=: C1

δ > C
1
δ (ξ − zα), (2.20)

with C1
δ > 0 depending only on δ, by the properties of f̄ . If instead f̄(ξ)

f̄(zα)
> 1

2 and ξ 6 1− cδ
2

we obtain

f̄(zα)− f̄(ξ)

f̄(zα)
>
f̄(zα)− f̄(ξ)

ξ − zα
· ξ − zα

2f̄(ξ)
= −f̄ ′(ζ) · ξ − zα

2f̄(ξ)
for some ζ ∈ (zα, ξ)

>
|f̄ ′(ζ)|
2f̄(ζ)

· (ξ − zα) >

(
inf

(0,1− cδ
2

)

|f̄ ′|
2f̄

)
(ξ − zα) =: C2

δ (ξ − zα)

where again C2
δ > 0 by the properties of f̄ in Proposition 2.1. Hence

if
f̄(ξ)

f̄(zα)
>

1

2
and ξ 6 1− cδ

2
then

f̄(zα)− f̄(ξ)

f̄(zα)
> C2

δ (ξ − zα). (2.21)

Therefore by inserting (2.19), (2.20), and (2.21) into (2.18) we find that for all α < σc
2 − δ

Ψ(s) > Cδ(1− η)(η − s)(ξ − zα) > Cδ(1− η)(η − s)(s− zα) for all s ∈ (zα, η)

for a uniform constant Cδ > 0 depending only on δ. In turn by (2.17) we conclude that

tη − t0 6
1√

Cδ
√

1− η

∫ η

zα

ds√
η − s

√
s− zα

=
π√

Cδ
√

1− η
which combined with (2.16) proves the estimate (2.8) in the statement.

We next show (2.9). If f̄(ξ)

f̄(zα)
> 1

2 then by using the last condition in (2.4) and arguing

similarly to (2.14) we have

f̄(zα)− f̄(ξ)

f̄(zα)
>
f̄(zα)− f̄(ξ)

ξ − zα
· ξ − zα

2f̄(ξ)
= −f̄ ′(ζ) · ξ − zα

2f̄(ξ)
for some ζ ∈ (zα, ξ)

>
|f̄ ′(ζ)|
2f̄(ζ)

· (ξ − zα) >
(1− η)3

ω(1− zα)
· (ξ − zα)

for a uniform modulus of continuity ω. Therefore combining this estimate with (2.19) and
inserting them into (2.18) we can write

Ψ(s) >
(1− η)4

ω(1− zα)
(η − s)(ξ − zα) >

(1− η)4

ω(1− zα)
(η − s)(s− zα) for all s ∈ (zα, η)

and in turn by (2.17) we conclude that

tη − t0 6
ω(1− zα)

(1− η)2

∫ η

zα

ds√
η − s

√
s− zα

=
π ω(1− zα)

(1− η)2
.

By combining this estimate with (2.16) we obtain (2.9).
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We eventually prove the estimate from below (2.10). By the assumptions (f2)–(f3) we
have that (1− s)f(s) 6 σc for all s ∈ (0, 1), so that we can bound the function Ψ in (2.11) by

Ψ(s) 6
(1− s)2

4

[
1−

(
2α

σc

)2]
+

(1−m)2

4

∣∣∣∣1− ( 2α

(1−m)f(m)

)2∣∣∣∣
and in turn we obtain the rough estimate

√
Ψ(s) 6 (1−s)+Cα,m, where Cα,m is the constant

defined in (2.10). By inserting this inequality into (2.17) and integrating we deduce (2.10) by
an elementary computation. �

We conclude this section by discussing the behaviour of solutions to (2.1a)–(2.1c) in the
case α > σc

2 .

Proposition 2.6. Let α > σc
2 and m ∈ (0, 1) be given, let f satisfy (f1)–(f5), and let ȳ be

the solution to the Cauchy problem (2.1a)–(2.1c). Then there exists t1 > 0 such that ȳ(t1) = 1
and ȳ(t) is monotone increasing in (0, t1). Moreover, denoting for η ∈ (m, 1) by tη ∈ (0, t1)
the point such that ȳ(tη) = η, the estimate (2.9) holds.

Proof. By the properties of f̄ in Proposition 2.1 and since α > σc
2 , the function h in (2.3) is

strictly positive in (0, 1). Therefore, since initially we have ȳ′(0) = 0 and ȳ′′(0) = h(m) > 0,
the solution is strictly increasing and convex for t > 0 as long as ȳ ∈ (0, 1). The existence of
a point t1 > 0 such that ȳ(t1) = 1 follows easily.

Fix now α̃ ∈ (0, σc2 ) such that m ∈ (0, zα̃) and (1−m)f(m) < 2α̃, and let ỹ be the solution
to the Cauchy problem (2.1a)–(2.1c) with α replaced by α̃. Since α > σc

2 > α̃, by comparison
we have ỹ 6 ȳ.

We can apply to ỹ the qualitative analysis in Theorem 2.2 and Proposition 2.5 to deduce,
in particular, that for all η ∈ (m, 1) there exists t̃η such that ỹ(t̃η) = η, and t̃η obeys the
estimate (2.9). Then by comparison tη 6 t̃η obeys the same estimate, as desired. �

3. Properties of the cohesive energy density, old and new

We discuss in this section the main properties of the cohesive energy density g defined by
(1.9), appearing in the Γ-limit of the phase-field functionals (1.12). Most of the properties of
g have been studied in [12,21], but we also include here some new results: in Proposition 3.6
we prove that g ∈ C1([0,+∞)) and a characterization of the derivative of g, and in Propo-
sition 3.7 we determine explicitly the value of the threshold of complete fracture sfrac (see
(3.1)). Eventually we determine the asymptotic expansion of g near the origin in terms of
the behaviour of f(s) as s → 1, see Proposition 3.9: this is only relevant in connection with
the existence of critical points of pre-fractured type, see Remark 1.2.

The following properties are proved in [21, Proposition 4.1].

Proposition 3.1. Assume that f satisfies the assumptions (f1), (f2), (f3). The function g
defined in (1.9) enjoys the following properties:

(i) g(0) = 0, and g is subadditive;
(ii) g is nondecreasing, g(s) 6 min{1, σcs}, and g is Lipschitz continuous with Lipschitz

constant σc;
(iii) lims→+∞ g(s) = 1;

(iv) lims→0+
g(s)
s = σc.

We studied in [12] the existence and properties of optimal pairs for the minimum problem
(1.9) which defines g, which we collect in the following two propositions. Notice that the first
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part of the statement of Proposition 3.2 does not make use of the convexity assumption (f6),
whereas this condition is crucial to deduce uniqueness of the optimal pair and the properties
of the function m̄s in Proposition 3.3 (compare with Remark 3.5).

Proposition 3.2. Assume that f satisfies the assumptions (f1), (f2), (f3). Let g be defined
by (1.9) and let

sfrac := sup{s : g(s) < 1} ∈ (0,+∞]. (3.1)

Let s ∈ (0, sfrac), so that g(s) < 1. Then:

(i) There exists an optimal pair (αs, βs) ∈ Us such that g(s) = G(αs, βs).
(ii) If (αs, βs) is an optimal pair for g(s), then there exist −∞ 6 T− < T∗ < T+ 6 +∞

such that {βs < 1} = (T−, T+), βs ∈ C1(T−, T+), βs is symmetric with respect to T∗
and nonincreasing in (−∞, T∗), αs ∈ C1(R) is nondecreasing.

(iii) Any optimal pair (αs, βs) solves the Euler-Lagrange equations

β′′s = f(βs)f
′(βs)(α

′
s)

2 − 1− βs
4

weakly in {βs < 1}, (3.2)

f2(βs)α
′
s = σs pointwise on {βs < 1}, for a constant σs ∈ R. (3.3)

(iv) Any optimal pair (αs, βs) satisfies pointwise on {βs < 1}

f2(βs)|α′s|2 + |β′s|2 −
(1− βs)2

4
= 0. (3.4)

(v) Assuming in addition that f satisfies (f6), the optimal pair is unique up to transla-

tions, in the sense that if (αs, βs) and (α̂s, β̂s) are minimizers then there are a1, t1 ∈ R
such that αs(t) = a1 + α̂s(t− t1), βs(t) = β̂s(t− t1).

If instead s > sfrac, one has g(s) = 1. In particular g(s) = G(0, βs), where βs(t) = 1− e−
|t|
2 ,

that is, one can interpret the value g(s) = 1 as the energy of a configuration (αs, βs) /∈ Us
where αs is piecewise constant.

Proof. See the proof of [12, Proposition 8.1], which only uses (f1)-(f3), and [12, Propo-
sition 8.3] for the uniqueness part (v). We only sketch here the proof of (i), since some
details were missing in [12, Proposition 8.1(ii)]. The existence of an optimal pair (αs, βs)
can be obtained in two steps: in the first, we fix β with (1 − β) ∈ H1(R), 0 6 β 6 1, and
lim|t|→+∞ β(t) = 1, and we minimize G(·, β) with respect to the first variable; in the second
step, we minimize G(α, β) with respect to β, where α has been obtained in the first step and
depends on β.

To prove the existence of a minimizing profile α (for fixed β) in the first step, we can
assume that inft∈R β(t) > 0, since otherwise G(α, β) > 1 for all α. Then, we check that
the crucial property 1/f2(β) ∈ L1(R) holds. Indeed, by (f2) there exists K > 0 such that
f(β)(1 − β) > σc

2 in R\[−K,K], where we adopt the convention f(β)(1 − β) = σc if β = 1.
Then ∫

R

dt

f2(β(t))
6
∫

[−K,K]

dt

f2(β(t))
+

4

σ2
c

∫
R\[−K,K]

(1− β(t))2 dt < +∞.

We define

α(t) := c

∫ t

0

dτ

f2(β(τ))
where c := s

(∫
R

1

f2(β)
dτ

)−1

.

In this way (α, β) ∈ Us and α minimizes G(·, β) for fixed β, by convexity of the energy.
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Next, as a second step we minimize in β. Notice that, in the minimization problem (1.9), we
can restrict to profiles such that β is nonincreasing in (−∞, 0) and nondecreasing in (0,+∞),
by exploiting the same argument as in [12, Proposition 8.1 (v)]. We define

Ĝs(β) := s2

(∫ +∞

−∞

1

f2(β(t))
dt

)−1

+

∫ +∞

−∞

(
(1− β)2

4
+ |β′|2

)
dt, (3.5)

so that Ĝs(β) = G(αβ, β), where αβ is the optimal profile associated to a given function β, as
constructed in the previous step. In this way

g(s) = inf
β
Ĝs(β) (3.6)

where the infimum is taken over all profiles β such that 1 − β ∈ H1(R) and 0 6 β 6 1. Let

(βk)k be a minimizing sequence for Ĝs, that is g(s) = limk Ĝs(βk). The sequence 1 − βk is
bounded in H1(R) and has therefore a subsequence (not relabeled) converging weakly and
uniformly on compact sets to some function 1− β ∈ H1(R), with minR β = β(0) ∈ (0, 1) (or
else β(0) = 0 would imply g(s) > 1, while β(0) = 1 would give g(s) = 0, hence s = 0).

We let

µ := lim sup
k→+∞

∫ ∞
−∞

(1− βk)2 dt−
∫ ∞
−∞

(1− β)2 dt > 0,

and we also observe that

lim sup
k→∞

∫
R

dt

f2(βk)
6
∫
R

dt

f2(β)
+

µ

σ2
c

. (3.7)

Indeed, given ε > 0 we can choose T > 0 so large that (1− β(±T ))f(β(±T )) > σc − ε (using
assumption (f2)). Then also (1 − βk(±T ))f(βk(±T )) > σc − ε for all k sufficiently large; in
turn, by monotonicity of βk and of the map (1−s)f(s), we also have (1−βk(t))f(βk(t)) > σc−ε
for all |t| > T and for all k sufficiently large. By using the uniform convergence βk → β on
[−T, T ] we have

lim sup
k→∞

∫
R

dt

f2(βk)
6
∫ T

−T

dt

f2(β)
+ lim sup

k→∞

∫
R\[−T,T ]

(1− βk)2

(1− βk)2f2(βk)
dt

6
∫ T

−T

dt

f2(β)
+ lim sup

k→∞

1

(σc − ε)2

∫
R\[−T,T ]

(1− βk)2 dt

=

∫ T

−T

dt

f2(β)
+

1

(σc − ε)2

∫
R\[−T,T ]

(1− β)2 dt+
µ

(σc − ε)2
,

and by passing to the limit first as T → +∞ and then as ε→ 0 we obtain (3.7).
Then by definition of µ and by (3.7)

g(s) = lim
k→+∞

Ĝs(βk) > s2

(
µ

σ2
c

+

∫
R

dt

f2(β)

)−1

+
µ

4
+

∫ +∞

−∞

(
(1− β)2

4
+ |β′|2

)
dt. (3.8)

If µ = 0, then the previous inequality shows that g(s) > Ĝs(β), and therefore β is a minimizer
in (3.6) and the proof is concluded. If instead µ > 0, we modify the profile β as follows: define

β̂(t) :=


β(0) if |t| 6 L,
β(t− L) if t > L,

β(t+ L) if t < −L,
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where L > 0 is chosen so that 2L(1− β(0))2 = µ. With this choice

Ĝs(β̂) = s2

(
2L

f2(β(0))
+

∫
R

dt

f2(β)

)−1

+ 2L
(1− β(0))2

4
+

∫ +∞

−∞

(
(1− β)2

4
+ |β′|2

)
dt

= s2

(
µ

(1− β(0))2f2(β(0))
+

∫
R

dt

f2(β)

)−1

+
µ

4
+

∫ +∞

−∞

(
(1− β)2

4
+ |β′|2

)
dt

6 s2

(
µ

σ2
c

+

∫
R

dt

f2(β)

)−1

+
µ

4
+

∫ +∞

−∞

(
(1− β)2

4
+ |β′|2

)
dt

(3.8)

6 g(s)

where in the first inequality we used the fact that (1−β(0))f(β(0)) 6 σc by assumption (f3).

This shows that β̂ is a minimizer in (3.6) and concludes the proof also in the case µ > 0. �

Proposition 3.3. Assume that f satisfies the assumptions (f1)–(f6). For s ∈ (0, sfrac) let
(αs, βs) be the optimal pair for g(s) given by Proposition 3.2, translated so that βs attains its

minimum at the origin; for s > sfrac let βs(t) = 1− e−
|t|
2 . Define

m̄s := min
t∈R

βs(t) = βs(0) (3.9)

(uniquely determined by s). The map s 7→ m̄s is continuous, strictly decreasing in [0, sfrac),
with m̄0 = 1 and m̄s = 0 for s > sfrac.

Moreover, one has that {βs < 1} = R, and the constant σs in (3.3) is given by

σs =
1

2
(1− m̄s)f(m̄s). (3.10)

Denoting by m 7→ s(m) the inverse of the map s 7→ m̄s, one has for all m ∈ (0, 1)

s(m) = 2(1−m)f(m)

∫ 1

m

1

f(t)
(
(1− t)2f2(t)− (1−m)2f2(m)

)1/2 dt, (3.11)

g(s(m)) = 2

∫ 1

m

(1− t)2f(t)(
(1− t)2f2(t)− (1−m)2f2(m)

)1/2 dt. (3.12)

Proof. The first part of the statement concerning the properties of the map m̄s is proved
in [12, Proposition 8.3] without the hypotheses (f4)-(f5). By substituting (3.3) into (3.4)
and evaluating the resulting equation at the origin, recalling that βs(0) = m̄s and β′s(0) = 0,
we find (3.10). Inserting (3.3) into (3.2) we find that βs solves in the set {βs < 1} the Cauchy
problem (2.1a)–(2.1c) for the values of the parameters α = σs and m = m̄s. By (3.10) we can
apply case (ii) in Theorem 2.2 to deduce that βs < 1 in R and β′s > 0 in (0,+∞).

Finally, we prove (3.11) and (3.12). We have by a change of variable

s =

∫
R
α′s dt

(3.3)
= 2

∫ +∞

0

σs
f2(βs)

dt
(3.4)
= 2σs

∫ +∞

0

β′s
f2(βs)

(
(1− βs)2

4
− σ2

s

f2(βs)

)− 1
2

dt

= 2σs

∫ 1

m̄s

1

f2(t)

(
(1− t)2

4
− σ2

s

f2(t)

)− 1
2

dt = 4σs

∫ 1

m̄s

dt

f(t)
[
(1− t)2f2(t)− 4σ2

s

]1/2
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Figure 4. Left: plots of the functions s(m) and g(s(m)) in (3.11)–(3.12),
in the prototype case f(t) = t/(1 − t), see Remark 3.4. Right: plot of the
function g(s) obtained by using the expressions in Remark 3.4 and inverting
numerically the function s(m).

from which we obtain (3.11) thanks to (3.10). Similarly

g(s) = G(αs, βs)
(3.4)
= 2

∫ +∞

−∞

(1− βs)2

4
dt =

∫ +∞

0
(1− βs)2 dt

(3.4)
=

∫ +∞

0
(1− βs)2β′s

(
(1− βs)2

4
− σ2

s

f2(βs)

)− 1
2

dt

=

∫ 1

m̄s

(1− t)2

(
(1− t)2

4
− σ2

s

f2(t)

)− 1
2

dt =

∫ 1

m̄s

2(1− t)2f(t)[
(1− t)2f2(t)− 4σ2

s

]1/2 dt

from which we obtain (3.12) thanks to (3.10). �

Remark 3.4. In the prototype case f(t) = t/(1 − t), t ∈ [0, 1), equations (3.11)-(3.12) give
explicit formulas for the maps m ∈ (0, 1) 7→ s(m) ∈ (0, sfrac) and m ∈ (0, 1) 7→ g(s(m)) ∈
(0, 1) (notice that in this case sfrac = π by Proposition 3.9 below):

s(m) = 2 arctan
(√1−m2

m

)
− 2m log

(1 +
√

1−m2

m

)
,

g(s(m)) = m2 log
( m√

1−m2 + 1

)
+
√

1−m2.

See also Figure 4 for numeric plots obtained using these expressions.

Remark 3.5. If we drop the assumption (f6), there is numerical evidence (using the function
f(q) in (1.5) for q > 2) that the conclusions of Proposition 3.3 are no longer true in general.
However, it seems that it is still possible to define a one-to-one correspondence s ∈ (0, sfrac) 7→
m̄s ∈ (mfrac, 1), for some mfrac > 0.

We next show that g is differentiable and characterize its derivative in terms of the minimum
value m̄s (see (3.9)) of the optimal profile βs.

Proposition 3.6. Under the assumptions (f1)–(f6), the function g defined in (1.9) satisfies

g′(s) = (1− m̄s)f(m̄s) for all s > 0. (3.13)
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Proof. We first observe that the identity (3.13) is valid for s = 0 since g′(0) = σc by Propo-
sition 3.1, m̄0 = 1 by Proposition 3.3, and limt→1(1 − t)f(t) = σc by assumption (f2). It is
also valid for s > sfrac, since g(s) ≡ 1 and m̄s = 0 for s ∈ [sfrac,+∞).

We then consider the case s ∈ (0, sfrac). Let (αs, βs) ∈ Us be an optimal pair for g(s),
according to Proposition 3.2. Let s, s′ ∈ (0, sfrac) be two arbitrary points. Since ( ss′αs′ , βs′) ∈
Us is an admissible competitor for the minimum problem (1.9) defining g(s), we have

g(s) 6 G
(
s
s′ αs′ , βs′

)
=

∫ +∞

−∞

(( s
s′

)2
f2(βs′)|α′s′ |2 +

(1− βs′)2

4
+ |β′s′ |2

)
dt

= G(αs′ , βs′) +

(( s
s′

)2
− 1

)∫ +∞

−∞
f2(βs′)|α′s′ |2 dt

(3.3)
= g(s′) + (s− s′) · s+ s′

(s′)2
· σs′

∫ +∞

−∞
α′s′ dt

(3.10)
= g(s′) + (s− s′) · s+ s′

2s′
· (1− m̄s′)f(m̄s′)

whence

g(s) 6 g(s′) + (s− s′) · s+ s′

2s′
· (1− m̄s′)f(m̄s′) for all s, s′ ∈ (0, sfrac). (3.14)

If s′ < s, by dividing both sides in (3.14) by (s− s′) we get

g(s)− g(s′)

s− s′
6
s+ s′

2s′
· (1− m̄s′)f(m̄s′),

and letting s → (s′)+ or s′ → (s)−, using the continuity of s 7→ m̄s, we obtain the following
inequalities for the right and left derivatives of g:

g′+(s′) 6 (1− m̄s′)f(m̄s′), g′−(s) 6 (1− m̄s)f(m̄s).

By arguing similarly for s′ > s in (3.14), we obtain the opposite inequalities, so that (3.13)
follows for all s ∈ (0, sfrac).

To conclude the proof, it only remains to show that g is differentiable also at sfrac and
g′(sfrac) = 0. This is easily obtained since lims→s−frac

g′(s) = 0 by the first part of the proof

and g ≡ 1 for s > sfrac. �

A condition for the finiteness of the threshold sfrac is given in [12, Proposition 6.3]. In the
following proposition we improve that result by determining explicitly the value of sfrac in
terms of the derivative of f at the origin.

Proposition 3.7. Under the assumptions (f1)–(f6), the threshold sfrac defined in (3.1) is
given by

sfrac =
π

f ′(0)
(3.15)

(with sfrac = +∞ if f ′(0) = 0).

Proof. For any fixed δ ∈ (0, 1) we have by (3.11)

sfrac = lim
s→s−frac

2(1− m̄s)f(m̄s)

∫ 1

m̄s

dt

f(t)
[
(1− t)2f2(t)− (1− m̄s)2f2(m̄s)

]1/2
= lim

s→s−frac
2(1− m̄s)f(m̄s)

∫ δ

m̄s

dt

f(t)
[
(1− t)2f2(t)− (1− m̄s)2f2(m̄s)

]1/2 ,
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where in the last equality we have used that the denominator of the integrand is uniformly far
from 0 in (δ, 1) and that m̄s → 0. Denoting by φ(t) = (1− t)f(t), which is strictly increasing
by assumption (f3), we can write the previous identity as

sfrac = lim
s→s−frac

2φ(m̄s)

∫ δ

m̄s

φ′(t)

φ(t)
√
φ2(t)− φ2(m̄s)

· (1− t)
φ′(t)

dt

6 lim
s→s−frac

2φ(m̄s)

(
sup

t∈(m̄s,δ)

(1− t)
φ′(t)

)∫ δ

m̄s

φ′(t)

φ(t)
√
φ2(t)− φ2(m̄s)

dt

= lim
s→s−frac

2

(
sup

t∈(m̄s,δ)

(1− t)
φ′(t)

)
arctan

(√
φ2(δ)− φ2(m̄s)

φ(m̄s)

)
= π sup

t∈(0,δ)

(1− t)
φ′(t)

since m̄s → 0 as s→ s−frac. Arguing similarly we find

π inf
t∈(0,δ)

(1− t)
φ′(t)

6 sfrac 6 π sup
t∈(0,δ)

(1− t)
φ′(t)

.

The conclusion follows by letting δ → 0+. �

Remark 3.8. For the prototype examples in Remark 1.3 one has sfrac = π
qσc
∈ R for the

functions f(q), and sfrac = +∞ for the functions f (p).

We conclude this section by determining the asymptotic expansion of the cohesive energy
density g at the origin.

Proposition 3.9. Assume that f satisfies the assumptions (f1)–(f6), and assume further
that

(1− s)f(s) = σc − `(1− s)q + o((1− s)q) as s→ 1− (3.16)

for some ` > 0 and q ∈ (0, 2], where o(t) denotes any quantity such that limt→0
o(t)
t = 0. Then

the function g defined in (1.9) satisfies, for p := 4+q
4−q and for some ˜̀> 0,

g(s) = σcs− ˜̀sp + o(sp) as s→ 0+. (3.17)

Proof. The proof is a straightforward adaptation of [12, Proposition 8.5], which deals with
the case q = 1. The details are left to the reader. �

Remark 3.10. The function f(q) for q ∈ (0, 4) in Remark 1.3 satisfies the condition (3.16).

4. Preliminary properties of critical points

We assume along this section that (uε, vε) ∈ (H1(0, L))2 is a family of critical points of the
energies Fε, i.e. they are weak solutions to the system of equations (1.17a)–(1.17d). We also
suppose that the Dirichlet boundary condition satisfies (1.18), and that the equiboundedness
of the energy (1.19) holds. We first remark that by (1.17b) there exist constants cε ∈ R such
that

f2
ε (vε)u

′
ε = cε a.e. in (0, L). (4.1)

Notice that from (4.1) it follows that u′ε has constant sign a.e. in (0, L) and therefore, in view
of the boundary conditions, it must be cε > 0, so that uε is monotone nondecreasing in (0, L).
Moreover it cannot be cε = 0, or otherwise the second term in (1.17a) would vanish and vε
would be a weak solution to −εv′′ε + vε−1

4ε = 0, with vε(0) = vε(L) = 1; however, this would
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imply that vε ≡ 1 and in turn, by (4.1), u′ε = 0 almost everywhere in (0, L), which is not
possible in view of the boundary conditions (1.17c). Therefore cε > 0 for all ε.

We also have

Fε(uε, vε) >
∫ L

0
f2
ε (vε)|u′ε|2 dx = cε

∫ L

0
u′ε dx = cεaε,

so that by (1.18) and (1.19) we obtain that supε cε < +∞ and, up to subsequences,

cε → c0 > 0 as ε→ 0. (4.2)

Similarly to [30, Lemma 3.1] and to [10, Lemma 2.3], we show that vε obeys a maximum
principle.

Lemma 4.1. We have that 0 6 vε 6 1 in [0, L].

Proof. By testing (1.17a) with the function ϕε := max{−vε, 0}, which is admissible since
ϕε ∈ H1

0 (0, L) in view of the boundary conditions (1.17d), we have

−
∫ L

0
ε(ϕ′ε)

2 dx+

∫ L

0
fε(vε)f

′
ε(vε)(u

′
ε)

2ϕε dx−
∫ L

0

ϕε + 1

4ε
ϕε dx = 0,

and since all the terms are nonpositive (recall that fε(s) :=
√
εf ′(0)s for s < 0) we deduce

that
∫ L

0
ϕε+1

4ε ϕε dx = 0, and therefore vε > 0. Similarly, by testing the equation with the

function ϕε := max{0, vε − 1} ∈ H1
0 (0, L) we prove that vε 6 1. �

We next show that the solutions to the equations (1.17a)–(1.17d) satisfy a conservation
law, which can also be seen as a consequence of the vanishing of the first variation of the
functional Fε with respect to inner variations.

Proposition 4.2. There exist constants dε ∈ R such that

(1− vε)2

4ε
− f2

ε (vε)(u
′
ε)

2 − ε(v′ε)2 = dε in (0, L), (4.3)

with supε |dε| < +∞ and, up to subsequences, dε → d0 as ε→ 0.
Furthermore, uε, vε ∈ C2(0, L) with vε > 0 in [0, L], and the equations (1.17a)–(1.17d) hold

in the classical sense.

Proof. We first remark that, as vε is a weak solution to (1.17a), we have v′′ε ∈ L1(0, L) and
therefore vε ∈ C1([0, L]). By (4.1) we have u′ε = cε

f2ε (vε)
almost everywhere in the open set

{vε > 0}, that is, u′ε is (almost everywhere equal to) a C1-function in {vε > 0}. In particular
uε is of class C2 in {vε > 0}. In turn, by (1.17a) the same holds for vε, and equation (1.17a)
holds in the classical sense in {vε > 0}.

We can thus differentiate the left-hand side of (4.3) in {vε > 0}:
1

2

(
(1− vε)2

4ε
− f2

ε (vε)(u
′
ε)

2 − ε(v′ε)2

)′
= v′ε

(
−εv′′ε − fε(vε)f ′ε(vε)(u′ε)2 +

vε − 1

4ε

)
− f2

ε (vε)u
′
εu
′′
ε

(1.17a)
= −2v′εfε(vε)f

′
ε(vε)(u

′
ε)

2 − f2
ε (vε)u

′
εu
′′
ε

= −u′ε
(
f2
ε (vε)u

′
ε

)′ (1.17b)
= 0,
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hence (4.3) holds in {vε > 0}, for a constant dε possibly changing with the connected com-
ponents of {vε > 0}.

We next show that vε > 0 everywhere in [0, L]. Consider any connected component (a, b)
of the open set {vε > 0}. By combining (4.3) and (4.1) we have

(1− vε)2

4ε
− c2

ε

f2
ε (vε)

− ε(v′ε)2 = dε in (a, b). (4.4)

Assume by contradiction that vε vanishes at one of the endpoints, say vε(a) = 0. The point
a must be in the interior (0, L) by (1.17d); since a is a minimum point of vε by Lemma 4.1
and vε is of class C1([0, L]), we have v′ε(a) = 0. We can pass to the limit in (4.4) as x → a
from the interior of (a, b):

1

4ε
− dε = lim

x→a

c2
ε

f2
ε (vε(x))

and since fε(vε(x)) → fε(0) = 0, we conclude that it must be cε = 0. However, we already
observed that cε > 0 (see the discussion after (4.1)), which is a contradiction proving that
(a, b) = (0, L), and since vε cannot vanish at the endpoints we obtain {vε > 0} = [0, L].

Finally, by integrating (4.3) on (0, L) we also have

|dε| =
1

L

∫ L

0

∣∣∣∣(1− vε)2

4ε
− f2

ε (vε)(u
′
ε)

2 − ε(v′ε)2

∣∣∣∣ dx 6 1

L
Fε(uε, vε),

and therefore supε |dε| < +∞ by (1.19). �

Notice that, by using (4.1), we can rewrite (4.3) in the form

(1− vε)2

4ε
− c2

ε

f2
ε (vε)

− ε(v′ε)2 = dε in (0, L). (4.5)

Similarly, we can rewrite (1.17a) as an equation for the function vε alone:

− εv′′ε +
c2
εf
′
ε(vε)

f3
ε (vε)

+
vε − 1

4ε
= 0 in (0, L). (4.6)

From this equation we can deduce the symmetry properties of the function vε, similarly
to [30, Lemma 4.1 and Proposition 4.2] and to [10, Proposition 2.1].

Lemma 4.3. The graph of vε in [0, L] is a symmetric “well”: it is symmetric with respect to
the point L

2 , which is a global minimum, and vε is decreasing in (0, L2 ).

Proof. By (4.6), vε is a solution to an equation of the form v′′ε = hε(vε), where the function hε is
Lipschitz continuous in (0,+∞) by definition (1.8) of fε and by assumption (f1). Notice that
vε takes values in (0, 1] by Lemma 4.1, and therefore Cauchy-Lipschitz theorem guarantees
uniqueness.

If vε is not identically equal to 1, by Rolle’s Theorem there exists at least one critical point
in (0, L). Given any critical point x0 ∈ (0, L) of vε, we can symmetrize the graph of vε about
the vertical line through x0: more precisely, if x0 ∈ (0, L2 ] then we define ṽε : (0, 2x0) → R
by ṽε(x) = vε(x) for x ∈ (0, x0), ṽε(x) = vε(2x0 − x) for x ∈ (x0, 2x0). Then ṽε is also a
solution of ṽ′′ε = hε(ṽε) in (0, 2x0), with ṽε(x0) = vε(x0), ṽ′ε(x0) = v′ε(x0) = 0, and Cauchy-
Lipschitz theorem yields that vε = ṽε in (x0, 2x0). In particular the critical point x0 is either
a maximum or a minimum point. A symmetric argument can be repeated in the case of a
critical point in the interval (L2 , L).
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Therefore the graph of vε is symmetric with respect to all the vertical lines passing through
its critical points, which are either absolute maximum or absolute minimum points. If there
is an interior maximum point at x0 ∈ (0, L), since vε(0) = vε(L) = 1 it must be vε(x0) = 1,
v′ε(x0) = 0. Then by uniqueness we conclude that vε ≡ 1, since the constant function 1 is also
a solution of (4.6). Hence, if vε is not identically equal to 1, there are no interior maximum
points and therefore there is a unique interior critical (minimum) point, located ad L

2 . The
symmetric structure described in the statement follows. �

Remark 4.4. The symmetry property of vε proved in the previous lemma is in accordance
with the result in [10] for the Ambrosio-Tortorelli functional, where it is shown that, imposing
the Dirichlet boundary conditions on vε, a much stronger symmetry property is obtained
than in the Neumann case considered in [30], namely that vε has a unique critical point
located at the midpoint L

2 . We expect that, also in our setting, imposing Neumann conditions
v′ε(0) = v′ε(L) = 0 we would obtain a weaker symmetry property, namely that there exists
nε ∈ N such that the graph of vε in (0, L) is made of nε repeated identical subgraphs, each of
which is a symmetric “well” (with a unique interior critical point, which is a global minimum,
and two maxima at the endpoints), or a symmetric “bell” (with a unique interior critical
point, which is a global maximum, and two minima at the endpoints).

We conclude this section by collecting in the following lemma the compactness properties
of the family (uε, vε), together with a uniform bound of v′ε.

Lemma 4.5. We have that vε → 1 in L1(0, L) and, up to extracting a subsequence εk → 0,
uε → u in L1(0, L) for some u ∈ BV(0, L) with |Du|(0, L) 6 a. Moreover ε‖v′ε‖∞ 6 1 for all
ε sufficiently small.

Proof. In view of the bound (1.19) we have that supε
1
ε

∫ L
0 (1 − vε)

2 dx < +∞, which im-
mediately implies the convergence of vε. Since uε is monotone increasing by (4.1), we have
|Duε|(0, L) = aε, ‖uε‖L∞(0,L) = aε. Hence (uε)ε is bounded in BV and the second convergence

follows by the compact embedding of BV into L1. By semicontinuity of the total variation
|Du|(0, L) 6 lim infε |Duε|(0, L) = lim infε aε = a. Finally by (4.5)

ε2(v′ε)
2 6

(1− vε)2

4
+ ε|dε| 6

1

4
+ ε sup

ε
|dε|,

with supε |dε| < +∞ by Proposition 4.2. �

As a consequence of Lemma 4.5 we remark for later use that the constant c0 (see (4.2))
satisfies the bound

c0 =
1

L

∫ L

0
lim
ε→0

cε dx
(4.1)

6 lim
ε→0

1

L

∫ L

0
f2
ε (vε)u

′
ε dx 6 lim

ε→0

1

L

∫ L

0
u′ε dx =

a

L
. (4.7)

5. Proof of the convergence of critical points

This section is entirely devoted to the proof of Theorem 1.7. We assume along all this sec-
tion that (uε, vε) is a family of critical points of Fε satisfying the assumptions of Theorem 1.7.
We recall that (uε, vε) enjoys the regularity properties discussed in the previous section and
that vε(x) ∈ (0, 1], see in particular Lemma 4.1 and Proposition 4.2.

We denote by

mε := min
[0,L]

vε ∈ (0, 1]. (5.1)
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In view of the symmetry properties of the critical points observed in Lemma 4.3, we have
that vε has a single-well shape, that is, its global minimum mε is achieved at the midpoint L

2 ,

the graph of vε is symmetric with respect to L
2 , and vε is decreasing in (0, L2 ) and increasing

in (L2 , L), achieving its maximum at the endpoints vε(0) = vε(L) = 1.
We further assume that we have extracted a subsequence (not relabeled) such that uε → u

and vε → 1 in L1(0, L) as in Lemma 4.5, cε → c0 (see (4.2)), dε → d0 (see Proposition 4.2),
and also

mε → m0 ∈ [0, 1] as ε→ 0. (5.2)

For later use it is convenient to introduce the discrepancy

ξε(x) :=
(1− vε(x))2

4ε
− ε(v′ε(x))2 (4.5)

=
c2
ε

f2
ε (vε(x))

+ dε. (5.3)

By the second expression of ξε in (5.3) and monotonicity of vε, the minimum of the function ξε
is attained at the maximum point of vε, that is min ξε = ξε(0) = −ε(v′ε(0))2 6 0, and similarly

the maximum of ξε is attained at the midpoint, that is max ξε = ξε(
L
2 ) = (1−mε)2

4ε > 0. Hence

there exists yε ∈ [0, L2 ] such that ξε(yε) = 0, ξε 6 0 in [0, yε] and ξε > 0 in [yε,
L
2 ]. Up to

subsequences we can assume yε → y0 ∈ [0, L2 ]. Notice that by evaluating (5.3) at the point yε
we find

dε = − c2
ε

f2
ε (vε(yε))

< 0. (5.4)

In the following lemma we show an explicit relation between the limit values c0 and m0.

Lemma 5.1. Assume that fε(mε)→ 0. Then

c0 =
1

2
(1−m0)f(m0), (5.5)

where c0 and m0 are the limits in (4.2) and (5.2) respectively, and the right-hand side of (5.5)
must be interpreted as σc

2 if m0 = 1, in view of (f2).

Proof. By evaluating (4.5) at a minimum point of vε we have

(1−mε)
2

4ε
− c2

ε

f2
ε (mε)

= dε. (5.6)

Since by assumption fε(mε)→ 0 and recalling the definition (1.8) of fε, it must be fε(mε) =√
εf(mε) for ε small. Then

c2
0 = lim

ε→0
c2
ε = lim

ε→0

1

4ε
(1−mε)

2f2
ε (mε)− dεf2

ε (mε) =
1

4
(1−m0)2f2(m0),

where we used the uniform bound on dε in Proposition 4.2. �

In the following lemma, which is a consequence of the qualitative study of the equation
(4.6) for vε contained in Section 2, we deduce some general properties of the sequence (uε, vε).

Lemma 5.2. Assume that mε < sε, where sε is as in (1.8). Let

Aε := {x ∈ (0, L) : vε(x) < sε}.

Then Aε = (L2 − xε,
L
2 + xε) with limε→0 xε = 0. If m0 < 1, then limε→0

xε
ε = +∞.

Finally, u ∈ SBV(0, L) with Ju ⊂ {L2 } and u′ = c0 almost everywhere in (0, L).
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Proof. Since vε has a single-well shape, vε(
L
2 ) = mε < sε, and vε = 1 at the endpoints of

(0, L), we have Aε = (L2 − xε,
L
2 + xε) for some xε ∈ (0, L2 ). Notice that for x ∈ Aε we have

fε(vε(x)) =
√
εf(vε(x)). The rescaled function ṽε(t) = vε(

L
2 + εt) satisfies

ṽ′′ε =
1− ṽε

4

[
(2cε)

2f ′(ṽε)

(1− ṽε)f3(ṽε)
− 1

]
for t ∈

(
−xε
ε
,
xε
ε

)
=: (−tε, tε),

ṽε(0) = mε, ṽ′ε(0) = 0,

(5.7)

that is, ṽε is a solution in (−tε, tε) of the Cauchy problem (2.1a)–(2.1c) studied in Section 2,
for the values of the parameters m := mε ∈ (0, 1) and α := cε > 0.

We first consider the case cε <
σc
2 , which is the assumption in Theorem 2.2 and Propo-

sition 2.5. Notice that necessarily mε < zcε , where zcε ∈ (0, 1) is defined by the equation
(2.5): indeed, if it were mε > zcε then by the qualitative analysis of the ODE (5.7) (see in
particular Remark 2.4) the solution ṽε would have a local maximum at the origin, which is
incompatible with the single-well structure; if mε = zcε then ṽε would be constant, which is
again not possible.

Hence in the case cε <
σc
2 we have mε ∈ (0, zcε) and we are in position to apply Proposi-

tion 2.5 with η := sε in order to estimate the time tε such that ṽε(tε) = sε. Notice that, in
the case (1−mε)f(mε) > 2cε, the additional assumption η < M (where M is the maximum
of the solution and then depends on ε) is certainly satisfied, or else the function ṽε would
reach a maximum point before tε and then decrease, which is incompatible with its single-
well shape. Hence tε obeys the bounds (2.8)–(2.9). In particular, if mε → m0 ∈ [0, 1) then
cε → c0 ∈ [0, σc2 ) by Lemma 5.1 and therefore the estimate (2.8) holds with a constant which
is uniformly bounded with respect to ε, namely

tε 6
C0√

1− sε
if m0 ∈ [0, 1). (5.8)

If, instead, mε → m0 = 1, then we can apply (2.9) to deduce

tε 6
ω(1−mε)

(1− sε)2
if m0 = 1, (5.9)

where ω(·) is a modulus of continuity independent of ε. Hence if m0 ∈ [0, 1) we find

xε = εtε 6
C0ε√
1− sε

(1.7)∼ C0ε

ε
1
4
√
σc

−→ 0 as ε→ 0,

whereas if m0 = 1

xε = εtε 6
ε ω(1−mε)

(1− sε)2

(1.7)∼ ω(1−mε)

σ2
c

−→ 0 as ε→ 0,

proving that xε → 0 in any case.
Consider now the case cε >

σc
2 . Notice that in this case it must be mε → 1, or otherwise

by Lemma 5.1 cε → c0 = 1
2(1 −m0)f(m0) < σc

2 , which is not possible. We can then apply
Proposition 2.6 to deduce that the estimate (5.9) continues to hold, and therefore xε → 0, as
before.
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Assume now that m0 < 1 and let us show that xε
ε → +∞. As already observed it must be

cε <
σc
2 , and we can apply again Proposition 2.5 with η = sε to deduce by (2.10) that

xε
ε

= tε > log

(
1− zcε + kε
1− sε + kε

)
kε :=

∣∣∣∣1− ( 2cε
(1−mε)f(mε)

)2∣∣∣∣ 12 . (5.10)

By (5.5) we have kε → 0 as ε→ 0. Moreover zcε → zc0 , where c0 = 1
2(1−m0)f(m0) by (5.5).

Since m0 < 1, we then have c0 ∈ [0, σc2 ) and in turn zc0 ∈ [0, 1) by the properties of f̄ in
Proposition 2.1. Therefore by passing to the limit as ε→ 0 in (5.10) we obtain xε

ε → +∞ as
ε→ 0, which completes the proof of the first part of the statement.

For every fixed δ > 0 it holds Aε ⊂ (L2 − δ,
L
2 + δ) for all ε sufficiently small. In particular

for all x ∈ (L2 − δ,
L
2 + δ)c := (0, L)\(L2 − δ,

L
2 + δ) we have vε > sε and, in turn, fε(vε(x)) >

fε(sε)→ 1, that is, fε(vε) converges uniformly to 1 on compact sets not containing L
2 . Hence

by (4.1)

u′ε =
cε

f2
ε (vε)

−→ c0 uniformly on (L2 − δ,
L
2 + δ)c, for all δ > 0. (5.11)

We also have

Fε(uε, vε) > f2
ε (sε)

∫
(L
2
−δ,L

2
+δ)c
|u′ε|2 dx,

so that from the uniform bound on the energies (1.19) and the convergence fε(sε) → 1, we
have that uε is uniformly bounded in H1((L2 − δ,

L
2 + δ)c) for all δ > 0. We can conclude that

u ∈ H1((L2 − δ,
L
2 + δ)c) for all δ > 0. The properties in the statement are then immediate

consequences of the previous facts. �

5.1. Case I: pre-fractured regime. We show that if m0 ∈ (0, 1) then the limit function u
is a piecewise affine critical point of the cohesive energy (1.1) with a single jump at L

2 and
constant slope. This is summarized in the following proposition, which is the main result of
this subsection.

Proposition 5.3. Assume that m0 ∈ (0, 1). Then u ∈ SBV(0, L), u′ = c0 ∈ (0, σc2 ) almost

everywhere in (0, L), Ju = {L2 }, [u](L2 ) ∈ (0, sfrac), and

g′([u](L2 )) = 2c0. (5.12)

Moreover u attains the limit boundary conditions, that is, |Du|(0, L) = c0L + [u](L2 ) = a.
Finally, the convergence of the energies (1.20) holds.

Notice that, under the assumptions of the proposition, we can apply Lemma 5.2 since
mε < sε for ε small enough, as m0 ∈ (0, 1) and sε → 1. We premise a lemma to the proof of
the proposition.

Lemma 5.4. Under the assumptions of Proposition 5.3, let Aε be as in Lemma 5.2. Then
we have as ε→ 0

Fε(uε, vε;Acε) :=

∫
(0,L)\Aε

(
f2
ε (vε)|u′ε|2 +

(1− vε)2

4ε
+ ε|v′ε|2

)
dx→

∫ L

0
|u′|2 dx.

Moreover c2
0 + d0 = 0.
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Proof. By multiplying (4.6) by the function vε − 1 and integrating in (0, L2 − xε) we have,
after integration by parts,∫ L

2
−xε

0

(
ε|v′ε|2 +

(1− vε)2

4ε

)
dx = ε(sε − 1)v′ε(

L
2 − xε) +

∫ L
2
−xε

0

c2
εf
′
ε(vε)

f3
ε (vε)

(1− vε) dx

6 ε(1− sε)‖v′ε‖∞ + c2
ε

∫ L
2
−xε

0

ψ′ε(vε)

(1− vε)ψ3
ε(vε)

(1− vε)2 dx

where in the second equality we used the fact that fε(vε) = ψε(vε) in (0, L2 −xε) since vε > sε
in this interval. In view of the monotonicity properties of ψε in assumptions (ψ1) and (ψ3),
the previous estimate yields∫ L

2
−xε

0

(
ε|v′ε|2 +

(1− vε)2

4ε

)
dx 6 ε(1− sε)‖v′ε‖∞ +

c2
εψ
′
ε(sε)

(1− sε)ψ3
ε(sε)

∫ L
2
−xε

0
(1− vε)2 dx.

Now recalling (f2), (1.7), and that c0 <
σc
2 (by (5.5) and the assumption m0 ∈ (0, 1))

lim
ε→0

4εc2
εψ
′
ε(sε)

(1− sε)ψ3
ε(sε)

= lim
ε→0

4ε
√
εc2
ε

(1− sε)3
· (1− sε)2f ′(sε)

f3
ε (sε)

=
4c2

0

σ2
c

< 1,

hence we have that there exists a constant C > 0, independent of ε, such that for all ε
sufficiently small

1

4ε
− c2

εψ
′
ε(sε)

(1− sε)ψ3
ε(sε)

>
C

4ε
.

In turn we find∫ L
2
−xε

0

(
ε|v′ε|2 +

C(1− vε)2

4ε

)
dx 6 ε(1− sε)‖v′ε‖∞ → 0 as ε→ 0

in view of the bound ε‖v′ε‖∞ 6 1 for ε small in Lemma 4.5. By symmetry of vε with respect
to the midpoint L

2 we can conclude that

lim
ε→0

∫
(0,L)\Aε

(
ε|v′ε|2 +

(1− vε)2

4ε

)
dx = 0. (5.13)

In turn using (5.11)

lim
ε→0
Fε(uε, vε;Acε) = lim

ε→0

∫
(0,L)\Aε

f2
ε (vε)|u′ε|2 dx = c2

0L =

∫ L

0
|u′|2 dx

proving the first part of the statement.
To show that c2

0 + d0 = 0, fix any x0 ∈ (0, L2 ) and notice that (0, x0) ⊂ Acε for ε small, since
xε → 0 by Lemma 5.2. Then, using the uniform convergence of u′ε to c0 (see (5.11)) we find

|c2
0 + d0|x0 = lim

ε→0

∫ x0

0
|cεu′ε + dε| dx

(4.3)
= lim

ε→0

∫ x0

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣dx (5.13)
= 0,

which completes the proof of the lemma. �

We are now ready to give the proof of Proposition 5.3.
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Proof of Proposition 5.3. We first prove that the limit function u satisfies |Du|(0, L) = a. Fix
δ > 0 such that uε(

L
2 ± δ) → u(L2 ± δ) and denote by Iδ := (0, L)\(L2 − δ,

L
2 + δ). We have

Iδ ⊂ Acε for ε small enough, since xε → 0 by Lemma 5.2; hence by (5.13)

0 = lim
ε→0

∫
Iδ

((1− vε)2

4ε
− ε|v′ε|2

)
dx

= lim
ε→0

∫
Iδ

(
cεu
′
ε + dε

)
dx

= c0 lim
ε→0

(
uε(L)− uε(L2 + δ) + uε(

L
2 − δ)− uε(0)

)
+ d0(L− 2δ)

= c0

(
a− u(L2 + δ) + u(L2 − δ)

)
− c2

0

(
L− 2δ

)
,

where the second equality follows by (4.3) and (4.1), and the last one by Lemma 5.4. Hence

by letting δ → 0 we find a = c0L+ [u](L2 ) =
∫ L

0 u′ dx+ [u](L2 ) = |Du|(0, L).
To conclude the proof, it remains to show the criticality identity (5.12) and the convergence

of the energies (1.20). We consider a blow-up of the functions uε and vε around the midpoint:
let ũε(t) := uε(

L
2 + εt), ṽε(t) := vε(

L
2 + εt) for t ∈ (− L

2ε ,
L
2ε). The idea of the proof is to

show that the pair (ũε, ṽε) converges to an optimal pair (αs0 , βs0) for the minimum problem
(1.9) which defines g(s0), with s0 = [u](L2 ). We refer to Section 3, and in particular to
Proposition 3.2 and Proposition 3.3, for the existence and the main properties of optimal
pairs for g.

We first remark that for all T > 0 and all ε sufficiently small∫ T

−T

((1− ṽε)2

4
+ |ṽ′ε|2

)
dt =

∫ L
2

+εT

L
2
−εT

((1− vε)2

4ε
+ ε|v′ε|2

)
dx 6 C, (5.14)

for a constant C > 0 independent of ε and T , by the uniform bound (1.19). Therefore, up to
extracting a subsequence, we have that ṽε ⇀ ṽ weakly in H1

loc(R), for some function ṽ with
1− ṽ ∈ H1(R), and the convergence is also uniform on compact sets.

Furthermore, the function ṽε solves the initial value problem (5.7) in (−xε
ε ,

xε
ε ), where

tε := xε
ε → +∞ as ε → 0 by Lemma 5.2. For every T > 0 and every test function ϕ ∈

C∞c (−T, T ), since (−T, T ) ⊂ (−xε
ε ,

xε
ε ) for all ε small enough we can pass to the limit in the

weak formulation of (5.7):

0 =

∫ T

−T

(
ṽ′εϕ
′ +

c2
εf
′(ṽε)

f3(ṽε)
ϕ+

ṽε − 1

4
ϕ

)
dt −→

∫ T

−T

(
ṽ′ϕ′ +

c2
0f
′(ṽ)

f3(ṽ)
ϕ+

ṽ − 1

4
ϕ

)
dt

where the convergence is justified since ṽε ⇀ ṽ weakly in H1(−T, T ) and uniformly on [−T, T ],
and ṽ > ṽ(0) = m0 > 0. In conclusion, we obtained that the limit function ṽ is a weak solution
to the equation

ṽ′′ =
c2

0f
′(ṽ)

f3(ṽ)
+
ṽ − 1

4
in R,

ṽ(0) = m0, ṽ′(0) = 0.

(5.15)

Notice that the right-hand side of (5.15) is a continuous function, and therefore ṽ ∈ C2(R)
and the equation holds in the classical sense; moreover ṽ′(0) = 0 since the origin is a minimum
point of ṽ.



32 MARCO BONACINI AND FLAVIANA IURLANO

Consider now the map s 7→ m̄s defined in Proposition 3.3, which associates to every s ∈
[0,+∞) the minimum value of the optimal profile βs for g(s). This map is a continuous
bijection between (0, sfrac) and (0, 1): in particular, since m0 ∈ (0, 1), we have that there
exists s0 ∈ (0, sfrac) such that m0 = m̄s0 . By (3.2) and (3.3) the optimal profile βs0 for g(s0)
solves

β′′s0 =
σ2
s0f
′(βs0)

f3(βs0)
+
βs0 − 1

4
in R,

βs0(0) = m̄s0 , β′s0(0) = 0,

(5.16)

where by (3.10) and (5.5) the constant σs0 is given by

σs0 =
1

2
(1− m̄s0)f(m̄s0) =

1

2
(1−m0)f(m0) = c0. (5.17)

Therefore by comparing (5.15) and (5.16) we conclude, by uniqueness, that it must be

ṽ = βs0 . (5.18)

In order to obtain the criticality condition (5.12), it is now sufficient to show that s0 =
[u](L2 ): indeed in this case we would have by Proposition 3.6

g′([u](L2 )) = g′(s0) = (1− m̄s0)f(m̄s0)
(5.17)

= 2c0.

Therefore we now prove that s0 = [u](L2 ).
By using the properties of the optimal pair (αs0 , βs0) in Proposition 3.2, we have

s0 =

∫
R
α′s0 dt

(3.3)
=

∫
R

σs0
f2(βs0)

dt
(5.18)

=

∫
R

c0

f2(ṽ)
dt

= sup
T>0

∫ T

−T

c0

f2(ṽ)
dt = sup

T>0
lim
ε→0

∫ T

−T

cε
f2(ṽε)

dt = sup
T>0

lim
ε→0

∫ L
2

+εT

L
2
−εT

cε
εf2(vε)

dx

(4.1)
= sup

T>0
lim
ε→0

∫ L
2

+εT

L
2
−εT

u′ε dx = sup
T>0

lim
ε→0

(
uε(

L
2 + εT )− uε(L2 − εT )

)
6 u(L2 + δ)− u(L2 − δ)

for every δ > 0 such that uε(
L
2 ± δ) → u(L2 ± δ), since uε is monotone nondecreasing. By

letting δ → 0 we obtain s0 6 [u](L2 ).

We next show the opposite inequality s0 > [u](L2 ). For δ > 0 as above we have

u(L2 + δ)− u(L2 − δ) = lim
ε→0

(uε(
L
2 + δ)− uε(L2 − δ)) = lim

ε→0

∫ L
2 +δ

L
2−δ

u′ε dx

= lim
ε→0

∫ L
2 +δ

L
2−δ

cε
f2
ε (vε)

dx 6 lim
ε→0

∫ L
2 +xε

L
2−xε

cε
f2
ε (vε)

dx+ 2δc0

= lim
ε→0

2

∫ xε
ε

0

cε
f2(ṽε)

dt+ 2δc0 = lim
ε→0

2c0

∫ sε

mε

ds

f2(s)
√

Ψε(s)
+ 2δc0

6 2c0

∫ 1

m0

ds

f2(s)
√

Ψ0(s)
+ 2δc0

(3.11)
= s0 + 2δc0, (5.19)
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where in the second line we have used (4.1) and fε(vε) > fε(sε) in (L2 − xε,
L
2 + xε)

c, with
fε(sε)→ 1 and xε → 0 by Lemma 5.2; in the third line we have used

(ṽ′ε)
2 = Ψε(ṽε)

with

Ψε(s) :=
1

4f2(s)

(
(1− s)2f2(s)− (1−mε)

2f2(mε) + 4ε|dε|(f2(s)− f2(mε))

)
, s ∈ (m0, 1),

which comes from (4.5), (5.6), and (5.4); and in the fourth line we have set

Ψ0(s) :=
1

4f2(s)

(
(1− s)2f2(s)− (1−m0)2f2(m0))

)
, s ∈ (m0, 1).

As δ → 0, we get [u](L2 ) 6 s0.

Hence s0 = [u](L2 ) which in turn yields, as we have seen before, that (5.12) holds. The
only missing point to complete the proof of Proposition 5.3 is the convergence of the energies
(1.20). However, this follows immediately by combining Lemma 5.4 with the computation
below, which is based on the same arguments used in (5.19):

lim
ε→0

∫
Aε

(
f2
ε (vε)|u′ε|2 +

(1− vε)2

4ε
+ ε|v′ε|2

)
dx

(4.3)
= lim

ε→0

(
2

∫
Aε

(1− vε)2

4ε
dx−

∫
Aε

dε dx

)
= lim

ε→0
2

∫ xε
ε

−xε
ε

(1− ṽε)2

4
dt = lim

ε→0

∫ sε

mε

(1− s)2√
Ψε(s)

ds =

∫ 1

m0

(1− s)2√
Ψ0(s)

ds
(3.12)

= g(s0) = g([u](L2 )),

where in the fourth equality we have used dominated convergence. This is allowed since,
setting f̃(s) := (1− s)f(s), which is monotone increasing by assumption (f3), we have

(1− s)2√
Ψε(s)

6
2f̃(s)(1− s)√
f̃2(s)− f̃2(mε)

6
2f̃(s)(1− s)√

2f̃(mε)
√
f̃ ′(ζε(s))(s−mε)

,

for all s ∈ (mε, sε) and some ζε(s) ∈ (mε, s). Since ζε(s) > mε and infεmε > 0, in view

of assumptions (f3) and (f5) we have that f̃ ′(ζε(s)) > C(1 − ζε(s))
3 > C(1 − s)3 for all

s ∈ (mε, sε) and for a constant C > 0 independent of ε. Therefore we find for another
constant C1 > 0 independent of ε

(1− s)2√
Ψε(s)

6
C1√

1− s
√
s−mε

which allows to apply the (generalized) dominated convergence theorem, as required. This
concludes the proof. �

5.2. Case II: complete fracture. We next show that if m0 = 0 then the limit function u
is a critical point of the cohesive energy (1.1) describing a completely fractured state, namely
u has a single jump at L

2 and is constant elsewhere.

Proposition 5.5. Assume that m0 = 0. Then necessarily sfrac ∈ R and a = sfrac, and
u(x) = aχ(L

2
,L)(x). Furthermore the convergence of the energies (1.20) holds.

Proof. The proof is in part similar to that of Proposition 5.3. By Lemma 5.1 we have c0 = 0.
We can also apply Lemma 5.2 to deduce that Aε := {vε < sε} = (L2 −xε,

L
2 +xε) with xε → 0

and xε
ε → +∞. Moreover, by the same lemma we have u ∈ SBV(0, L) with Ju ⊂ {L2 } and

u′ = c0 = 0 almost everywhere in (0, L), with uniform convergence u′ε → 0 on compact sets
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not containing L
2 by (5.11). We can also repeat word by word the proof of Lemma 5.4, so

that

lim
ε→0
Fε(uε, vε;Acε) = 0, c20 + d0 = 0 (5.20)

(hence d0 = 0).
For any x ∈ (0, L2 ) we have uε(x) =

∫ x
0 u
′
ε dt → c0x = 0, whereas for x ∈ (L2 , L) we have

uε(x) = uε(L)−
∫ L
x u
′
ε dt→ a−c0(L−x) = a. Therefore the limit function is u(x) = aχ

(
L
2 ,L)

(x)

with a jump at the midpoint of amplitude [u](L2 ) = a.
We now claim that

lim
ε→0
Fε(uε, vε) = 1. (5.21)

We first observe that by (4.1) and the Dirichlet boundary condition (1.17c)

lim
ε→0

∫ L

0
f2
ε (vε)(u

′
ε)

2 dx = lim
ε→0

cε

∫ L

0
u′ε dx = lim

ε→0
cεaε = 0. (5.22)

By (4.3) we have

lim
ε→0

∫ L

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣ dx = lim
ε→0

∫ L

0

∣∣cεu′ε + dε
∣∣dx 6 lim

ε→0

(
cεaε + |dε|L

)
= 0

(where we used in particular that c0 = 0, d0 = 0), and in turn it follows that

lim
ε→0

∫ L

0

(
(1− vε)2

4ε
+ ε(v′ε)

2 − (1− vε)|v′ε|
)

dx = lim
ε→0

∫ L

0

(
1− vε
2
√
ε
−
√
ε|v′ε|

)2

dx

6 lim
ε→0

∫ L

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣ dx = 0.

Therefore, combining this equation and (5.22), we find

lim
ε→0
Fε(uε, vε) = lim

ε→0

∫ L

0
f2
ε (vε)(u

′
ε)

2 dx+

∫ L

0

(
(1− vε)2

4ε
+ ε(v′ε)

2

)
dx

= lim
ε→0

∫ L

0
(1− vε)|vε|′ dx = lim

ε→0
2

∫ L
2

0
(1− vε)(−v′ε) dx

= lim
ε→0

(1− vε(L2 ))2 = lim
ε→0

(1−mε)
2 = 1,

which proves the claim (5.21).
To conclude the proof, we need to show that

[u](L2 ) = sfrac (5.23)

(and, in particular, that sfrac is finite). Indeed, recalling that u is piecewise constant, in this
case we have F(u, 1) = g([u](L2 )) = 1, and therefore (5.21) gives also the convergence of the
energy. The rest of the proof is therefore devoted to showing (5.23).

Let ũε(t) := uε(
L
2 + εt), ṽε(t) := vε(

L
2 + εt), for t ∈ (−xε

ε ,
xε
ε ). We first check that

ṽε(t) ⇀ 1 − e−|t|/2 weakly in H1
loc(R) and uniformly on compact sets. Indeed, as in (5.14)

we have that (1 − ṽε) is uniformly bounded in H1(−T, T ) for all fixed T > 0, so that ṽε
converges weakly in H1

loc(R) and uniformly on compact sets to some function ṽ as ε → 0,
with 1−ṽ ∈ H1(R). Also, ṽ(0) = limε ṽε(0) = limεmε = 0. We now check that {ṽ = 0} = {0}.
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By the properties of vε, we have {ṽ = 0} = [−x̃, x̃], for some x̃ > 0. Recalling (5.21) and that
xε
ε → +∞ by Lemma 5.2, we have

1 = lim
ε→0
Fε(uε, vε) > lim inf

ε→0

∫ xε
ε

−xε
ε

(
(1− ṽε)2

4
+ (ṽ′ε)

2

)
dt >

∫ T

−T

(
(1− ṽ)2

4
+ (ṽ′)2

)
dt

for all T > 0, so that

1 >
∫
R

(
(1− ṽ)2

4
+ (ṽ′)2

)
dt >

x̃

2
+

∫
R\(−x̃,x̃)

(
(1− ṽ)2

4
+ (ṽ′)2

)
dt >

x̃

2
+ 1.

This implies x̃ = 0 and in turn {ṽ = 0} = {0}.
By writing in weak form the equation (5.7) satisfied by ṽε and passing to the limit as ε→ 0

we get for all ϕ ∈ C∞c (R\{0})

0 =

∫
supp(ϕ)

(
ṽ′εϕ
′ +

c2
εf
′(ṽε)

f3(ṽε)
ϕ+

ṽε − 1

4
ϕ

)
dt→

∫
supp(ϕ)

(
ṽ′ϕ′ +

ṽ − 1

4
ϕ

)
dt,

where we used the weak L2-convergence of ṽ′ε for the first term and the uniform convergence
for the second and the third term. Together with ṽ(0) = 0 and ṽ(+∞) = 1, this implies

ṽ(t) = 1− e−|t|/2.
We further recall that by changing variables in (4.5), using (5.6) and since dε < 0 by (5.4),

we have in (−xε
ε ,

xε
ε )

(ṽ′ε)
2 =

1

4f2(ṽε)

(
(1− ṽε)2f2(ṽε)− 4c2

ε − 4εdεf
2(ṽε)

)
=

1

4f2(ṽε)

(
(1− ṽε)2f2(ṽε)− (1−mε)

2f2(mε) + 4ε|dε|(f2(ṽε)− f2(mε))

)
=: Ψε(ṽε).

(5.24)

Let us now compute [u](L2 ). We have

[u](L2 ) = a = lim
ε→0

∫ L

0
u′ε dx

(4.1)
= lim

ε→0
2

∫ L

L
2

cε
f2
ε (vε)

dx = lim
ε→0

2

∫ L
2

+xε

L
2

cε
f2
ε (vε)

dx

= lim
ε→0

2

∫ xε
ε

0

cε
f2(ṽε)

dt
(5.24)

= lim
ε→0

2cε

∫ xε
ε

0

ṽ′ε

f2(ṽε)
√

Ψε(ṽε)
dt

= lim
ε→0

2cε

∫ sε

mε

1

f2(s)
√

Ψε(s)
ds,

(5.25)

where in the fourth equality we have used that fε(vε) > fε(vε(L/2 + xε))→ 1 in Acε and that
cε → 0, and the last passage follows by a change of variables. Fix now any δ ∈ (0, 1). Since
mε < δ < sε for ε small enough, we have by the definition of Ψε that

0 6 lim
ε→0

2cε

∫ sε

δ

ds

f2(s)
√

Ψε(s)
6 lim

ε→0
4cε

∫ sε

δ

ds

f(s)
√

(1− s)2f2(s)− (1−mε)2f2(mε)

6 lim
ε→0

4cε(sε − δ)
f(δ)

√
(1− δ)2f2(δ)− (1−mε)2f2(mε)

= 0
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where we used the monotonicity of the map s 7→ (1 − s)f(s) given by assumption (f3).
Therefore by (5.25) we see that for all δ ∈ (0, 1)

[u](L2 ) = a = lim
ε→0

2cε

∫ δ

mε

1

f2(s)
√

Ψε(s)
ds. (5.26)

By inserting the definition of Ψε, we find

[u](L2 ) = lim
ε→0

4cε

∫ δ

mε

ds

f(s)
√

(1− s)2f2(s)− (1−mε)2f2(mε) + 4ε|dε|(f2(s)− f2(mε))

> lim
ε→0

4cε√
(1−mε)2 + 4ε|dε|

∫ δ

mε

ds

f(s)
√
f2(s)− f2(mε)

> lim
ε→0

2f(mε) inf
s∈(mε,δ)

(
1

f ′(s)

)∫ δ

mε

f ′(s)

f(s)
√
f2(s)− f2(mε)

ds

= lim
ε→0

2f(mε) inf
s∈(mε,δ)

(
1

f ′(s)

)∫ f(δ)

f(mε)

dt

t
√
t2 − f2(mε)

= lim
ε→0

2 inf
s∈(mε,δ)

(
1

f ′(s)

)
arctan

(√
f2(δ)− f2(mε)

f(mε)

)
= π inf

s∈(0,δ)

(
1

f ′(s)

)
.

Similarly, again by (5.26) and using the definition of Ψε, and denoting by f̃(s) := (1− s)f(s),
we have

[u](L2 ) = lim
ε→0

4cε

∫ δ

mε

ds

f(s)
√

(1− s)2f2(s)− (1−mε)2f2(mε) + 4ε|dε|(f2(s)− f2(mε))

6 lim
ε→0

4cε

∫ δ

mε

ds

f(s)
√

(1− s)2f2(s)− (1−mε)2f2(mε)

= lim
ε→0

4cε

∫ δ

mε

f̃ ′(s)

f̃(s)
√
f̃2(s)− f̃2(mε)

· (1− s)
f̃ ′(s)

ds

6 lim
ε→0

4cε sup
s∈(mε,δ)

(
1− s
f̃ ′(s)

)∫ f̃(δ)

f̃(mε)

dt

t
√
t2 − f̃2(mε)

= lim
ε→0

4cε sup
s∈(mε,δ)

(
1− s
f̃ ′(s)

)
1

f̃(mε)
arctan

(√
f̃2(δ)− f̃2(mε)

f̃(mε)

)
= π sup

s∈(0,δ)

(
1− s
f̃ ′(s)

)
where we used the fact that 4cε

f̃(mε)
→ 2 by (5.6). By collecting the previous inequalities we

conclude that for all δ ∈ (0, 1)

π inf
s∈(0,δ)

(
1

f ′(s)

)
6 [u](L2 ) 6 π sup

s∈(0,δ)

(
1− s
f̃ ′(s)

)
so that by letting δ → 0 and recalling Proposition 3.7, we get [u](L2 ) = π

f ′(0) = sfrac. With a

small abuse of notation, the previous computation says that if f ′(0) = 0, then [u](L2 ) = +∞,

which is a contradiction with [u](L2 ) = a < +∞. Hence, necessarily sfrac is finite and (5.23)
holds. �
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5.3. Case III: elastic regime. We eventually consider the case m0 = 1. The limit behaviour
of the family (uε, vε) is an elastic critical point, as described by the following proposition.

Proposition 5.6. Assume that m0 = 1. Then u(x) = a
Lx and c0 = a

L . Moreover the
convergence of the energies (1.20) holds if and only if a

L 6
σc
2 .

Proof. We distinguish three cases, depending on whether the minimum value mε of vε is above
or below the threshold sε (see (1.8)) and whether fε(mε) converges to zero or not.

Step 1: mε > sε. In this case fε(vε(x)) > fε(mε) = ψε(mε)→ 1, that is, fε(vε) converges to
1 uniformly in [0, L]. In turn u′ε → c0 uniformly in [0, L] by (4.1) and u′ ≡ c0. In view of the
boundary conditions (1.17c)

a = lim
ε→0

aε = lim
ε→0

∫ L

0
u′ε dx = c0L,

therefore c0 = a
L and u(x) = a

Lx. To complete the proof in this case, it only remains to show
that the convergence of the energy holds if and only if c0 6

σc
2 .

If c0 >
σc
2 , then

Fε(uε, vε) >
∫ L

0
f2
ε (vε)|u′ε|2 dx

ε→0−→ c2
0L >

(
σcc0 −

σ2
c

4

)
L =

∫ L

0

(
σcu
′ − σ2

c

4

)
dx = F(u, 1).

Conversely, assume that c0 6
σc
2 . Recalling the definition of the discrepancy ξε in (5.3) and

evaluating it at the point yε where ξε(yε) = 0, by the uniform convergence fε(vε) → 1 we
have

c2
0 + d0 = lim

ε→0

( c2
ε

f2
ε (vε(yε))

+ dε

)
= lim

ε→0
ξε(yε) = 0,

and therefore c2
0 + d0 = 0. Moreover, we compute∫ L

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣ dx = 2

∫ L
2

0
|ξε(x)| dx = −2

∫ yε

0
ξε(x) dx+ 2

∫ L
2

yε

ξε(x) dx

= −2

∫ yε

0
(cεu

′
ε + dε) dx+ 2

∫ L
2

yε

(cεu
′
ε + dε) dx

= 2dε
(
L
2 − 2yε

)
+ 2cε

(
uε(

L
2 )− 2uε(yε)

)
= dεL+ 2cεuε(

L
2 )− 4

(
dεyε + cε

∫ yε

0
u′ε dx

)
,

so that by passing to the limit, and assuming up to subsequences yε → y0 ∈ [0, L],

lim
ε→0

∫ L

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣ dx = d0L+ c0a− 4
(
d0y0 + c2

0y0

)
= 0, (5.27)

where the last equality follows by the identities c2
0 + d0 = 0 and c0 = a

L . We deduce that∫ L

0

(
(1− vε)2

4ε
+ ε(v′ε)

2 − (1− vε)|v′ε|
)

dx =

∫ L

0

(
1− vε
2
√
ε
−
√
ε|v′ε|

)2

dx

6
∫ L

0

∣∣∣∣(1− vε)2

4ε
− ε(v′ε)2

∣∣∣∣ dx→ 0,
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and in turn

lim
ε→0

∫ L

0

(
(1− vε)2

4ε
+ ε(v′ε)

2

)
dx = lim

ε→0

∫ L

0
(1− vε)|vε|′ dx = lim

ε→0
−2

∫ L
2

0
(1− vε)v′ε dx

= lim
ε→0

(1− vε(L2 ))2 = lim
ε→0

(1−mε)
2 = 0.

(5.28)

In view of (5.28), we conclude that the convergence of the energy holds:

lim
ε→0
Fε(uε, vε)

(5.28)
= lim

ε→0

∫ L

0
f2
ε (vε)|u′ε|2 dx = c2

0L =

∫ L

0
(u′)2 dx = F(u, 1),

where we used the uniform convergences fε(vε)→ 1 and u′ε → c0, and u′ ≡ c0 6
σc
2 .

Step 2: mε < sε. In this case we can apply Lemma 5.2 to deduce that |Aε| → 0, where
Aε = {vε < sε}, and that u′ε → c0 uniformly on compact subsets of [0, L] not containing L

2 ,

see in particular (5.11). For any x ∈ (0, L2 ) we have uε(x) =
∫ x

0 u
′
ε dt → c0x, whereas for

x ∈ (L2 , L) we have uε(x) = uε(L)−
∫ L
x u
′
ε dt→ a− c0(L− x). Therefore the limit function is

u(x) =

{
c0x if x ∈ (0, L2 ),

c0x+ a− c0L if x ∈ (L2 , L),
(5.29)

with a possible jump at L
2 with amplitude [u](L2 ) = a− c0L. Notice that c0 6 a

L by (4.7). We
next distinguish two further subcases depending on the limit value of fε(mε).

Step 2a: fε(mε) → 0. In this case by Lemma 5.1 we have c0 = σc
2 . Let us first show that

[u](L2 ) = 0. We consider once more the blow-up ṽε(t) := vε(
L
2 + εt), which obeys the equation

(5.24) in (−xε
ε ,

xε
ε ). Denote by f̃(s) := (1 − s)f(s) and recall that f̃ is strictly increasing by

assumption (f3). By monotonicity of f and f̃ , the function Ψε defined in (5.24) satisfies

Ψε(s) >
f̃2(s)− f̃2(mε)

4f2(s)
=
f̃(s)− f̃(mε)

4f2(s)
·
(
f̃(s) + f̃(mε)

)
>
f̃(s)− f̃(mε)

2f2(s)
· f̃(mε)

for s ∈ (mε, 1). Then by arguing as in (5.25) we have, recalling that cε → σc
2 , ṽε(

xε
ε ) = sε,

and (ṽ′ε)
2 = Ψε(ṽε) by (5.24),

[u](L2 ) = a− c0L = lim
ε→0

2

∫ L

L
2

cε
f2
ε (vε)

dx− c0L = lim
ε→0

2cε

∫ xε
ε

0

dt

f2(ṽε)
+ c0L− c0L

= lim
ε→0

σc

∫ xε
ε

0

ṽ′ε

f2(ṽε)
√

Ψε(ṽε)
dt = lim

ε→0
σc

∫ sε

mε

ds

f2(s)
√

Ψε(s)

6 lim
ε→0

√
2σc(

f̃(mε)
)1/2 ∫ sε

mε

ds

f(s)
(
f̃(s)− f̃(mε)

)1/2
= lim

ε→0

√
2σc

∫ sε

mε

(1− s) ds

f̃(s)
(
f̃(s)− f̃(mε)

)1/2 6 lim
ε→0

√
2σc

f̃(mε)

∫ sε

mε

(1− s) ds(
f̃(s)− f̃(mε)

)1/2
= lim

ε→0

√
2

σc

∫ sε

mε

(1− s) ds(
f̃(s)− f̃(mε)

)1/2 .
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We can now write, for s ∈ (mε, sε), f̃(s)− f̃(mε) = f̃ ′(ζε(s))(s−mε) for some point ζε(s) ∈
(mε, s). Since ζε(s) > mε → 1 and in view of assumption (f5), given any M > 0 we have
that for all ε small enough

f̃ ′(ζε(s)) >M(1− ζε(s))3 >M(1− s)3 for all s ∈ (mε, sε),

hence

[u](L2 ) 6 lim
ε→0

√
2

σc
· 1

M

∫ sε

mε

(1− s) ds
√
s−mε(1− s)3/2

6 lim
ε→0

√
2

σc
· 1

M

∫ sε

mε

ds√
s−mε

√
sε − s

=

√
2

σc
· π
M

.

Since M is arbitrarily large, we conclude that [u](L2 ) = 0, as claimed. In turn u(x) = a
Lx by

(5.29). In particular we also have a
L = c0 = σc

2 .
To conclude the proof in this case, we need to show that the convergence of the energy

holds. We preliminary show that

lim
ε→0

∫ L

0
ε(v′ε(x))2 dx = 0. (5.30)

To this aim, we multiply (4.6) by the function vε − 1 and integrate in (0, L): we have, after
integration by parts,∫ L

0
ε|v′ε|2 dx =

∫ L

0

c2
εf
′
ε(vε)

f3
ε (vε)

(1− vε) dx−
∫ L

0

(1− vε)2

4ε
dx

=

∫ L

0

(
4εc2

εf
′
ε(vε)

(1− vε)f3
ε (vε)

− 1

)
(1− vε)2

4ε
dx.

Now, for x ∈ Aε we have vε(x) 6 sε and by definition of fε (see (1.8)) and f̄ (see (2.2))

4εc2
εf
′
ε(vε)

(1− vε)f3
ε (vε)

− 1 = (2cε)
2f̄(vε)− 1 6 (2cε)

2f̄(mε)− 1,

where we used the monotonicity of f̄ (see Proposition 2.1). Similarly, if x ∈ Acε we have
vε(x) > sε and by the monotonicity properties of ψε in assumptions (ψ1) and (ψ3)

4εc2
εf
′
ε(vε)

(1− vε)f3
ε (vε)

− 1 =
(2cε)

2εψ′ε(vε)

(1− vε)ψ3
ε(vε)

− 1 6
(2cε)

2εψ′ε(sε)

(1− sε)ψ3
ε(sε)

− 1 = (2cε)
2f̄(sε)− 1.

Hence ∫ L

0
ε|v′ε|2 dx 6

(
(2cε)

2f̄(mε)− 1
)∫ L

0

(1− vε)2

4ε
dx→ 0

since the integral on the right-hand side is uniformly bounded by (1.19), and (2cε)
2f̄(mε)→

(2c0
σc

)2 = 1 again by Proposition 2.1. Hence (5.30) follows.

We next show c2
0 + d0 = 0. By evaluating (4.5) at x = 0 we have

c2
0 + d0 = lim

ε→0
(c2
ε + dε) = lim

ε→0
−ε(v′ε(0))2 6 0,
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hence c2
0 + d0 6 0. On the other hand, for every fixed x0 ∈ (0, L2 ) we have that fε(vε) → 1

uniformly in (0, x0), and therefore

(c2
0 + d0)x0 = lim

ε→0

∫ x0

0

(
c2
ε

f2
ε (vε)

+ dε

)
dx

(4.5)
= lim

ε→0

∫ x0

0

(
(1− vε)2

4ε
− ε(v′ε)2

)
dx

> − lim
ε→0

∫ x0

0
ε(v′ε)

2 dx
(5.30)

= 0,

which combined with the inequality obtained before gives c2
0 + d0 = 0, as desired.

By using (4.3), (4.1), (5.30), and the identities c2
0 + d0 = 0, c0 = a

L , we have

lim
ε→0

∫ L

0

(1− vε)2

4ε
dx = lim

ε→0

∫ L

0

(
ε(v′ε)

2 + cεu
′
ε

)
dx+ d0L

= c0a+ d0L = c0(a− c0L) = 0,

(5.31)

and similarly

lim
ε→0

∫ L

0

(
(1− vε)2

4ε
− f2

ε (vε)(u
′
ε)

2

)
dx = lim

ε→0

∫ L

0
ε(v′ε)

2 dx+ d0L = −c2
0L. (5.32)

Therefore combining (5.30), (5.31), and (5.32) we find

lim
ε→0
Fε(uε, vε) = c2

0L+ 2 lim
ε→0

∫ L

0

(1− vε)2

4ε
dx =

∫ L

0
(u′)2 dx = F(u, 1), (5.33)

that is, the convergence of the energy holds.

Step 2b: fε(mε)→ α > 0. By monotonicity of fε

Fε(uε, vε) >
∫ L

0
f2
ε (vε)|u′ε|2 dx >

α2

2

∫ L

0
|u′ε|2 dx

for all ε sufficiently small; by the uniform bound (1.19) we then deduce that ‖uε‖H1(0,L) is

uniformly bounded, and therefore that the limit u belongs to H1(0, L). In particular u cannot
jump at L

2 and by (5.29) we conclude that u(x) = a
Lx and c0 = a

L .
To conclude the proof, we have to show that also in this case the convergence of the energy

holds if and only if c0 6
σc
2 . Assume first that c0 >

σc
2 : then for every δ > 0, by the uniform

convergences u′ε → c0 and fε(vε)→ 1 in (L2 − δ,
L
2 + δ)c we find

lim inf
ε→0

Fε(uε, vε) > lim inf
ε→0

∫
(L
2
−δ,L

2
+δ)c

f2
ε (vε)|u′ε|2 dx = c2

0(L− 2δ),

so that by letting δ → 0 we find

lim inf
ε→0

Fε(uε, vε) > c2
0L >

(
σcc0 −

σ2
c

4

)
L =

∫ L

0

(
σcu
′ − σ2

c

4

)
dx = F(u, 1),

that is, the convergence of the energy does not hold. If, instead, c0 6
σc
2 , then one can prove

that the convergence of the energy holds just by repeating the argument in Step 2a leading
to (5.33). �

Proof of Theorem 1.7. The result follows by combining Proposition 5.3, Proposition 5.5 and
Proposition 5.6. �
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6. Proof of the approximation of critical points

In this section we give the proof of Theorem 1.8. We premise a technical lemma to the
proof, which shows that it is possible to construct a solution vε to the ODE (4.6) which attains
the boundary conditions vε(0) = vε(L) = 1.

Lemma 6.1. Let cε ∈ (0, σc2 ) be such that supε cε <
σc
2 . Then there exists ε0 > 0 with the

following property: for every ε ∈ (0, ε0) there exists mε ∈ (0, zcε), with (1−mε)f(mε) 6 2cε,
such that the unique solution to the initial value problem

εv′′ε =
c2
εf
′
ε(vε)

f3
ε (vε)

+
vε − 1

4ε

vε(
L
2 ) = mε

v′ε(
L
2 ) = 0

(6.1)

satisfies vε(0) = vε(L) = 1. Moreover:

• if infε cε > 0 then infεmε > 0;
• if cε → 0 then mε → 0 and 2cε

f(mε)
→ 1.

Proof. Recall that the value zcε ∈ (0, 1) appearing in the statement is defined by the relation
(2.5). Since supε cε <

σc
2 we have that supε zcε < 1 and therefore by choosing ε0 small enough

we can guarantee that zcε < sε for all ε ∈ (0, ε0).
For all m ∈ (0, zcε) we consider the solution vε(· ;m) of the initial value problem (6.1) with

vε(
L
2 ;m) = m, which exists and is unique by Cauchy-Lipschitz Theorem. The solution is also

symmetric with respect to the point L
2 . The proof of the lemma amounts to show that we

can choose a value mε such that vε(L;mε) = 1.
Fix any m ∈ (0, zcε) such that (1 − m)f(m) 6 2cε. We first observe that, in the region

{vε < sε} (which contains an interval centered at the point L
2 , since m < sε and the solution

is symmetric), the rescaled function ṽε(t) := vε(
L
2 + εt;m) solves the initial value problem

(2.1a)–(2.1c) studied in Section 2, for α = cε. In view of Theorem 2.2, since we are assuming
(1−m)f(m) 6 2cε, the solution reaches the value sε in finite time, namely

∀m ∈ (0, zcε) with (1−m)f(m) 6 2cε ∃x1 = x1(m, ε) > L
2 such that vε(x1;m) = sε.

Furthermore, we can estimate x1 by applying Proposition 2.5 with η = sε: after a rescaling
we find

x1(m, ε) 6
L

2
+

Cε√
1− sε

where the constant C > 0 is independent of ε and m, since supε cε <
σc
2 (see (2.8)). By (1.7),

up to reducing the value of ε0 if necessary, we can therefore guarantee that

L

2
6 x1(m, ε) 6

3

4
L (6.2)

for all ε ∈ (0, ε0) and for all m ∈ (0, zcε) such that (1−m)f(m) 6 2cε.
In the following argument we work with a fixed ε ∈ (0, ε0) and we study the family of

solutions {vε(· ;m)} depending on the parameter m. By Theorem 2.2 it also follows that vε
is strictly increasing in (L2 , x1) with v′ε(x1;m) > 0. We let

x2 = x2(m, ε) := sup
{
x > x1(m, ε) : vε(· ;m) < 1 and v′ε(· ;m) > 0 in (x1, x)

}
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so that vε is strictly increasing in (L2 , x2). By multiplying (6.1) by v′ε and integrating in (L2 , x),
for x < x2, we find with a change of variables

ε

2
(v′ε(x))2 =

∫ x

L
2

εv′εv
′′
ε dt =

∫ x

L
2

(
c2
εf
′
ε(vε)

f3
ε (vε)

+
vε − 1

4ε

)
v′ε dt

=

∫ vε(x)

m

(
c2
εf
′
ε(s)

f3
ε (s)

+
s− 1

4ε

)
ds

=
c2
ε

2

(
1

f2
ε (m)

− 1

f2
ε (vε(x))

)
+

1

8ε

(
(1− vε(x))2 − (1−m)2

)
,

whence

(v′ε)
2 =

1

ε2

[(
(1− vε)2

4
− εc2

ε

f2
ε (vε)

)
−
(

(1−m)2

4
− c2

ε

f2(m)

)]
=: H(vε;m, ε) (6.3)

in (L2 , x2(m, ε)). Let

i(ε) := inf
s∈(sε,1)

(
(1− s)2

4
− εc2

ε

f2
ε (s)

)
and notice for later use that

− εc2
ε

f2
ε (sε)

6 i(ε) 6 −εc2
ε < 0. (6.4)

The map m 7→ (1−m)2

4 − c2ε
f2(m)

is strictly increasing for m ∈ (0, zcε) (by Proposition 2.1),

tends to −∞ as m → 0+ and vanishes if (1 − m)f(m) = 2cε. Hence there exists a unique
m̂ = m̂(ε) ∈ (0, zcε) such that (1− m̂)f(m̂) < 2cε and

i(ε)−
(

(1− m̂(ε))2

4
− c2

ε

f2(m̂(ε))

)
= 0.

By the definition (6.3) of the function H it follows that

inf
s∈(sε,1)

H(s; m̂(ε), ε) = 0, inf
s∈(sε,1)

H(s;m, ε) > 0 for all m ∈ (0, m̂(ε)).

In turn, since vε(x;m) ∈ (sε, 1) for x ∈ (x1(m, ε), x2(m, ε)), by (6.3) we have that

inf
x∈(x1(m,ε),x2(m,ε))

v′ε(x;m) = inf
s∈(sε,1)

√
H(s;m, ε) > 0 for all m ∈ (0, m̂(ε)). (6.5)

Then for m ∈ (0, m̂(ε)) the solution vε(· ;m) reaches the value 1 at the finite point x2(m, ε) ∈
(x1(m, ε),+∞).

Summing up, we have proved so far that for all m ∈ (0, m̂(ε)) there exist two points
x1(m, ε) ∈ (L2 ,

3
4L) and x2(m, ε) ∈ (x1(m, ε),+∞) such that

vε(x1(m, ε);m) = sε, vε(x2(m, ε);m) = 1.

The goal is now to show the existence of a value mε ∈ (0, m̂(ε)) such that x2(m(ε), ε) = L.
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By the continuous dependence of the solution to (6.1) on the initial value m, the point x2

is a continuous function of m. We can write by (6.3)

x2(m, ε) = x1(m, ε) +

∫ x2(m,ε)

x1(m,ε)

v′ε(x;m)√
H(vε(x;m);m, ε)

dx

= x1(m, ε) +

∫ 1

sε

ds√
H(s;m, ε)

6
3

4
L+ (1− sε)

(
inf

s∈(sε,1)
H(s;m, ε)

)− 1
2

(6.6)

and since limm→0+ infs∈(sε,1)H(s;m, ε) = +∞, we see that x2(m, ε) < L for all m sufficiently
small. On the other hand, for m = m̂(ε) we have

inf
x∈(x1(m̂(ε),ε),x2(m̂(ε),ε))

v′ε(x; m̂(ε)) = inf
s∈(sε,1)

√
H(s; m̂(ε), ε) = 0

and therefore x2(m̂(ε), ε) = +∞, which implies limm→m̂(ε)− x2(m, ε) = +∞. By continuity
of m 7→ x2(m, ε), we conclude that there exists mε ∈ (0, m̂(ε)) such that x2(mε, ε) = L and
therefore vε(L;mε) = 1, as claimed.

We eventually prove the second part of the statement. By (6.6) it also follows that

1

ε2

[
i(ε)−

(
(1−mε)

2

4
− c2

ε

f2(mε)

)]
= inf

s∈(sε,1)
H(s;mε, ε) 6

16(1− sε)2

L2
.

By elementary manipulations in the previous inequality, and recalling that by construction
(1−mε)f(mε) < 2cε, we find

(1−mε)
2

4
6

c2
ε

f2(mε)
6

16ε2(1− sε)2

L2
− i(ε) +

(1−mε)
2

4
. (6.7)

Suppose that infε cε > 0. If by contradiction mε → 0, then by passing to the limit as ε → 0
in (6.7) we would have that the middle term would tend to +∞, whereas the right-hand side
would tend to 1

4 (since i(ε) → 0 by (6.4)). This contradiction proves that if infε cε > 0 then
infεmε > 0.

Similarly, if cε → 0 then by (1−mε)f(mε) < 2cε we must have mε → 0. Again by passing
to the limit as ε→ 0 in (6.7) we easily deduce that 2cε

f(mε)
→ 1. �

Proof of Theorem 1.8. We divide the proof into three cases according to the form of the
critical point ū, as in the statement of the theorem.

Case (i). Assume ū(x) = a
Lx for some a > 0. In this case it is sufficient to take uε(x) = a

Lx
and vε(x) ≡ 1. Since f ′ε(1) = ψ′ε(1) = 0, it is immediately checked that the pair (uε, vε) is
indeed a solution to (1.17a)–(1.17d).

Case (ii). Assume ū(x) = c0x+ (a− c0L)χ(L
2
,L)(x) with c0 ∈ (0, σc2 ) and g′(a− c0L) = 2c0.

We apply Lemma 6.1 with cε = c0 for all ε, to find values mε and functions vε solving (6.1)
such that vε(0) = vε(L) = 1. Notice also that m0 := infεmε > 0. We define

uε(x) :=

∫ x

0

c0

f2
ε (vε(x))

dx
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and we obtain that (uε, vε) is a family of critical points for Fε, i.e. they solve the system of

equations (1.17a)–(1.17d) for aε :=
∫ L

0
c0

f2ε (vε)
dx. To conclude, we need to show that aε → a

and that uε → ū in L1([0, L]).
To this aim, we first show that the equiboundedness of the energy (1.19) holds for the

family (uε, vε). By the construction in Lemma 6.1 the function vε obeys the equation (6.3)
(with cε = c0 and m = mε). Denoting by Hε(s) := H(s;mε, ε) the function appearing in
(6.3), we have for all s ∈ (mε, 1) after some elementary manipulations

Hε(s) =
1

4ε2f2
ε (s)

[
(1− s)2f2

ε (s)− (1−mε)
2f2
ε (mε)

]
+
f2
ε (s)− f2

ε (mε)

4ε2f2
ε (s)

( 4c2
0

f2(mε)
− (1−mε)

2
)

>
1

4ε2f2
ε (s)

(
(1− s)2f2

ε (s)− (1−mε)
2f2
ε (s)

)
where we used the monotonicity of the map fε and the fact that (1−mε)f(mε) 6 2c0 by the

construction in Lemma 6.1. Then, denoting by f̃(s) := (1−s)f(s) (which is strictly increasing
by assumption (f3)), we have∫ L

0
f2
ε (vε)(u

′
ε)

2 dx = c2
0

∫ L

0

dx

f2
ε (vε(x))

6 c2
0

∫
{vε6sε}

|v′ε|
f2
ε (vε)

√
Hε(vε)

dx+
c2

0 |{vε > sε}|
f2
ε (sε)

6 2c2
0

∫ sε

mε

ds

f2
ε (s)

√
Hε(s)

+
Lc2

0

f2
ε (sε)

6 4c2
0

∫ sε

mε

ds

f(s)
(
f̃2(s)− f̃2(mε)

)1/2 +
Lc2

0

f2
ε (sε)

.

(6.8)

For s ∈ (mε, sε) we write f̃(s) − f̃(mε) = f̃ ′(ζε(s))(s −mε) for some point ζε(s) ∈ (mε, s).

Since ζε(s) > mε > m0 > 0, in view of assumptions (f3) and (f5) we have that f̃ ′(ζε(s)) >
C(1−ζε(s))3 > C(1−s)3 for all s ∈ (mε, sε) and for a constant C independent of ε. Therefore∫ L

0
f2
ε (vε)(u

′
ε)

2 dx 6
4c2

0√
2Cf̃(mε)

∫ sε

mε

ds

f(s)
√
s−mε(1− s)3/2

+
Lc2

0

f2
ε (sε)

6
4c2

0√
2Cf̃(mε)

1

f̃(mε)

∫ sε

mε

ds
√
s−mε

√
1− s

+
Lc2

0

f2
ε (sε)

6 C ′
(6.9)

for another constant C ′ uniform in ε. By multiplying (6.1) by (vε − 1) and integrating, after
integration by parts we have∫ L

0

(
ε(v′ε)

2 +
(1− vε)2

4ε

)
dx = c2

0

∫ L

0

(1− vε)f ′ε(vε)
f3
ε (vε)

dx

6 sup
s∈(mε,1)

(
(1− s)f ′ε(s)

fε(s)

)∫ L

0
f2
ε (vε)(u

′
ε)

2 dx 6 C ′′
(6.10)

for a constant C ′′ independent of ε, where the last estimate follows by (6.9) and from the
assumptions (f4), (ψ1), (ψ2), (ψ3) and by (1.7) (recalling that mε > m0 > 0).

Combining (6.9) and (6.10) we obtain that supεFε(uε, vε) < +∞. The critical points
(uε, vε) then satisfy the assumption of Theorem 1.7. Since limε→0mε ∈ (0, 1), we are in
case (ii) and we can conclude that up to extraction of a subsequence uεk → u0 in L1([0, L]),
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where u0(x) = c0x+ (a0− c0L)χ(L
2
,L)(x), a0 = limk aεk , and g′(a0− c0L) = 2c0. Since we also

have g′(a − c0L) = 2c0 and g′ is injective in (0, sfrac) by Proposition 3.6, we conclude that
a0 = a and u0 = ū. Hence, as the limit of any subsequence of uε converges to ū, we conclude
that uε → ū in L1([0, L]).

Case (iii). Assume that sfrac is finite (i.e. f ′(0) > 0 by Proposition 3.7) and that ū(x) =
aχ(L

2
,L)(x) with a = sfrac.

Take any sequence cε → 0, with cε > 0, and apply Lemma 6.1 to find values mε and
functions vε solving (6.1) such that vε(0) = vε(L) = 1. Notice also that mε → 0 and

2cε
f(mε)

→ 1. We define

uε(x) :=

∫ x

0

cε
f2
ε (vε(x))

dx

and we obtain that (uε, vε) is a family of critical points for Fε, i.e. they solve the system of

equations (1.17a)–(1.17d) for aε :=
∫ L

0
cε

f2ε (vε)
dx. To conclude, we need to show that aε → sfrac

and that uε → ū in L1([0, L]).
As in the previous step, we first show that the equiboundedness of the energy (1.19) holds

for the family (uε, vε). We indeed have, similarly to (6.8), for δ > 0,

aε =

∫ L

0

cε
f2
ε (vε)

dx 6 4cε

∫ δ

mε

ds

f(s)
(
f̃2(s)− f̃2(mε)

)1/2 +
4cε(1− δ)

f(δ)
(
f̃2(δ)− f̃2(mε)

)1/2 +
Lcε
f2
ε (sε)

6 4cε sup
s∈(mε,δ)

(
1− s
f̃ ′(s)

)∫ δ

mε

f̃ ′(s) ds

f̃(s)
(
f̃2(s)− f̃2(mε)

)1/2 + Cδcε

= 4cε sup
s∈(mε,δ)

(
1− s
f̃ ′(s)

)∫ f̃(δ)

f̃(mε)

dt

t
(
t2 − f̃2(mε)

)1/2 + Cδcε

=
4cε

f̃(mε)
sup

s∈(mε,δ)

(
1− s
f̃ ′(s)

)
arctan

((
f̃2(δ)− f̃2(mε)

)1/2
f̃(mε)

)
+ Cδcε,

where Cδ is a constant depending on δ, for ε is small enough. Now, using the fact that cε → 0,
mε → 0, f ′(0) > 0 and that 2cε

f(mε)
→ 1, one can see that the right-hand side in the previous

chain of inequalities is uniformly bounded. Therefore

sup
ε
aε < +∞, lim

ε→0

∫ L

0
f2
ε (vε)(u

′
ε)

2 dx = lim
ε→0

cεaε = 0. (6.11)

Coming to the energy of vε, we fix δ ∈ (0, 1) and as in (6.10) we have∫ L

0

(
ε(v′ε)

2 +
(1− vε)2

4ε

)
dx = c2

ε

∫ L

0

(1− vε)f ′ε(vε)
f3
ε (vε)

dx

6
cε

f(mε)

(
sup

s∈(mε,δ)
f ′(s)

)∫
{vε6δ}

cε
f2
ε (vε)

dx

+ sup
s∈(δ,1)

(
(1− s)f ′ε(s)

fε(s)

)∫
{vε>δ}

f2
ε (vε)(u

′
ε)

2 dx.

Again by (6.11), by 2cε
f(mε)

→ 1, and by all the assumptions on fε, it is possible to check that

the previous quantities are uniformly bounded with respect to ε. Hence supεFε(uε, vε) < +∞.
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The critical points (uε, vε) then satisfy the assumption of Theorem 1.7. Since limε→0mε =
0, we are in case (iii) and, as at the end of the previous step, we can conclude that uε → ū in
L1([0, L]) and a = sfrac. �

Acknowledgments. The authors are thankful to Cinzia Soresina for fruitful conversations
and to Matteo Focardi for valuable suggestions. MB and FI are members of the GNAMPA
group of the Istituto Nazionale di Alta Matematica (INdAM).

References

[1] R. Alessi, J.-J. Marigo, and S. Vidoli, Gradient damage models coupled with plasticity and nucleation
of cohesive cracks, Arch. Ration. Mech. Anal., 214 (2014), pp. 575–615.

[2] R. Alicandro, A. Braides, and J. Shah, Free-discontinuity problems via functionals involving the
L1-norm of the gradient and their approximations, Interfaces Free Bound., 1 (1999), pp. 17–37.

[3] R. Alicandro and M. Focardi, Variational approximation of free-discontinuity energies with linear
growth, Commun. Contemp. Math., 4 (2002), pp. 685–723.

[4] S. Almi, Energy release rate and quasi-static evolution via vanishing viscosity in a fracture model depend-
ing on the crack opening, ESAIM Control Optim. Calc. Var., 23 (2017), pp. 791–826.

[5] S. Almi, S. Belz, and M. Negri, Convergence of discrete and continuous unilateral flows for Ambrosio-
Tortorelli energies and application to mechanics, ESAIM Math. Model. Numer. Anal., 53 (2019), pp. 659–
699.

[6] L. Ambrosio and V. M. Tortorelli, Approximation of functionals depending on jumps by elliptic
functionals via Γ-convergence, Comm. Pure Appl. Math., 43 (1990), pp. 999–1036.

[7] L. Ambrosio and V. M. Tortorelli, On the approximation of free discontinuity problems, Boll. Un.
Mat. Ital. B (7), 6 (1992), pp. 105–123.

[8] M. Artina, F. Cagnetti, M. Fornasier, and F. Solombrino, Linearly constrained evolutions of
critical points and an application to cohesive fractures, Math. Models Methods Appl. Sci., 27 (2017),
pp. 231–290.

[9] J.-F. Babadjian and V. Millot, Unilateral gradient flow of the Ambrosio-Tortorelli functional by min-
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