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Abstract. The interior regularity of area-minimizing integral currents and semi-calibrated
currents has been studied extensively in recent decades, with sharp dimension estimates
established on their interior singular sets in any dimension and codimension. In stark
contrast, the best result in this direction for general almost-minimizing integral currents
is due to Bombieri in the 1980’s, and demonstrates that the interior regular set is dense.

The main results of this article show the sharpness of Bombieri’s result by constructing
two families of examples of area almost-minimizing integral currents whose flat singular
sets contain any closed, empty interior subset K of an m-dimensional plane in Rm+n.
The first family of examples are codimension one currents induced by a superposition of
Ck,α∗ graphs with K contained in the boundary of their zero set. The second family of
examples are two dimensional area almost-minimizing integral currents in R4, whose set
of branching singularities contains K.

1. Introduction and main results

Suppose that T is an m-dimensional integral current in in Rm+n. Recall that a point
x ∈ spt(T ) is called an interior regular point if there is a ball Br(x) and there exists an
α > 0 so that spt(T ) is a C1,α embedded submanifold of Rm+n without boundary in Br(x).
A point x ∈ spt(T ) \ spt(∂T ) is called an interior singular point if it is not regular. The
set of interior singular points is denoted by Sing(T ). Given an open subset U ⊂ Rm+n, T
is called area-minimizing in U if it satisfies

‖T‖(U) ≤ ‖T + ∂S‖(U),

for any (m + 1)-dimensional integral current S supported in U , where ‖T‖ denotes the
m-dimensional mass measure induced by T . Questions about the regularity of an m-
dimensional area-minimizing integral current T have fundamentally shaped the develop-
ment of geometric measure theory and calculus of variations. In codimension 1, i.e., when
n = 1, the works of Allard, Almgren, Bombieri, De Giorgi, Giusti, Federer, Fleming, and
Simons show that the Hausdorff dimension of Sing(T ) is at most m − 7, see [Mag12] for
more detailed references.

In higher codimension, the situation is much more delicate. The monograph of Almgren
[Alm00] showed that the Hausdorff dimension of Sing(T ) is at most m−2. This dimension
bound is sharp in light of examples arising from holomorphic varieties with branching
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singularities, such as
{wQ = zp : (z, w) ∈ C2} ,

where p > Q ≥ 2 are coprime integers. Almgren’s theory has since been simplified and
made more transparent in the series of works [DLS11, DLS15, DLS14, DLS16a, DLS16b].

In this article we study the regularity of area almost-minimizers. We say that an m-
dimensional integral current T is (C0, 2α,R0)-almost minimizing in an open subset U ⊂
Rm+n if it has the following property: for all r ≤ R0 and Br(x0) b U ,

(1.1) ‖T‖(Br(x0)) ≤ ‖T + ∂S‖(Br(x0)) + C0r
m+2α,

for all (m + 1)-dimensional integral currents S with spt(S) b Br(x0). Extending [Alm76]
from almost minimal varifolds to almost area-minimizing currents, Bombieri showed in
[Bom82] that the interior regular set is dense for any almost-minimizer with the following
property in place of (1.1): given a fixed compact subset F of U , for all r ≤ R0 and
Br(x0) b F it holds that

(1.2) ‖T‖(Br(x0)) ≤ ‖T + ∂S‖(Br(x0)) + C0r
2α‖T + ∂S‖(F )

for all (m+ 1)-dimensional integral currents S with spt(S) b Br(x0). 1

This article shows that Bombieri’s result cannot generally be strengthened, and demon-
strates the impossibility of extending the known regularity theory for area minimizers to
the class of (C0, 2α,R0)-almost minimizing currents. This is done by two types of example
for which the collection of flat singularities of multiplicity Q, denoted by FQ(T ), is large. In
general, it appears that the notion of (C0, 2α,R0)-almost minimality cannot be immediately
compared to that introduced by Bombieri. However, our examples satisfy both notions of
almost-minimality (see Remark 3.2). It is well-known that in the codimension 1 and multi-
plicity 1 setting (i.e., when n = 1 = Q), the singular set for area almost-minimizers satisfies
the same dimension bounds as minimizers [Tam84]; see also [Mag12] for a nice exposition
on this vein of results. The main machinery in those settings is a “flat implies smooth”
ε-regularity argument, which breaks down in higher codimension and in the presence of
higher multiplicities. So, necessarily, both types of almost-minimizing integral currents
constructed here will have a large set of interior flat singularities.

The first type of example, giving rise to Theorem 1.1, is a superposition of single-valued

Ck,α∗ graphs {fi}Qi=1, for any k ∈ N, α∗ ∈ (0, 1], inducing a (C0, 2
k+α∗−1
k+α∗

, R0)-almost

minimizing m-dimensional integral current T in Rm+1. In this example, we prescribe a
compact set with empty interior K in the domains of fi so that FQ(T ) contains the set
K. Theorem 1.1 is heavily motivated by the recent work of [DEGT23] which demonstrates
that almost-minimizers of the 2-phase Bernoulli free boundary problem can have a larger
set of branch points than that expected for minimizers. In that context, branch points are
regular points of the free boundaries, but are points at which the two free boundaries have
no better regularity than C1,α and meet tangentially to form a “cusp-like” structure.

1In fact, Bombieri demonstrated this for a larger class of gauge functions r 7→ ω(r) that satisfy a
suitable Dini condition, which in particular includes r 7→ r2α for α > 0. This is however compensated by
his definition of the regular set being that where spt(T ) is locally merely C1 in place of C1,α.
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Bombieri’s result [Bom82] can be rephrased as saying that for any area almost-minimizing
integral current T (in the sense (1.2)), Sing(T ) is a relatively closed subset of spt(T ) with
relatively empty interior. Theorem 1.1 demonstrates that one may prescribe Sing(T ) to
contain an arbitrary such set embedded in Rm × {0}n.

Theorem 1.1. Let Q ∈ N≥2, α ∈ (0, 1), and K ⊂ Rm × {0} ⊂ Rm+1 be a closed set with

relatively empty interior. Choose k ∈ N and α∗ ∈ (0, 1] so that α = k+α∗−1
k+α∗

. Then there
exists C0, R0 > 0 depending only on m, k and α∗ and there exists an m-dimensional integral

current T = GF where F =
∑Q

i=1JfiK with fi ∈ Ck,α∗(Rm;R) such that T is (C0, 2α,R0)-
almost minimizing in Rm+1 and has a singular set satisfying Sing(T ) = FQ(T ) ⊃ K.

Letting α = k+α∗−1
k+α∗

and choosing k arbitrarily large, Theorem 1.1 produces a (C0, 2α,R0)-
almost minimizing integral current with a large singular set for α arbitrarily close to 1.
However, Theorem 1.1 leaves open the question of whether or not there is a (C0, 2, R0)-
almost minimizing integral current with large singular set.

Remark 1.2. Note that when Q = 1, the integral current induced by any C1,α graph of an
Rn-valued function is (C0, 2α,∞)-almost minimizing in Rm+n for some C0, R0 > 0. How-
ever, no such current has any singularities, since by definition, there exists a neighborhood
of every point where spt(T ) is a C1,α embedded submanifold of Rm+n.

In light of Remark 1.2, Theorem 1.1, and [Tam84], one could reasonably wonder if
any area almost-minimizing integral current is a superposition of sheets each with better
regularity than the full current, at least up to a small singular set. In Theorem 1.3,
we show that this is not necessarily possible by constructing a family of area almost-
minimizers which patch together re-scaled and translated cut-offs of the current induced
by the branched holomorphic variety {zQ = wQk+1} in such a way that the branching
singularities accumulate toward an arbitrary relatively closed subset with empty interior.

Theorem 1.3. Let Q ∈ N≥2, k ∈ N, and α := Qk+1−Q
Qk+1 . There exists C0, R0 > 0 depending

only on k and Q, so that for any closed K ⊂ R2×{0} ⊂ R4 with empty interior, there exists
a (C0, 2α,R0)-almost minimizing 2-dimensional integral current T in R4 with a (genuinely)
branched singular set Sing(T ) = FQ(T ) ⊃ K.

In addition to showing that area almost-minimizing integral currents are not generally
superpositions of regular surfaces like in Theorem 1.1, this shows that the genuine branch
points of a two-dimensional area almost-minimizer can be prescribed to contain any closed
subset of a two-dimensional plane with empty interior. In particular, not only is it in
sharp contrast with the work of [DLSS18, DLSS17, DLSS20], where it is demonstrated
that two-dimensional semi-calibrated currents have isolated singularities, but it also shows
the drastic failure of the (m − 2)-dimension bound [Spo19] for the set of genuine branch-
ing singularities for semi-calibrated currents. Semi-calibrated currents form a subclass of
(C0, 1, R0)-almost minimizing currents for some C0, R0 > 0, but the error from minimal-
ity has a very specific structure coming from the semi-calibration, therefore allowing for
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improved regularity. This article confirms that without the additional structure on the
permitted error,2 one cannot hope for an analogous regularity theory.

The following example demonstrates precisely how Theorem 1.1 and Theorem 1.3 can
be used to explicitly create an almost area-minimizing current with singular sets whose
mass is arbitrarily close to that of the entire current.

Example 1.4. Let {xi} ⊂ π0 := Rm×{0}n ⊂ Rm+n enumerate the rational points, Q = 2,
and α ∈ (0, 1). For each ε > 0, write Bε

i := Bε2−i(xi). Then the set Kε := π0 \ ∪iBε
i is

relatively closed with empty interior in π0, and for every x ∈ π0 we have the lower estimate
|Kε ∩Br(x)| ≥ ωm

(
rm − εm

2m−1

)
for the m-dimensional Lebesgue measure of Kε ∩Br(x).

By Theorem 1.1 (or Theorem 1.3 if m = 2 = n), there exists a current Tε which is a
(C0, 2α,R0) almost-minimizer for area whose singular set contains Kε and with C0 and R0

independent of ε. Moreover, ‖Tε‖(Cr(x, π0)∩Kε) = 2|Kε∩Br(x)| and Tε is induced by the
superposition of graphs of two Lipschitz functions whose Lipschitz constants converge to 0
as ε converges to zero (see Lemma 3.1). Thus, the family of (C0, 2α,R0) almost-minimizers
of area {Tε} has the property that

lim
r↑∞

‖T1/2‖
(
Cr(x, π0) ∩ Sing(T1/2)

)
‖T1/2‖ (Cr(x, π0))

= lim
ε↓0

‖Tε‖ (C1(x, π0) ∩ Sing(Tε))

‖Tε‖ (C1(x, π0))
= 1 ∀x ∈ π0.

That is, the singular set (branched singular set when m = 2 = n) has mass arbitrarily close
to the entirety of ‖Tε‖ in C1(x, π0) as ε ↓ 0, and the same holds true for T1/2 in Cr(x, π0)
as r ↑ ∞.

It is instructive to compare Theorem 1.1 to the recent work [Sim23], which shows that
for any compact set K ⊂ Rm−7 × {0} ⊂ Rm+1, there exists a smooth metric on Rm+1 and
an m-dimensional stable minimal hypersurface whose singular set is K. A similar result
in the framework of higher codimension area-minimizing integral currents was demon-
strated by Liu in [Liu21], where it was shown that for any compact subset K ⊂ Rm−2,
there exists a smooth (m + 3)-dimensional manifold Σ and an m-dimensional homologi-
cally area-minimizing (calibrated) surface contained in Σ, whose interior singular set is K.
However, in the former case, the singularities are modeled on Simons’ cone, thus lying in
the (m − 7)-stratum, while in the latter case, the singularities are modeled on “crossing-
type” singularities formed by transverse self-intersections of the surface, thus lying in the
(m − 2)-stratum (cf. [Liu21, Remark 5]). In particular, these are not flat singularities.
Moreover, the ambient metric in both [Sim23] and [Liu21] is merely smooth, not real ana-
lytic. While stable minimal surfaces are not in general almost area-minimizing, stable min-
imal surfaces clearly enjoy significantly better regularity properties, in light of the contrast
between [Wic14] and this article. Nevertheless, the constructions in [Sim23, Liu21] demon-
strate that even under more robust structural assumptions such as being area-minimizing
or being a stable minimal hypersurface, fractal singular sets are permitted, albeit lower
dimensional and with only a smooth ambient metric.

2For example, having an elliptic PDE constraint on the current, like in the semi-calibrated case.



5

Acknowledgments. Some of this work was completed while the authors visited SLMath
(formerly MSRI), supported by the NSF grant FRG-1853993. A.S. acknowledges further
support from FRG-1854147 and thanks Camillo De Lellis for his helpful comments and
Reinaldo Resende for his interest and for numerous useful discussions.

2. Background and preliminaries

2.1. Notation and background. Throughout, we will consider m-dimensional integral
currents in Rn+m which are induced by graphs of functions which are Ck,α∗ for some
m,n, k ∈ N and α∗ ∈ (0, 1]. We let C,C0, C1, . . . denote constants, whose dependencies
will be given when they are introduced. We will at times use the notation . and ',
to suppress multiplicative constants. If these constants depend only on m and n, there
will be no subscript, meanwhile we include any other dependencies in subscripts. We let
π, πi, $ denote m-dimensional planes (namely, affine subspaces) in Rm+n, while and π⊥

denotes the n-dimensional plane orthogonal to π. We denote by pπ : Rm+n → π the
orthogonal projection onto π, while p⊥π denotes the orthogonal projection onto π⊥. Br(x)

and Br(x) will respectively denote an open and closed (m+n)-dimensional Euclidean ball

of radius r centered at x. We let Br(x, π), Br(x, π) respectively denote the open and

closed m-dimensional disks Br(x) ∩ π and Br(x) ∩ π of radius r centered at x in a given
m-dimensional plane π ⊂ Rm+n passing through x; the dependency on the plane will be
omitted if clear from context. We let Cr(x, π) denote the (m + n)-dimensional cylinder
Br(pπ(x), π) × π⊥. Given an m-dimensional current T , ‖T‖ denotes the mass measure
induced by T , while ∂T denotes the (m− 1)-dimensional current which is the boundary of
T and spt(T ) denotes the support of the current. We use ωm to denote the m-dimensional
Hausdorff measure of the m-dimensional unit disk.

As an abuse of notation which should be easily discernible from context, | · | will denote
the Euclidean norm of vectors, the norm induced by the metric on the Grassmannian
G(m,m + n) of m-dimensional linear subspaces of Rm+n, and also the m-dimensional
Lebesgue measure of subsets of a given m-dimensional plane. For a matrix B, we let Bt

denote its transpose. AQ(π⊥) denotes the space of Q-tuples of vectors in π⊥ (cf. [DLS11]).
We use the notation ∇ for the gradient of a function on an m-dimensional plane, with
respect to a canonical orthonormal choice of coordinates on that plane. Given Lipschitz
functions f : Ω→ π⊥0 and F : Ω→ AQ(π⊥0 ) on an open subset Ω of an m-dimensional plane
π0 ⊂ Rm+n, gr(f) ⊂ Rm+n denotes the graph of f , while GF denotes the m-dimensional
current induced by the multi-graph of F (cf. [DLS15, Definition 1.10]). Given measurable

functions f1, . . . , fQ : Ω → π⊥0 , we write F =
∑Q

i=1JfiK for the Q-valued map with a
decomposition into fi (cf. [DLS11, Definition 1.1]). For a constant Λ > 0, we let LipΛ

denote the space of Lipschitz functions with Lipschitz constant bounded above by Λ. We
use supp(f) to denote the support of functions f .

2.2. Key preliminary results. In this section we prove an important preliminary result
(Proposition 2.2), demonstrating that controlling pairwise gradient deviations for a super-
position of C1,α graphs guarantees a (C0, 2α,R0)-almost minimality estimate in a ball of
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any sufficiently small radius in Rm+n. This will be a key tool for proving both Theorem
1.1 and Theorem 1.3.

We first state the following important lemma, which not only will be crucial in the proof
of Proposition 2.2 below, but is in addition a powerful tool in its own right, due to the
flexibility inherent in the domain Ω′ being any open set and the simplicity of verifying
the hypotheses therein for explicitly constructed sets Ω′. Indeed, it will also be used
independently in the proof of Theorem 1.3.

Lemma 2.1. Fix q ∈ N and α ∈ (0, 1). Let π ⊂ Rm+n be an m-dimensional plane. Let Ω′

be an open subset of π. Suppose that there exist gi, . . . , gq ∈ C1(Ω′;π⊥), points {xi}qi=1 ⊂ Ω′

and constants C1, C2, C3 > 0 so that:

(i) |∇gi0(xi0)| ≤ C1(diam Ω′)α for some i0 ∈ {1, . . . , q};
(ii) for all i 6= j,

(2.1) |∇gi(xi)−∇gj(xi)| ≤ C2(diam Ω′)α;

(iii) and for all y, z ∈ Ω′,

|∇gi(y)−∇gi(z)| ≤ C3(diam Ω′)α.

Then there exists C̄ = C̄(C1, C2, C3) such that

(2.2)

q∑
i=1

∫
Ω′
|∇gi|2 ≤ C̄q(diam Ω′)2α|Ω′|.

Proof of Lemma 2.1. Let r := diam Ω′ and relabel indices if necessary so that property (i)
holds for i0 = 1. Then, for all x ∈ Ω′ and all 1 ≤ i ≤ q, we have

|∇gi(x)| ≤ |∇gi(x)−∇gi(x1)|+ |∇gi(x1)−∇g1(x1)|+ |∇g1(x1)| ≤ (C3 + C2 + C1)rα

Squaring and integrating over Ω′, this completes the proof. �

The following Proposition uses Lemma 2.1 to provide a sufficient condition for a q-valued
graph to induce an area almost-minimizing integral current.

Proposition 2.2. Fix q ∈ N, α ∈ (0, 1), r > 0, and x0 ∈ Rm+n. Denote Rm ≡ Rm×{0}n ⊂
Rm+n and Rn ≡ (Rm × {0}n)⊥. Let x′0 := pRm(x0) and M > 0. Then there exists a
constant R0 > 0 depending on m,n and M such that the following holds for each r ≤ R0.
Suppose that f1, . . . , fq ∈ C1,α ∩ Lip1/4(B2r(x

′
0);Rn) with maxi[∇fi]C0,α(B2r(x′0)) ≤M , and

gr(fi) ∩Br(x0) 6= ∅. If for every pair of indices i < j we have

(2.3) |∇fi(x)−∇fj(x)| ≤ C4|fi(x)− fj(x)|α ∀x ∈ B2r(x
′
0),

then the multivalued function F1 :=
∑q

i=1JfiK satisfies

(2.4) ‖GF1‖(Br(x0)) ≤ ‖GF1 + ∂S‖(Br(x0)) + C0r
m+2α

for some constant C0 = C0(C4,m, n, q, α,M) > 0, for all (m + 1)-dimensional integral
currents S supported in Br(x0).
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Remark 2.3. If fi ∈ C1,α∗(Rm;Rn), the requirement fi ∈ Lip1/4(Rm;Rn) could be re-
moved. The reason this small Lipschitz requirement appears is due to formulating the
proposition in a localized way so that information on the Hölder semi-norm at scale 2r
implies a reparametrization at scale r. This is done for the sake of exposition in the proof
of Theorem 1.3. At the cost of making the ratio larger (and consequently R0 smaller, see
the hypothesis (A.1) of Proposition A.1) the Lipschitz constant need only be finite, which
is implied by fi ∈ C1,α∗(Rm;Rn).

Although Proposition 2.2 merely requires fi ∈ C1,α(B2r(x
′
0)), it is instructive to think

of the functions fi in Proposition 2.2 as being in Ck,α∗ for some α∗ ∈ (0, 1] and consider
α = k+α∗−1

k+α∗
. This is the context in which Proposition 2.2 will be applied when proving

Theorem 1.1 and Theorem 1.3, and helps explain the presence of the exponent k+α∗−1
k+α∗

: if

f ∈ Ck,α∗ and x′0 ∈ Rm is such that ∂βf(x′0) = 0 for all multi-indices β with |β| ≤ k, then{
|f(x)− f(x′0)| . |x− x0|k+α∗

|∇f(x)−∇f(x′0)| . |x− x′0|k+α∗−1 =
(
|x− x′0|k+α∗

) k+α∗−1
k+α∗ .

See also Proposition 2.5 for more insight on the relationship between k, α, α∗.

Remark 2.4. When q = 1, (2.3) is a vacuous hypothesis. So, when k = 1, the conclusion
of Proposition 2.2 follows merely from the C1,α-regularity of the one function fi. This
recovers the sharp exponent between area almost-minimizing integral currents and C1,α

graphs, see [DS02].
When q ≥ 2, the hypothesis (2.3) assumes roughly that despite being merely C1,α-

regular, the graphs of fj meet tangentially in a way that their difference tangentially
approaches zero like a C1,α∗ function (cf. Proposition 2.5 below). When α < 1 = k, we
have α∗ = α

2−α > α = α∗
1+α∗

∈ (0, 1
2 ]. This means in the multi-sheeted setting, to conclude

that the corresponding multi-valued graph is an area almost-minimizer with error exponent
2α our techniques require strictly more regularity on fj than in the single-sheeted setting.
Nonetheless, this gap appears to be necessary in our methods, because it can happen that
a ball Br(x0) intersects two sheets Jgr(f1)K, Jgr(f2)K that are mutually disjoint in Br(x0),
with |∇f1(x)−∇f2(x)| � rα for all x ∈ Br(pπ0(x0)).

The following proposition demonstrates that in codimension one, the hypothesis (2.3)
in Proposition 2.2 follows from the pointwise property of pairwise tangential touching for
a collection of C1,α∗ graphs. We will not make use of this proposition in the proofs of the
main results. However, not only is it instructive in gaining a deeper understanding behind
the relationship of the exponents α and α∗, but it also allows one to conclude that any
superposition of ordered C1,α∗-graphs is area almost-minimizing; see Remark 2.6 below.

Proposition 2.5. Fix Q > 1, and α∗ ∈ (0, 1]. Let Rm ≡ Rm × {0} ⊂ Rm+1 and let
R ≡ (Rm×{0})⊥. Suppose that f1, . . . , fQ ∈ C1,α∗ ∩Lip1/4(Rm;R) and that fi satisfies the
property for all i 6= j:

(2.5) fi(x) = fj(x) =⇒ ∇fi(x) = ∇fj(x) ∀x ∈ Rm.
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Choose C4 = 2 max{1,maxi 6=j [∇fi−∇fj ]C0,α∗}. Then the functions {fi} satisfy (2.3) with

α = α∗
1+α∗

for all x ∈ Rm, with this choice of C4. In particular, for F :=
∑Q

i=1JfiK, the

current GF is a (C0, 2α,R0)-almost minimizing current in Rm+1, for C0, R0 given by
Proposition 2.2.

We again recall that the assumption fi ∈ Lip1/4(Rm;R) could be dropped at the expense
of shrinking R0, see Remark 2.3.

Remark 2.6. If f1 ≤ · · · ≤ fQ are C1,α∗(Rm;R) functions, then they necessarily satisfy
(2.5). In particular, Proposition 2.5 and Remark 2.3 imply that the current T = GF

associated to the graph of F =
∑Q

i=1JfiK is a (C0, 2α,R0)-almost minimizing current for
some C0, R0 > 0.

Proof of Proposition 2.2. Fix a ball Br(x0) as in the statement of the proposition. Let π1

denote the m-dimensional tangent plane to Gf1 at some point (y0, f1(y0)) ∈ Br(x0).
We will apply Proposition A.1 to the plane $ = π1 to reparametrize each fi over

Br(pπ1(x0);π1) by some functions gi, which we will show satisfying the hypotheses of
Lemma 2.1. Since these gi will have the same graph as fi after intersecting with Br(x0),
the conclusion of Lemma 2.1 confirms (2.4) and will complete our proof.

We first check the hypotheses of Proposition A.1, under the assumptions

δ =
1

2
, σ =

1

2

[
1 + max

i
Lip(fi)

]
, max

i
Lip(fi) ≤

1

4
.

Let A : Rm → Rn have graph parallel to π1. Since ∇A = ∇f1(y0), it follows that Λ :=
maxi Lip(fi − A) ≤ 2 maxi Lip(fi) ≤ 1

2 . Moreover, since gr(fi) ∩ Br(x0) 6= ∅ there exists
xi ∈ Br(x

′
0) with |(xi, fi(xi)) − x0| ≤ r. Writing x0 = (x′0, x̄), we have |fi(x′0) − x̄| ≤

|x′0 − xi|Lip(fi) + |fi(xi)− x̄| ≤ (1 + 1
4)r.

So, the choice of δ = 1
2 is indeed valid since the above assumptions yield

1

2
≤ 1√

1 + Λ2
− σmaxi Lip(fi)√

1 + maxi Lip(fi)2
,

confirming (A.1). Since by assumption fi ∈ C1,α(B2r(x
′)) we can apply Proposition A.1 to

construct gi ∈ C1,α(Br(pπ1(x0));π1);π⊥1 ) so that gr(gi) = gr(f)∩Cr(x0;π1). In particular,
if G =

∑q
i=1, JgiK then

(2.6) GG = GF1 Cr(x0;π1).

Thus, ∂
(

(pπ1)]GF1

)
Br(pπ1(x0)) = 0. Hence, by (2.6) and the fact that G is q-valued

it follows that

(2.7) (pπ1)]GF1 Cr(x0, π1) = qJBr(pπ1(x0))K.

We now claim that for r small enough the gi satisfy the hypotheses of Lemma 2.1. Indeed,
by our choice of π1, we have ∇f1(y0) = ∇A(y0), which in particular tells us that ∇g1(ζ0) =
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0 at some point ζ0 ∈ Br(pπ1(x0)). Proposition A.1(2), (3), and (A.2) and the hypotheses
maxi Lip(fi) ≤ 1

4 and maxi[∇fi]Cα ≤M tells us that for each x ∈ Br(pπ1(x0)) we have

(2.8) |∇g1(x)| .α [∇g1]Cαr
α ≤ C[∇f1]Cαr

α ≤ C1r
α,

where C1 = C1(Lip(f1),m, n, α,M). This confirms hypothesis (i) of Lemma 2.1.
Now, for any x ∈ B2r(x

′
0) we have

|∇fi(x)−∇fj(x)| .C4 |fi(x)− fj(x)|α

.α |fi(x)− fi(xi)|α + |fi(xi)− fj(xj)|α + |fj(xj)− fj(x)|α

≤ (1 + max
i

Lip(fi))r
α . rα

which shows that, due to the choice of δ = 1
2 , Λ ≤ 1

2 , and M , the right-hand side of (A.3)
can be controlled by

|fi(y−1
i )− fj(y−1

j )|α + rα,

with constant depending onM,m,n, α. Since each fi is Lipschitz and has graph intersecting
Br(x0), the difference in values between fi and fj can also be controlled by a constant
multiple of r. Therefore (A.3) guarantees

(2.9) |∇gi(z)−∇gj(z)| .M,m,n r
α,

thus verifying the hypothesis (ii) of Lemma 2.1. Meanwhile, hypothesis (iii) of Lemma 2.1
follows from (2.8), (2.9) with j = 1 and the triangle inequality.

Thus we may apply Lemma 2.1 with Ω′ = Br(pπ1(x0)) to deduce that

(2.10)

q∑
i=1

∫
Br(pπ1 (x0))

|∇gi|2 ≤ C̄qr2α|Br(pπ1(x0))|.

Since ∂S has empty boundary, invoking (2.7) in turn yields

‖GF1‖(Cr(x0, π1)) =

q∑
i=1

‖Ggi‖(Cr(x0, π1))

≤ q|Br(pπ1(x0))|+ 1

2

q∑
i=1

∫
Br(pπ1 (x0))

|∇gi|2

+

∫
Br(pπ1 (x1))

O
(
|∇gi|4

)
≤ q(1 + Cr2α)|Br(pπ1(x0))|
≤ ‖GF1 + ∂S‖(Cr(x0, π1)) + C0r

2α|Br(pπ1(x0))|.
Subtracting ‖GF1‖ (Cr(x0, π1) \Br(x0)) from each side and recalling that GF Br(x0) =

GF1 Br(x0) yields

(2.11) ‖GF ‖(Br(x0)) ≤ ‖GF + ∂S‖(Br(x0)) + C0r
m+2α,

for some C0 = C0(m,n,M,α) > 0. �
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Proof of Proposition 2.5. Fix two indices i 6= j and let g := fi − fj . We will show that for
any x ∈ Rm it holds that

(2.12) |∇g(x)| ≤ 2 max
{

1, [∇g]Cα∗ (Bε(x))

}
g(x)α ≡ 2 max

{
1, [∇g]Cα∗ (Bε(x))

}
g(x)

α∗
1+α∗ .

If g is constant, there is nothing to prove. Otherwise, suppose to the contrary that, after
translating, g(0) = R1+α∗ > 0, but |∇g(0)| > 2CgR

α∗ where Cg := max{1, [∇g]Cα(Bε)}.
Further, by rotation, we may assume that |∇g(0)| = ∂1g(0) > 2CgR

α∗ . Then for every
ξ ∈ [−Re1, 0] ∩ supp(g), the C1,α∗-regularity of g yields |∂1g(0)− ∂1g(ξ)| ≤ CgR

α∗ , which
in turn implies

(2.13) ∂1g(ξ) > CgR
α∗ ∀ξ ∈ [−Re1, 0].

If [−Re1, 0] ⊂ supp(g), the Fundamental Theorem of Calculus yields

R1+α∗ − g(−Re1) =

∫ 0

−R
∂1g(te1)dt

(2.13)
> CgR

1+α∗ .

Hence g(−Re1) < (1−Cg)R1+α∗ ≤ 0. By the mean value theorem there exists t ∈ [−R, 0]
so that g(te1) = 0. By hypothesis, it follows ∂1g(te1) = 0 contradicting (2.13) in this case.

On the other hand, if [−Re1, 0] is not contained in supp(g), then we can immediately
find t ∈ [−R, 0] with g(te1) = ∂1g(te1) = 0, again contradicting (2.13).

Thus, we conclude that (2.12) indeed holds for every x ∈ Rm. Since by assumption, fi ∈
C1,α∩Lip1/4(Rm;R), the hypotheses of Proposition 2.2 are satisfied. Applying Proposition
2.2 completes the proof. �

3. Proof of main Theorems

We will frequently be using the notion of a Whitney decomposition W of Rm \ E, for
a given closed set E ⊂ Rm (or more generally, for a closed subset of an m-dimensional
plane π0 ⊂ Rm+n). Such a decomposition W consists of a family of closed dyadic cubes
L ⊂ Rm \ E with

• dist(L,E) ' `(L);
• each cube L intersects at most Λ = Λ(m) ∈ N cubes in W ;
• there exists λ = λ(m) > 0 such that if L1, L2 ∈ W satisfy L1 ∩ L2 6= ∅ then
λ−1`(L2) ≤ `(L1) ≤ λ`(L2).

Before starting the proof, given k ∈ N and α∗ ∈ (0, 1], we construct a regularized
(k + α∗)-power of the distance to a closed set E ⊂ Rm, denoted by η = ηk,α∗,E . This
function, defined below (see (3.3)), is in direct analogue with the regularized distance
function ∆ in [Ste70, VI.2, Theorem 2]. Crucially, in Lemma 3.1 we show that for any
closed set E, the function η enjoys the following properties

(3.1) η(x) 'm,k,α∗ dist(x,E)k+α∗ , x ∈ Rm,

and for any multi-index β,

(3.2) |∂βη(x)| .|β|,m,k,α∗ dist(x,E)k+α∗−|β|, x ∈ Rm
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Let W be a Whitney decomposition of Rm \E and let ϕ ∈ C∞c (Rm; [0,∞)) be a smooth
cut-off function satisfying ϕ ≡ 1 on [−0.5, 0.5]m, supp(ϕ) ⊂ [−0.6, 0.6]m. Consider

(3.3) ηk,α∗,E(x) :=
∑
L∈W

`(L)k+α∗ ϕ

(
x− xL
`(L)

)
,

where xL denotes the center of L and `(L) is the side-length of L. Note that the properties of
a Whitney decomposition guarantee that the sum in (3.3) is locally finite, with a uniformly
bounded number of summands.

Lemma 3.1. Let k ∈ N, M > 0, α∗ ∈ (0, 1], and α = k+α∗−1
k+α∗

. Let E ⊂ Rm be a closed

set. If η ≡ ηk,α∗,E is as in (3.3), then η ∈ C∞(Rm \ E) satisfies (3.1) and (3.2). If E
additionally satisfies dist(x,E) ≤M for all x ∈ Rm, then

‖η‖Ck,α∗ (Rm) .m,k,α∗,M 1.

Proof. Let us first demonstrate the validity of (3.1) and (3.2). Note that (3.1) follows
trivially in the case where x ∈ E. Now fix x ∈ Rm \E. Observe that if x ∈ 1.2L for L ∈ W ,
then

`(L) ' dist(L,E) . dist(x,E) . dist(L,E) + `(L) . `(L),

and if x 6∈ 1.2L, ϕ
(
x−xL
`(L)

)
= 0. Combining this with the boundedness of ϕ and the local

finiteness of the sum in (3.3) yields the conclusion of (3.1). The conclusion of (3.2) follows
by entirely analogous reasoning, combined with the boundedness of ∂βϕ and the fact that

(3.4) ∂βη(x) =
∑
L∈W

`(L)k+α∗−|β|∂βϕ

(
x− xL
`(L)

)
,

for every multi-index β.
In particular, whenever |β| ≤ k, (3.2) implies that

(3.5) lim
y→x
|∂βη(y)| = 0 ∀x ∈ E,

verifying that ‖η‖Ck(Rm) .m,k,α∗,M 1. So, it only remains to check that for any |β| = k,

[∂βη]Cα∗ (Rm) .m,k,α∗,M 1.
Note that (3.5) confirms there is nothing to show when x, y ∈ E. So, for the remainder

of the proof it suffices to consider, without loss of generality, that x ∈ Rm \E. We turn our
attention to the case when max{dist(x,E), dist(y,E)} ≤ |x − y|. Since ∂βϕ is bounded,
(3.4) yields

(3.6) |∂βη(x)− ∂βη(y)| .
∑
L∈W

max{dist(x,E),dist(y,E)}α∗ . |x− y|α∗ .

When min{dist(x,E),dist(y,E)} ≥ |x− y|, we first note that the definition of a Whitney
decomposition guarantees that all the sums are taken over only those cubes L ∈ Wx ∪Wy

where Wx = {L ∈ W : x ∈ 1.2L} and Wy is defined analogously. In particular, all sums
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are finite and the number of summands is bounded uniformly by a dimensional constant
independent of x, y. Exploiting this and the Lipschitz regularity of ∂βϕ, (3.4) implies that

|∂βη(x)− ∂βη(y)| .
∑
L∈Wx

`(L)α∗
∣∣∣∣x− y`(L)

∣∣∣∣+
∑
L∈Wy

`(L)α∗
∣∣∣∣x− y`(L)

∣∣∣∣
.
∑
L∈Wx

dist(x,E)α∗
∣∣∣∣ x− y
dist(x,E)

∣∣∣∣+
∑
L∈Wy

dist(y,E)α∗
∣∣∣∣ x− y
dist(y,E)

∣∣∣∣
= |x− y|α∗

∑
L∈Wx

∣∣∣∣ x− y
dist(x,E)

∣∣∣∣1−α∗ +
∑
L∈Wy

∣∣∣∣ x− y
dist(y,E)

∣∣∣∣1−α∗


. |x− y|α∗ .(3.7)

It remains to deal with the case where, without loss of generality,

dist(y,E) ≤ |x− y| ≤ dist(x,E).

To this end, we argue as in (3.7) for cubes L ∈ Wx and as in (3.6) for cubes L ∈ Wy:

|∂βη(x)− ∂βη(y)| .
∑
L∈Wx

`(L)α∗
∣∣∣∣x− y`(L)

∣∣∣∣+
∑
L∈Wy

`(L)α∗

. |x− y|α∗ .

�

Remark 3.2 (Validity of Bombieri’s almost-minimality definition). Observe that in place
of the estimate (2.11) in Proposition 2.2, one can use the preceding calculations and (2.7)
to instead establish the estimate

(3.8) ‖GF ‖(Br(x0)) ≤ ‖GF + ∂S‖(Br(x0)) + Cr2α‖GF + ∂S‖(Cr(x0, π1)).

Combining with the property that dist(x,E) ≤ 1 for the set E chosen in the proof of
Theorem 1.1 below, if the set K is taken to be compact (rather than merely closed),
the choice of GF therein satisfies the property (1.2) with the compact set F taken to

be BM (0, π0) × [0, Cm,k,α∗ ] ⊂ Rm+1, where Cm,k,α∗ is a positive constant depending on

m, k, α∗ coming from (3.1), with a choice of M sufficiently large so that K b BM (0, π0),
for example.

Likewise, we can establish the almost-minimality property (1.2) for the current T in
Theorem 1.3.

Proof of Theorem 1.1. Let K ⊂ Rm × {0} be as in Theorem 1.1, let E = K ∪ {x ∈ Rm :
dist(x,K) ≥ 1}. Then E satisfies the hypotheses of Lemma 3.1 withM = 1. Let η ≡ ηk,α∗,E
be given by Lemma 3.1 for this choice of E. Then, for 1 ≤ i ≤ Q, consider the functions

(3.9) fi(x) =
iη(x)

4QLip(η)
.
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Then, maxi Lip(fi) ≤ 1
4 . In addition, since α < α∗, Lemma 3.1 tells us that maxi[∇fi]C0,α

.m,k,α∗ 1. So, Proposition 2.2 can be applied with some M depending on m, k, α∗. More-
over, a direct computation shows that for all x ∈ Rm,

|∇fi(x)−∇fj(x)|
(3.2)

. k,m,α∗,Q |i− j|
k+α∗−1
k+α∗ dist(x,E)k+α∗−1

(3.1)

'k,m,α∗ , Q |fi(x)− fj(x)|
k+α∗−1
k+α∗ .

This demonstrates the hypotheses of Proposition 2.2 are satisfied with some constant C4

depending only on m, k, α∗, and Q. From Proposition 2.2 it follows that there exists some
R0, C0 depending only on m, k, α∗, and Q so that (2.4) holds for any ball Br(x0) ⊂ Rm+1

whenever r ≤ R0. Consequently, the current T = GF with F =
∑Q

i=1JfiK is (C0, 2α,R0)-
almost minimizing with constants depending only on m, k, α∗, and Q.

To see that K ⊂ Sing(T ), simply notice that K ⊂ ∂E, and for any x ∈ ∂E, spt(T )
is the union of Q distinct C1,α∗-manifolds intersecting at x, and thus is spt(T ) is not an
embedded C1,α∗-manifold in any neighborhood of x. That is, ∂E = Sing(T ). Finally, by
(3.9) it follows that Sing(T ) = FQ(T ); this completes the proof. �

Proof of Theorem 1.3. Let α = Qk+1−Q
Qk+1 , π0 := R2 × {0}2 ⊂ R4, z = (x, y) denote coordi-

nates in π0
∼= R2, and K ⊂ π0 be an arbitrary closed set with empty interior. We proceed

to construct a multi-valued function F : B1(0, π0) → A2(π⊥0 ) whose reparametrization to
an appropriate plane will satisfy the assumptions of Lemma 2.1.

Let W be a Whitney decomposition of π0 \ K in π0, {Ll}l∈N be an enumeration of

the cubes in W with `(Ll) ≤ 1, zl denote the center of Ll, and rl := `(Ll)
4 ≤ 1

4 . Define

v : π0 → AQ(π⊥0 ) as

v(z) =
∑

ξQ=zQk+1

JξK =:

Q∑
j=1

Jvj(z)K,

the Q-valued function whose graph is the holomorphic variety {wQ = zQk+1} ⊂ C2 ≡ R4.
Here, vj : π0 → π⊥0 are measurable functions representing the Q roots of z 7→ zQk+1.

Let η ≡ ηk, 1
Q
,E : π0 → R be the function given by Lemma 3.1 for the closed set E :=

π0 \ B1/2(0). Note that Lemma 3.1 implies that η ∈ C
k, 1
Q

c (π0;R) with ‖η‖
C
k, 1
Q
.k,Q 1.

We note for later use, that supp(η) = B1/2(0) and from (3.1) and (3.2) it follows that
|∇η(z)| .Q,k η(z)α. In particular,

(3.10) |∇η(z)| η(z)−α .Q,k 1.

Consider w := ηv : B1(0) → AQ(π⊥0 ). Define the measurable functions wl : Brl(zl) →
AQ(π⊥0 ) by

wl(z) := κr
Qk+1
Q

l w

(
z − zl
rl

)
=

Q∑
j=1

s
κr

Qk+1
Q

l η

(
z − zl
rl

)
vj

(
z − zl
rl

){
,
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where κ depends only on Q, k and is chosen so that given any choice of branch cut for
the logarithm on Brl(zl), each branch of wl satisfies |∇wl| ≤ 1

4 , see (3.13). Now let

U =
⋃
l∈NBrl(zl) and define the measurable Q-valued function F : π0 → AQ(π⊥0 ) via a

selection of measurable functions gj : π0 → π⊥0 as follows:

(3.11) F (z) =

Q∑
j=1

Jgj(z)K :=


QJ0K z ∈ π0 \ U

wl(z) =
∑Q

j=1

s
κr

Qk+1
Q

l η
(
z−zl
rl

)
vj

(
z−zl
rl

){
z ∈ Brl(zl).

We claim that GF is a (C0, 2α,R0)-almost minimizer for an appropriate choice of positive
constants C0, R0 and κ. Let Br(x0) ⊂ R4 be such that Br(x0) ∩ sptGF 6= ∅. To this end,
we subdivide into three cases, based on I := {l : zl ∈ B2r(pπ0(x0))} and I∗ = {l :
Brl(zl) ∩Br(pπ0(x0)) 6= ∅}:

(a) I = I∗ = ∅
(b) I = ∅ and I∗ 6= ∅
(c) I 6= ∅

In case (a), GF Br(x0) is the current QJBr(x0) ∩ (π0 × {0})K, which is clearly area
minimizing in Br(x0).

We emphasize a key distinction between the remaining cases: in (b) we will need to
reparameterize the sheets of F over a possibly tilted plane (relative to π0), and in case (c)
we will not need to reparameterize. This is because in case (c), the plane π0 is sufficiently
close to optimal, while in case (b) it may not be. The need to reparametrize in case (b)
crucially requires us to know that the sheets of F are disjoint single-valued graphs in the
entirety of Br(x0), which is due to the lack of branch points in B2r(pπ0(x0)), unlike in case
(c).

Let us begin with case (c). Here, we will proceed to define an open subset Ω′ ⊂
B2r(pπ0(x0)) such that |B2r(pπ0(x0)) \ Ω′| = 0, and for which the hypotheses of Lemma
2.1 hold, directly for the functions gi. Indeed, let

Ω′ := B2r(pπ0(x0)) \
⋃
l

[zl, zl + rl].

In light of the introduction of a branch cut in each Ω′∩Brl(zl), combined with the pairwise
disjointness of the supports of the functions wl, a choice of the complex logarithm can be
made to ensure that

(3.12) gj(ζ) = κr
Qk+1
Q

l η

(
ζ − zl
rl

)(
ζ − zl
rl

) (Qk+1)
Q

e
j2πi
Q ∀ζ ∈ Ω′ ∩Brl(zl)

and is therefore a C1 function on Ω′.
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Now fix any index l ∈ I and any ζ ∈ Ω′ ∩Brl(zl). We have

|∇gj(ζ)| .Q,k |ζ − zl|
Qk+1−Q

Q η

(
ζ − zl
rl

)
+ r−1

l |ζ − zl|
Qk+1
Q

∣∣∣∣∇η(ζ − zlrl

)∣∣∣∣
= |gj(ζ)|

Qk+1−Q
Qk+1

[
η

(
ζ − zl
rl

) Q
Qk+1

+

∣∣∣∣ζ − zlrl

∣∣∣∣ ∣∣∣∣∇η(ζ − zlrl

)∣∣∣∣ η(ζ − zlrl

)−Qk+1−Q
Qk+1

]

Now, (3.10) and supp(η) ⊂ B1/2(0) imply that

|ζ||∇η(ζ)|η(ζ)
−Qk+1−Q

Qk+1 .Q,k 1 ∀ζ ∈ π0.

This, combined with the fact that rl ≤ 1
4 and ‖η‖C0 . 1 therefore yields the existence of a

choice of κ depending only on Q and k so that for every ζ ∈ Ω′ ∩Brl(zl):

|∇gj(ζ)| .Q,k |gj(ζ)|
Qk+1−Q
Qk+1 .Q,k κr

Qk+1−Q
Q

−Qk+1−Q
Qk+1

l |ζ − zl|
Qk+1−Q
Qk+1

≤ κ|ζ − zl|
Qk+1−Q
Qk+1 ≤ 1

4
.(3.13)

We claim that the penultimate inequality in (3.13) yields

(3.14) |∇gj(ζ)| . (diam Ω′)
Qk+1−Q
Qk+1 ∀ ζ ∈ Ω′.

Assuming (3.14) holds, one can readily check the hypotheses (i), (ii), and (iii) of Lemma
2.1 by the triangle inequality.

Let us now proceed to verify (3.14). Note it is trivial whenever ∇gj(ζ) = 0. So we
assume ζ ∈ Ω′ ∩ Brl(zl) for some l ∈ I ∪ I∗. If l ∈ I then zl, ζ ∈ B2r(pπ0(x0)) so
|ζ − zl| ≤ 4r = diam Ω′, so (3.13) implies (3.14). On the other hand if l ∈ I∗ \ I, because
we are in case (c) there exists l′ ∈ I such that zl′ ∈ B2r(pπ0(x0)). Since for each zi,
B2ri(zi) ⊂ Li ∈ W it follows that |ζ − zl| ≤ rl ≤ |zl′ − ζ| ≤ diam Ω′. Thus, again (3.13)
implies (3.14) in this case as claimed.

We therefore apply Lemma 2.1 with this choice of Ω′, to conclude that (2.2) holds for
some constant C̄ = C̄(k,Q) > 0.3 Since |Br(pπ0(x0) \ Ω′| = 0 and diam(Ω′) = 2r, (2.2)
implies (2.10), so proceeding as in the proof of Proposition 2.2 from that point on, we
conclude that

‖GF ‖(Br(x0)) ≤ ‖GF + ∂S‖(Br(x0)) + C0r
2+2α,

where C0 = C0(Q, k) > 0. Note there is no restriction on the scale r in this case.
We now turn our attention to case (b). In this case, |∇gj | could be large relative to rα

so the hypotheses of Lemma 2.1 cannot be satisfied directly for gi and we instead must
appeal to Proposition 2.2. Up to relabelling the indices, choose q ≤ Q so that g1, . . . , gq
denote the functions as defined in (3.11) whose graphs intersect Br(x0). In this case, we

3In particular, C̄ is independent of the specific choice of Ω′ (which here depends on the positioning of
the disk B2r(pπ0(x0))).
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claim that the functions gj are single-valued C
k, 1
Q functions on the entirety of B2r(pπ0(x0))

and further that (3.12) holds with Ω′ = B2r(pπ0(x0)) and

(3.15) ‖gj‖C1,α(Ω′) .Q,k 1.

That gj is single-valued and that (3.12) hold both follow from the assumption I = ∅ in case
(b). Since (3.12) holds, so does (3.13). Since Ω′ is a ball, this guarantees that Lip(gj) ≤ 1

4 .
Since I = ∅, observe that B2r(pπ0(x0)) ∩ Brl(zl) ⊂ Hl ∩ Brl(zl), where Hl is the halfspace
through zl with normal in the direction of pπ0(x0)− zl. Thus, it follows from Lemma 3.1,

(3.12), and the fact that z 7→ z
Qk+1
Q is C

k, 1
Q (H) for any halfspace H through the origin

(with norms depending only on k,Q and not the halfspace) that if ζ, ξ ∈ Ω′ ∩Brl(zl) then
|∇gj(ζ) − ∇gj(ξ)| .k,Q |ζ − ξ|α. If ζ ∈ Brl(zl) and ξ ∈ Brl′ (zl′) for distinct l, l′ then
|ξ − ζ| ≥ rl + rl′ since B2ri(zi) ⊂ Li for all Li ∈ W with `(Li) ≤ 1. In particular, recalling

α = Qk+1−Q
Qk+1 and applying (3.13) yields

|∇gj(ξ)−∇gj(ζ)| ≤ |∇gj(ξ)|+ |∇gj(ζ)| .Q,k rαl + rαl′ . |ξ − ζ|α.
Together with the estimate when ξ, ζ are in the same ball and the fact that gj ≡ 0 outside
∪lBrl(zl) it follows (3.15) holds. As a consequence, [∇gj ]Cα(Ω′) . 1 so the only hypothesis
of Lemma 2.2 left to check is (2.3).

Now, we check (2.3). By (3.12), we have

gj(ζ)− gj′(ζ) = gj(ζ)

(
1− e

2πi(j′−j)
Q

)
for each ζ ∈ B2r(pπ0(x0)). Thus, following the computations leading to the first inequality
in (3.13) (except now for any point z ∈ B2r(pπ0(x0))), we deduce that for each j 6= j′,

|∇gj(ζ)−∇gj′(ζ)| .Q,k |gj(ζ)− gj′(ζ)|
Qk+1−Q
Qk+1 ∀ζ ∈ B2r(pπ0(x0)),

It follows from Proposition 2.2 that in case (b) there exists R0 = R0(k,Q) > 0 such that
whenever r ≤ R0,

‖GF ‖(Br(x0)) ≤ ‖GF + ∂S‖(Br(x0)) + C0r
2+2α,

for some positive constant C0 = C0(k,Q). Since case (b) is the only case restricting R0,
we may take this choice of R0 for the conclusion of the theorem. Choosing C0 to be the
largest constant from each of the above cases therefore completes all the necessary work to
verify that GF is a (C0, 2α,R0)-almost minimizer in R4.

It remains to check that for T = GF we have K ⊂ Sing(T ) = FQ(T ). The fact that

Sing(T ) ⊃ K follows since the singular set is always closed and ∪l{zl} ⊃ K, while each zl
is a branching singularity of GF . To see that Sing(T ) = FQ(T ), we argue as follows. First
of all, clearly {zl}l∈N ⊂ FQ(T ). It therefore remains to check that K ⊂ FQ(T ). Since

‖wl‖L∞ .k,Q r
Qk+1
Q

l ' dist(supp(wl),K)
Qk+1
Q ,

and the wl have disjoint support, it follows that for each x ∈ K,

dist(Br(x) ∩ spt(T ),Br(x) ∩ π0) . r
Qk+1
Q .
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This, together with the Q-valued graphicality of T , in turn yields that for any such x, the
rescalings4 Tx,r := (ιx,r)]T satisfy

Tx,r B1
∗
⇀ QJπ0 ∩B1K along any subsequence as r ↓ 0.

�

Appendix A. Reparameterizations

Here, we introduce a key reparameterization result which is used frequently throughout
this article. We first recall the following elementary fact. For an affine function A, note

that 1√
1+Lip(A)2

and Lip(A)√
1+Lip(A)2

are respectively the cosine and sine of the (maximal one-

dimensional) angle between the domain of A and the graph of A.

Proposition A.1. Fix r, σ,Λ > 0 and set τ = (1 + Λ2)−1/2. Let π0 be an m-dimensional
plane in Rm+n, x0 = (x′, x̄) ∈ π0 × π⊥0 ≡ Rm+n, A : π0 → π⊥0 a linear function with graph
parallel to some $ ∈ G(m,m+ n), and δ > 0 satisfy

(A.1) δ +
Lip(A)σ√
1 + Lip(A)2

≤ τ.

Suppose that f ∈ Lip
(
Bδ−1r(x

′, π0);π⊥0
)
. To each x ∈ Bδ−1r(x

′) define y = y(x) ∈ $ by
y = p$(x, f(x)). In particular, y′ = y(x′).

(1) If Lip(f − A) ≤ Λ < ∞, then there exist g : Bτδ−1r(y
′) → $⊥ so that gr(g) =

gr(f) ∩Cτδ−1r(y
′, $).

(2) If |f(x′)− x̄| ≤ σδ−1r then it follows that Br(p$(x0)) ⊂ Bτδ−1r(y
′).

(3) If f ∈ C1,α(Bδ−1r(x
′), π⊥0 ), there exists R2 = R2([∇f ]Cα(Bδ−1r(x

′)),m, n,Λ) > 0

such that if δ−1r ≤ R2 then g ∈ C1,α(Bτδ−1r(y
′), $⊥) and there exists a constant

C = C(Lip(f),m, n) so that

[∇g]Cα(Bτδ−1r(y
′)) ≤ C[∇f ]Cα(Bδ−1r(x

′)) ≡ [∇(f −A)]Cα(Bδ−1r(x
′)).(A.2)

(4) If f1, f2 ∈ Lip
(
Bδ−1r(x

′);π⊥0
)

satisfy the same hypotheses as f in (1) and (2), if δ
is as in (2) and g1, g2 are the corresponding functions from (1) for f1, f2 respectively
then

Br(p$(x0)) ⊂ Bτδ−1r(p$(x′, f1(x′))) ∩Bτδ−1r(p$(x′, f2(x′)))

and for any z ∈ Br(p$(x0)), we have

|∇g1(z)−∇g2(z)| ≤ Lip(A)α

(1 + Lip(A)2)
α
2

min
i=1,2

[∇fi]Cα(Bδ−1r(x
′))|f1(y−1

1 (z))− f2(y−1
2 (z))|α

+ ‖∇f1 −∇f2‖C0(Bδ−1r(x
′)).(A.3)

4Here ιx,r(y) := y−x
r

and we let (ιx,r)]T denote the pushforward current under the map ιx,r.
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Proof. We may without loss of generality assume that π0 = Rm ≡ Rm × {0}n. To prove
(1), note that Lip(f −A) ≤ Λ implies that for z1, z2 ∈ gr(f),

|z1 − z2|2 = |p$(z1)− p$(z2)|2 + |p$⊥(z1)− p$⊥(z2)|2 ≤ (1 + Λ2)|p$(z1)− p$(z2)|2,

so p$|gr(g) is invertible on its image. We claim this image contains Bτδ−1r(p$(x′, f(x′))).
Indeed, let π denote the translate of $ passing through (x′, f(x′)). Then, Lip(f −A) ≤ Λ
implies

gr(f) ∩Bδ−1r((x
′, f(x′))) ⊂

{
z ∈ Bδ−1r((x

′, f(x′))) : dist(z, π) ≤ Λδ−1r
}
.

Hence, the graphicality of f ensures p$(gr(f) ∩Bδ−1r(x
′, f(x′)) contains the p$-image of

the disc

{z ∈ Bδ−1r((x
′, f(x′))) : dist(z, π) = Λr}.

By the Pythagorean theorem, this is precisely the disk Bτδ−1r(p$(x′, f(x′))).
Meanwhile, (2) follows since |f(x′)− x̄| ≤ σδ−1r implies

|p$(x′, f(x′))− p$(x0)| ≤ Lip(A)√
1 + Lip(A)2

|(x′, f(x′))− x0|

=
Lip(A)√

1 + Lip(A)2
|f(x′)− x̄| ≤ σr Lip(A)√

1 + Lip(A)2
.

In particular, if y ∈ Br(p$(x0)) then

|y − p$(x′, f(x′))| ≤ |y − p$(x0)|+ σδ−1r Lip(A)√
1 + Lip(A)2

≤ r +
σδ−1r Lip(A)√

1 + Lip(A)2

so that (A.1) implies y ∈ Bτδ−1r(y
′) as desired.

To prove (3), consider the map x 7→ y(x) and note it has explicit form

y(x) = p$(x, f(x)).

Let {ei}m+n
i=1 be an orthonormal basis for Rm+n adjusted to the decomposition Rm×Rn.

Since A graphs $, it follows that for i = 1, . . . ,m

ξi :=
ei +Aei
|ei +Aei|

is an orthonormal basis for the embedding of $ in Rm+n. Choose ξm+j for j = 1, . . . , n so
that {ξi}m+n

i=1 is an orthonormal basis for Rm+n.
With respect to these bases, it follows that (∇F )ij = ∇(F · ξi) · ej = |(ei + A(ei)|δij

for i, j = 1, . . . ,m, where δij is the Kroenecker delta. In particular, with respect to these

coordinates, (∇F )1≤i,j≤m is a diagonal matrix with entries at least 1. On the other hand,
for i, j = 1, . . . ,m,

|∇(y − F )ij | = |∇((y − F ) · ξi) · ej | = |ξti (∇ (f −A)) ej | ≤ [∇f ]Cα(Bδ−1r(x
′))(δ

−1r)α.
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Therefore, for R2 small enough depending on δ,m, n, and [∇f ]Cα(Bδ−1r(x
′)) and hence

depending on Λ,m, n, and [∇f ]Cα(Bδ−1r(x
′)) all eigenvalues of5 (∇y) ≡ (∇y)1≤i,j≤m are at

least 1
2 , so we may apply the inverse function theorem. Let y−1 denote its inverse, which

satisfies

(A.4) ∇y−1(z) = (∇y(y−1(z)))−t

Hence, we can bound [∇y−1]Cα(Bτδ−1r(y
′)) by [∇y]Cα(Bδ−1r(x

′)). Indeed, since (∇y)−1

is a product of det(∇y)−1 and an alternating sum of determinants of the principle mi-
nors of ∇y it follows from the fact that det ∈ Lip(Rm×m;R), det(∇y) ≥ 2−m, and
t 7→ t−1 ∈ Lip([2−m,∞),R) that [∇y−1]Cα(Bτδ−1r(y

′)) is bounded by [∇y]Cα(Bδ−1r(x
′))

with only dimensional dependencies. We may analogously bound ‖∇y−1‖C0(Bτδ−1r(y
′))

by ‖∇y‖C0(Bδ−1r(x
′)).

Observe that for Φ(x) := p⊥$(x, f(x)), we have g(z) = Φ ◦ y−1(z). The chain rule,
together with the regularity of f implies that g ∈ C1,α(Bδ−1τr(y

′);$⊥). It remains to
check the Hölder estimate. For this, we again use the chain rule to compute

[∇g]Cα = [∇(Φ ◦ y−1)]Cα

= [(∇y−1)t(∇Φ ◦ y−1)]Cα

≤ ‖∇Φ ◦ y−1‖C0 [∇y−1]Cα + [∇Φ ◦ y−1]Cα‖∇y−1‖C0 ,

where the domain for all the norms and seminorms is Bτδ−1r(y
′). Combining this with the

above bounds on [∇y−1]Cα(Bτδ−1r(y
′)) and ‖∇y−1‖C0(Bτδ−1r(y

′)), the conclusion follows.

Finally, we prove (4). Letting yi(x) := (x, fi(x)) for i = 1, 2, and let Φi be the respective
functions such that gi = Φi ◦y−1

i , and suppose z ∈ Br(p$(x0)). Without loss of generality,
suppose that [∇f1]Cα(Bδ−1r(x

′)) ≤ [∇f2]Cα(Bδ−1r(x
′)). We have

|∇g1(z)−∇g2(z)| = |∇Φ1(y−1
1 (z))−∇Φ2(y−1

2 (z))|
≤ |∇Φ1(y−1

1 (z))−∇Φ1(y−1
2 (z))|+ |∇Φ1(y−1

2 (z))−∇Φ2(y−1
2 (z))|

≤ [∇Φ1]Cα |y−1
1 (z)− y−1

2 (z)|α + ‖∇Φ1 −∇Φ2‖C0(Bδ−1r(x
′))

≤ Lip(A)α

(1 + Lip(A)2)
α
2

[∇Φ1]Cα(Bδ−1r(x
′))|f1(y−1

1 (z))− f2(y−1
2 (z))|α

+ ‖∇Φ1 −∇Φ2‖C0(Bδ−1r(x
′))

≤ Lip(A)α

(1 + Lip(A)2)
α
2

[∇f1]Cα(Bδ−1r(x
′))|f1(y−1

1 (z))− f2(y−1
2 (z))|α

+ ‖∇f1 −∇f2‖C0(Bδ−1r(x
′)).

�

5At the risk of abusing notation, we are henceforth identifying the m × n matrix ∇y with the square
m×m matrix consisting of its non-zero entries.
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