
ASYMPTOTIC APPROACH TO SINGULAR SOLUTIONS
FOR THE CR YAMABE EQUATION

GIAMPIERO PALATUCCI AND MIRCO PICCININI

Abstract. We investigate some effects of the lack of compactness in the
critical Sobolev embedding by proving that a famous conjecture of Brezis and
Peletier [14] does still hold in the Heisenberg framework: optimal functions for
a natural subcritical approximations of the Sobolev quotient concentrate energy
at exactly one point which is a critical point of the Robin function (i. e., the
diagonal of the regular part of the Green function associated to the involved
domain), in clear accordance with the underlying sub-Riemannian geometry.
Consequently, a new suitable definition of domains geometrical regular near
their characteristic set is introduced. In order to achieve the aforementioned
result, we need to combine proper estimates and tools to attack the related
CR Yamabe equation with novel feasible ingredients in PDEs and Calculus
of Variations which also aim to constitute general independent results in the
Heisenberg framework, as for instance a fine asymptotic control of the optimal
functions via the Jerison and Lee extremals realizing the equality in the critical
Sobolev inequality [44].

1. Introduction

Let Hn := (Cn × R, ◦, {δλ}λ>0) be the usual Heisenberg-Weyl group and define
the standard Folland-Stein-Sobolev space S1

0(Hn) as the completion of C∞
0 (Hn)

with respect to the horizontal gradient norm ∥DH · ∥L2(Hn). In [27] the authors prove
that the following Sobolev-type inequality does hold,

(1.1) ∥u∥2∗

L2∗ (Hn) ⩽ S∗∥DHu∥2∗

L2(Hn) ∀u ∈ S1
0(Hn) ,

where S∗ is a positive constant, and 2∗ := 2Q/(Q − 2) stands for the Folland-Stein-
Sobolev critical exponent, which depends on the homogeneous dimension Q := 2n+2
associated to the group of dilations {δλ}λ>0.

The critical Sobolev inequality (1.1) has been an attractive object of study for
the last decades, since it is inextricably linked to the lack of compactness of the
related critical (Folland-Stein-)Sobolev embedding, and to the correspondent Euler-
Lagrange equation in turn describing the important CR Yamabe problem, namely,
the problem of finding, for a compact CR manifold M of real dimension 2n + 1 a
choice of contact form in the conformal class of its equipped contact form Θ for
which the Webster curvature R is constant. If we denote with Θ∗ = u

4
Q−2 Θ a
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conformal change of Θ one gets for the corresponding scalar curvature that

R∗ = u− Q+2
Q−2

(
2∗△Hu + Ru

)
.

It is then clear that in the flat case when R = 0 the PDE associated with the CR
Yamabe problem is actually the one obtained in considering the variational problem
related to finding the best Sobolev constant in (1.1); see forthcoming equation (1.5).
A breakthrough results on the CR Yamabe problem is due to Jerison and Lee in [43].
Also, very recently, the case when n = 1 has been solved by Gamara in [31].

For what concern the strictly related study of the optimality of (1.1), several
results in accordance with the classical critical inequality in the Euclidean framework
have been proven, despite the difficulties given by the sub-Riemannian geometry
of the Heisenberg group Hn. On the contrary, several (somewhat expected) results
are still open for the same reason; that is, the substantial difference with respect to
the Euclidean framework in view of the complex non-commutative structure. The
literature is too wide to attempt any comprehensive treatment in a single paper.
We refer the interested readers to the very important papers [18,32,34,44,47,48],
the recent book [40], and the references therein.

In the present paper, we are interested into investigating some of the effects
of the lack of compactness in the critical Sobolev embedding (1.1), by analyzing
the asymptotic behavior of the natural subcritical approximation of the Sobolev
quotient.

Consider the following maximization problem,

(1.2) S∗ := sup
{ˆ

Hn

|u(ξ)|2
∗

dξ : u ∈ S1
0(Hn),

ˆ
Hn

|DHu(ξ)|2dξ ⩽ 1
}

.

The validity of (1.1) is equivalent to show that the constant S∗ defined in the
display above is finite. The existence of the maximizers in (1.2) is a difficult problem
because of the intrinsic dilations and translations invariance of such inequality, as
it analogously happens for the classical critical Sobolev inequality. The situation
here is even more delicate because of the underlying non-Euclidean geometry of the
Heisenberg group, and the obstacles due to the related non-commutativity. The
explicit form of the maximizers has been presented, amongst other results, in the
breakthrough paper by Jerison and Lee [44], together with the computation of the
optimal constant in (1.2). We also refer to the fundamental paper [28] where sharp
constants for inequalities on Hn have been derived for even more general cases, in
turn obtaining sharp constants for the corresponding duals, which are the Sobolev
inequalities for the sub-Laplacian and the conformal fractional Laplacians.

For any bounded domain Ω ⊂ Hn, consider now the following Sobolev embedding
in the same variational form as the one in (1.2),

(1.3) S∗
Ω := sup

{ˆ
Ω

|u(ξ)|2
∗

dξ : u ∈ S1
0(Ω),

ˆ
Ω

|DHu(ξ)|2dξ ⩽ 1
}

,

where the Folland-Stein-Sobolev space S1
0(Ω) is given as the closure of C∞

0 (Ω) with
respect to the L2-norm of the horizontal gradient in Ω.

One can check that S∗
Ω ≡ S∗ via a standard scaling argument on compactly

supported smooth functions. For this, in view of the explicit form of the optimal
functions in (1.2) – see forthcoming Theorem 2.2 – the variational problem (1.3) has
no maximizers. The situation changes considerably for the subcritical embeddings.
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Indeed, since Ω is bounded, the embedding S1
0(Ω) ↪→ L2∗−ε(Ω) is compact (for any

0 < ε < 2∗ − 2), and this does guarantee the existence of a maximizer uε ∈ S1
0(Ω)

for the related variational problem

(1.4) S∗
ε := sup

{ ˆ
Ω

|u(ξ)|2
∗−ε dξ : u ∈ S1

0(Ω),
ˆ

Ω
|DHu(ξ)|2dξ ⩽ 1

}
.

Such a dichotomy is evident in the Euler-Lagrange equation for the energy
functionals in (1.4); that is,

(1.5) −△Huε = λ|uε|2
∗−ε−2uε in (S1

0(Ω))′,

where λ is a Lagrange multiplier. Whereas when ε > 0 the problem above has a
solution uε, it becomes very delicate when ε = 0: one falls in the aforementioned CR
Yamabe equation, and even the existence of solutions is not granted. In particular,
the existence and various properties of the solutions do strongly depend on the
geometry and the topology of the domain Ω. We refer for instance to: [47,63] for
nonexistence of nonnegative solutions when Ω is a certain half-space; [18] where the
authors show the existence of a solution in the case when the domain Ω has at least
a nontrivial suitable homology group; [32] for existence and nonexistence results for
even more general nonlinearity.

In view of such a qualitative change when ε = 0 in both (1.4) and (1.5), it seems
natural to analyze the asymptotic behaviour as ε goes to 0 of the corresponding
optimal functions uε of the embedding S1

0(Ω) ↪→ L2∗−ε(Ω). This is the aim of the
present paper.

For what concerns the Euclidean counterpart of such an investigation, several
results have been obtained, mostly via fine estimates and a standard regularity elliptic
approach of the special class of solutions of the equation (1.5) being maximizers for
the related Sobolev embedding.

On the contrary, for what concerns the Heisenberg panorama the scene is basically
empty in view of the many difficulties naturally arising in such a framework. Indeed,
the non-commutative group structure precludes the free generalization of several
tools such as symmetric decreasing rearrangements, ODEs techniques as well as
regularity approximations. Nevertheless, some fundamental results available in
the Euclidean framework where successfully extended in Hn: the Bahri and Coron
conjecture in [5] in the aforementioned paper [18], as well as the non-existence
criteria on several relevant class of proper subset of Hn in [32,47].

Very recently, it has been proven in [55] that, up to subsequences, optimal
functions uε for the subcritical Sobolev embedding (1.4) do concentrate horizontal
energy at one point ξo ∈ Ω, even without requiring any regularity assumptions nor
special geometric features on the domain Ω, in clear accordance with their Euclidean
counterpart in [3,24,52,53]; see also the recent results in the nonlocal settings in [61].

Theorem 1.1 (Theorem 1.2 in [55]). Let Ω ⊂ Hn be a bounded domain, M(Ω)
being the family of positive Radon measure in Ω and let uε ∈ S1

0(Ω) be a maximizer
for S∗

ε . Then, as ε = εk → 0, up to subsequences, we have that there exists ξo ∈ Ω
such that

uk = uεk
⇀ 0 in L2∗

(Ω),
and

|DHuk|2dξ
∗

⇀ δξo in M(Ω),
with δξo being the Dirac mass at ξo.
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Now, a natural question arises: can we localize the blow up; i. e., is the concen-
tration point ξo related to some extent to the geometry of the domain Ω ?
For classical elliptic equations with critical growth nonlinearities, Atkinson and
Peletier, via ODEs methods, proved in [4] that the blow up (as ε ↘ 0) of solutions
to the critical equation

(1.6) −△u = u
n+2
n−2 −ε in (H1

0 (Ω))′ ,

in the case when Ω ⊂ R3 does coincide with a ball, satisfy

lim
ε→0+

εu2
ε(0) = 32

π
and lim

ε→0+

uε(x)√
ε

= 1
4

√
π

2

(
1

|x|
− 1
)

.

Subsequently, by relying on purely variational techniques, Brezis and Peletier in [14]
extended such results to the case of spherical domains. In particular, in [14] it
has been showed that subcritical solutions concentrate at one special point of the
domain. Moreover, the authors also conjectured that an analogous result should hold
for non spherical domains and for higher dimensions as well. This conjecture was
later proved to be true, independently, in the case of smooth domains by Han [39]
and Rey [62] by showing that the solutions of (1.6), with maximal Sobolev energy,
concentrate energy at one point which can be localized via the Green’s function
associated with the underlying domain.

The involved proofs strongly rely as well as on various available techniques in
the Euclidean framework such as, e. g., moving planes method, Kelvin transform,
etc..., also on the availability of various boundary regularity results for standard
elliptic equations. This last feature is in clear contrast with the complexity faced in
the present paper. As well known, even if the domain Ω is smooth, the situation
is dramatically different because of the possible presence of characteristic points
on the boundary ∂Ω. At such points the vector fields forming the principal part
of the relevant operator △H become tangent to the boundary. Hence, near those
characteristic points – as firstly discovered by Jerison [41, 42] – even harmonic
functions on the Heisenberg group can encounter a sudden loss of regularity. Indeed,
Jerison built an explicit solution in the domain

{
ξ = (z, t) ∈ Hn : t > −M |z|2

}
, for

a suitably choice fo M > 0, vanishing on the boundary and having at most Hölder
regularity near its isolated characteristic point 0. Also, one did not want to work
in the restricted class of domains not having characteristic points; that is, by still
including interesting sets as e. g. the torus obtained by revolting the sphere S2n

around the t-axis [1], but unfortunately excluding an extremely wide class of regular
sets which play a pervasive role in several relevant problems in the Heisenberg group,
as e.g. the level sets of the Jerison and Lee extremal functions (2.5) and those of the
Folland fundamental solution; i. e., the Korányi balls. Nevertheless, some important
results have been obtained for maximizing sequence of S∗

ε in non-characteristic
domain. Indeed, in [49], the authors are able to construct a concentrating sequence
of solutions for certain non-degenerate critical point of the regular part of the Green
function of Ω. We also refer to the references in the aforementioned paper.

For this reason, and in order to deal with the aforementioned difficulties, it is then
quite natural to work under the assumption that the domain Ω is geometrical regular
near its characteristic set in accordance with the hypotheses firstly assumed in [34]
by Garofalo and Vassilev; see conditions (Ω1)–(Ω3) in forthcoming Section 2.2.

We are eventually able to deal with the aforementioned sub-Riemannian frame-
work obstacles by proving the desired localization result for the concentration
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point ξo of the maximizing sequence uε in terms of the Green function associated
with the domain Ω, in turn establishing the validity of the aforementioned Brezis
and Peletier conjecture in the Heisenberg group.

In order to state our main result let us recall for any open domain Ω ⊂ Hn and
any η ∈ Ω the definition of the Green function of Ω as

Ω × Ω ∋ (ξ; η) 7→ GΩ(ξ; η) := K(η−1 ◦ ξ) + H(ξ; η) ,

where K(·) is the fundamental solution of the sub-Laplacian –see Section 2 below –
and H(·) is the regular part of the Green function and it can be define in the sense
of Perron-Wiener-Brelot as{

△HH(·; η) = 0 in Ω,

H(ξ; η) = K(η−1 ◦ ξ) in ∂Ω,

see, for instance, Theorem 9.2.4 in [12]. We call Robin function of Ω the diagonal of
H(·), i. e. RΩ(ξ) := H(ξ; ξ).

With this bit of notation we have the following theorem.

Theorem 1.2. Let Ω ⊂ Hn be geometrical regular near its characteristic set and
let uε ∈ S1

0(Ω) be maximizer for S∗
ε . Then, up to subsequences,

(1) uε concentrates at some point ξo ∈ Ω such that

ZkRΩ(ξo) = 0 for any k = 1, . . . , 2n.

(2)

(1.7) lim
ε→0+

ε∥uε∥2
L∞(Ω) = 2n + 2

nS∗

(
ω2n

2n

√
πΓ ( n+1

2 )
Γ ( n+2

2 )

)2

|RΩ(ξ0)| ,

with S∗ being the best Sobolev constant, Γ (x) being Euler’s Gamma function
and ω2n being the (2n − 1)-dimensional measure of the Euclidean 2n-sphere.

(3) for any ξ ∈ Ω \ {ξ0} it holds

(1.8) lim
ε→0+

u(ξ)√
ε

=
√

nS∗

2n + 2
GΩ(ξ; ξo)√

|RΩ(ξ0)|
,

where, as above, S∗ denotes the best Sobolev constant.

The proof of our main result stated in Theorem 1.2 will be postponed to Section 4
of the present manuscript, because it involves several new results – see in particular
forthcoming Theorem 1.3 – together with various general tools in the sub-Riemaniann
framework, as e. g., maximum principles, Caccioppoli-type estimates, H-Kelvin
transform, boundary Schauder-type regularity estimates, as well as with a fine
boundary analysis for the subcritical CR Yamabe equation.

Remark 1.1. We remark that, as in [39], one could deduce the results in Theorem 1.2
under the slightly weaker assumption that uε solves (1.5) and approximates the
Sobolev quotient. Moreover, in the same flavour of subcritical approximations, still
in clear accordance with the Euclidean framework studied in [14, 39, 62], one can
consider to investigate the asymptotic behaviour of the sequences approaching the
critical Sobolev inequality which solve the auxiliary family of equations −△Huε =
λu2∗−1

ε + εuε, so that the lack of compactness does similarly come into play when ε

goes to 0.
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Among other results, in order to prove our main Theorem 1.2 above, an asymptotic
control of the maximizing sequence uε for S∗

ε in (1.4) via the Jerison and Lee
extremals is needed. This is shown in Theorem 1.3 below, and it reveals to be
an independent result which could be also useful to investigate further properties
related to the subcritical Folland-Stein embedding.

Theorem 1.3. Let Ω ⊂ Hn be a smooth bounded domain and let uε ∈ S1
0(Ω) be

a maximizer for S∗
ε . Then, there exist {ηε} ⊂ Ω, {λε} ⊂ R+ such that, up to

choosing ε sufficiently small, we have that, on Ω, there exists a universal constant
c > 0 such that

(1.9) uε(ξ) ⩽ c λ
− Q−2

2
ε Uε(ξ) ,

where Uε(·) := U
(

δ
λ

Q−2
4 ε−1

ε

(τη−1
ε

(ξ))
)

with U(·) being the Jerison and Lee extremal

functions given in forthcoming (2.5) and the sequence {ηε} satisfies

(1.10) lim
ε→0+

ηε = ξo ,

where the concentration point ξo is the one given in Theorem 1.2.

The result above reminds somehow to the literature following the pioneering work
in the Euclidean setting due to Aubin and Talenti, and this is one of the key-points
in the subtle proof of the related conjecture by Han in [39]. Here, we have also to
deal with the fact that, in strong contrast with the Euclidean setting, the Jerison
and Lee extremals cannot be reduced to functions depending only on the standard
Korányi gauge. For this, we need to pursuit a delicate strategy which makes use
and refines the concentration result obtained in [55] via the Γ -convergence approach
in order to detect the right scalings λε and ηε above.

1.1. Related open problems and further developments. Starting from the
results proven in the present paper, several questions naturally arise.

• The localization results as well as the Γ -convergence approach carried out
in [55] can be still pursued in the more involved setting of H-type groups, giving
thus a precise study of the asymptotic behaviour for critical Yamabe-type equations.
Such groups of Heisenberg type were introduced by Kaplan in his seminal paper [45]
on hypoelliptic PDEs generated by composition of quadratic forms. They consist
into a natural generalization of the Heisenberg group, including also the nilpotent
component in the Iwasawa decomposition of simple groups of rank one. In extending
the aforementioned results in such framework, one could take advantage of the
involved group structure, as well as of important results present in the literature;
that is, the investigation in [67], where the explicit expression of the optimal function
realizing the inequality in the Sobolev embedding have been provided, positively
answering to a conjecture formulated by Garofalo and Vassilev in [35].

• A strictly related problem could be the asymptotic analysis of singular solutions
to critical equations for the Grushin operator. Such an operator, introduced by
Grushin [36, 37] and Baouendi [8], is strictly related to the study of PDEs on
manifolds [46] and to PDEs on the hyperbolic space [10]. Moreover, there is a
deep connection between the sub-Laplacian on a group of Heisenberg-type and
its Baouendi-Grushin operator on its Lie algebra, via the natural action of the
k-dimensional torus Tk; see [35], as well as the role of hyperbolic symmetry in
building Grushin-type operators [51]. The sharp form of the Sobolev embedding
for the Grushin operator is not yet completely solved. Nevertheless, an increasing



CRITICAL SOBOLEV EMBEDDING IN THE HEISENBERG GROUP 7

interest has been focused in deriving properties and existence results of related
critical semilinear equations, as, e. g., in the recent paper [2], where the authors
prove a Brezis-Nirenberg-type results as well as a version of Lions’s Concentration-
Compactness principle for the Grushin operator.

• Also, one can consider to investigate the fractional counterpart of the results
proven here; that is, by replacing the S1

0 -norm in (1.1) by the Ss
0-norm of differentia-

bility order s ∈ (0, 1). In this respect, some recent results about decaying properties
of subsolutions to fractional Yamabe-type equations have been obtained in [33], via
a precise boundedness estimate [33, Theorem 1.1], which is the linear version of the
one already obtained in [50, Theorem 1.1] where a precise quantity, the so-called
“nonlocal tail”, has been firstly introduced to attack very general equations led by
fractional sub-Laplacian-type operators; see also [54] for related results on fractional
nonlinear equations in Hn.

Otherwise, quite a different energy approach in the nonlocal framework could
be carried out via an auxiliary harmonic extension problem to the Siegel upper
half-space, by taking into account that conformally invariant fractional powers of
the sub-Laplacian on the Heisenberg group can be given in terms of the scattering
operator, as seen in the relevant paper [29].

• For what concerns the natural hypotheses on the domain Ω in order to achieve
the localization Theorem 1.2, it could be interesting to ask if one can obtain such a
delicate result under somewhat different assumptions, still in the spirit of treating a
very wide class of domains also possibly involving the presence of characteristic points.
In this respect, it would be interesting to pursuit such an investigation by taking into
account the different assumptions of nontangentially accessible domains satisfying
an intrinsic outer ball condition, as firstly introduced in the relevant paper [15] to
deal with the solvability of the related Dirichlet problem with summable boundary
data.

• Still for what concerns the possible localization of the concentration point
in non-smooth domains, it is worth mentioning the paper [23] in the Euclidean
framework, where Flucher, Garroni and Müller were able to construct an example
of a peculiar non-smooth domain Ω̃ (see Example 9 there), whose related Robin
function RΩ̃ achieves its infimum on the boundary; and subsequently Pistoia and Rey
in [60] showed that concentration can occur on the boundary in such a domain Ω̃. It
could be interesting to understand whether or not one can construct similar intricate
examples in the sub-Riemannian setting; see also the related relevant estimates
in [65].

• The localization result in Theorem 1.2 can be generalized in the case when one
considers more general nonconvex and discontinuous energies with critical growth.
This seems a very challenging task; we refer to the delicate approach in the Euclidean
framework in [23].

• Related concentration phenomena could be investigated in the sub-Riemannian
setting by considering the second critical exponent, see [58], in the same spirit
of [20], where the authors are able to prove the existence of solutions whose energy
concentrates to a Dirac measure of given geodesics of the boundary of domains with
negative inner normal curvature.

• Finally, another very important conjecture, the third Brezis-Peletier conjecture
in [14], is addressed to the asymptotics of the solutions to −△uε + auε = 3u5−ε

ε

with the function a assumed to be critical in the sense of Hebey and Vaugon. This
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has been lastly solved in the Euclidean setting in the very relevant paper [30], where,
under a natural nondegeneracy assumption, the authors are able to derive the exact
rate of the blow up and the location of the concentration point. Despite the flexible
tricky energy-based approach by the authors, it is unclear whether or not similar
results could be achieved in the Heisenberg group.

We hope that our estimates and techniques will be important in further develop-
ments for a better comprehension of the effects of the lack of compactness in the
critical Sobolev embedding in the Heisenberg group.

1.2. The paper is organized as follows. In Section 2 below we briefly fix the
notation and recall some important results on the effects of the lack of compactness of
the critical Sobolev embedding in Hn which will be necessary in the rest of the paper.
We will also introduce the relevant class of “geometrical regular” sets near their
characteristic points appearing in the statement of our main result in Theorem 1.2.
The fine asymptotic control of the optimal functions via the Jerison and Lee extremals
is achieved in Section 3. In Section 4 we prove the localization result in Theorem 1.2
after pursuing a fine boundary analysis for solutions to the subcritical CR Yamabe
equation.

2. Preliminaries

In this section, we briefly fix the notation by recalling a very few properties of
the Heisenberg group; we also present some well-known results regarding the lack of
compactness in the critical Sobolev embedding in the Folland-Stein spaces in the
Heisenberg group.

2.1. The Heisenberg-Weyl group. We start by summarily recalling a few well-
known facts about the Heisenberg group. We denote points ξ in Cn × R ≃ R2n+1

by
ξ := (z, t) = (x + iy, t) ≃ (x1, . . . , xn, y1, . . . , yn, t) ∈ Rn × Rn × R.

The Heisenberg group Hn is an analytic, simply connected (2n + 1)-dimensional Lie
group such that its Lie algebra g admits a stratification

g = V 1 ⊕ V 2, [V 1, V 1] = V 2 and [V 1, V 2] = {0}.

A basis of left invariant vector fields of the subspace V1 is given by

Zj := ∂xj + 2yj∂t, Zn+j := ∂yj − 2xj∂t, 1 ⩽ j ⩽ n.

Moreover, note that since [Zj , Zn+j ] = −4∂t for every 1 ⩽ j ⩽ n, while all the
others are zero, a basis for the subspace V2 is given by

T := ∂t.

Hence, the stratification of the algebra g is given by

g = span{Z1, . . . , Z2n} ⊕ span{T}.

The Heisenberg group can be identified with the triple (R2n+1, ◦, {δλ}λ>0), where ◦
is the polynomial group multiplication law given by

ξ ◦ ξ′ := (x + x′, y + y′, t + t′ + 2⟨y, x′⟩ − 2⟨x, y′⟩) ,

for any ξ, ξ′ ∈ Hn, and {δλ}λ>0 is the automorphism of (R2n+1, ◦) of non-isotropic
dilations

(2.1) ξ 7→ δλ(ξ) := (λx, λy, λ2t).
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Given ξ′ ∈ Hn, the left translation τξ′ is defined by
(2.2) τξ′(ξ) := ξ′ ◦ ξ ∀ξ ∈ Hn.

As customary, Q is the homogeneous dimension with respect to {δλ}λ>0 given by
Q := dim(V 1) + 2 dim(V 2) = 2n + 2.

We denote by DH the horizontal (or intrinsic) gradient of the group
DH := (Z1, . . . , Z2n).

and we indicate by D = (∂x1 , . . . , ∂t) the standard Euclidean gradient. The Kohn
Laplacian (or sub-Laplacian) △H on Hn is the second order operator invariant with
respect to the left-translations τξ′ defined in (2.2) and homogeneous of degree 2
with respect to the dilations {δλ}λ>0 defined in (2.1),

△H :=
2n∑

j=1
Z2

j .

It is well known (see [26]) that △H admits a unique fundamental solution K(·) ∈
C∞(R2n+1 \ {0}), K(·) ∈ L1

loc(R2n+1), K(ξ) → 0 when ξ tends to infinity and such
that ˆ

Hn

K(ξ) △Hϕ(ξ) dξ = −ϕ(0) ∀ϕ ∈ C∞(Hn).

Definition 2.1. We call Gauge norm on Hn a homogeneous symmetric norm d

smooth out of the origin and satisfying
△H(d(ξ)2−Q) = 0 ∀ξ ̸= 0.

In particular, we will work with the standard gauge on Hn, also known as Korányi
gauge,

|ξ|H := (|z|4 + t2) 1
4 ∀ξ = (z, t) ∈ Hn.

In this way we have that
K(ξ) = C−1

Q |ξ|2−Q
H = 1

CQ

(
(|x|2+|y|2)2+t2

)(Q−2)/4 ,

where the constant CQ can be computed explicitly. We define the fundamental
solution with pole in η as K(η−1 ◦ ξ) = C−1

Q |η−1 ◦ ξ|2−Q
H . As customary, we will

denote by Bρ(η) the gauge ball with center η ∈ Hn and radius ρ > 0 given by
Bρ(η) := {ξ ∈ Hn : |η−1 ◦ ξ|H < ρ}.

Definition 2.2. A domain Ω is said to be of class C∞, if for any ξ ∈ ∂Ω there
exists a neighborhood Uξ of ξ and a function Φξ ∈ C∞(Uξ) such that

Uξ ∩ Ω = {η ∈ Uξ : Φξ(η) < 0}
Uξ ∩ ∂Ω = {η ∈ Uξ : Φξ(η) = 0}

We will say that ξ ∈ ∂Ω is a characteristic point of Ω whenever DHΦξ = 0 and
we will denote with Σ(Ω) the set of all characteristic point of Ω.

We recall the definition of intrinsic Hölder spaces Ck,β .

Definition 2.3. Let β ∈ (0, 1) and Ω ⊂ Hn. A function u : Ω → R belongs
to C0,β(Ω) if there exists a positive constant c such that

[u]C0,β(Ω) := sup
ξ ̸=η

ξ,η∈Ω

|u(ξ) − u(η)|
|η−1 ◦ ξ|βH

⩽ c.

For any k ∈ N, we say that u ∈ Ck,β(Ω) if Zju ∈ Ck−1,β(Ω), for any j = 1, . . . , 2n.
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The space C0,β(Ω) is a Banach space endowed with the following norm,

∥u∥C0,β(Ω) := ∥u∥L∞(Ω) + [u]C0,β(Ω).

Let ξ, η in ∂Ω, we define the induced distance d̂ on ∂Ω by

d̂(ξ, η) := |η−1 ◦ ξ|H,

where |·|H is the Korányi norm in Hn and for r > 0 we call B̂r(ξ) the induced ball
given by

B̂r(ξ) = Br(ξ) ∩ ∂Ω,

Definition 2.4. Let 0 < β < 1. We say that a continuous function u belongs to
C0,β(∂Ω) if there exists a constant c such that

[u]α = sup
ξ,η∈∂Ω

ξ ̸=η

|u(ξ) − u(η)|
d̂(ξ, η)β

< c

and the Hölder norm is defined by

∥u∥α = [u]α + sup
ξ∈∂Ω

|u(ξ)|

Consider now a non-characteristic point ξ ∈ ∂Ω. Hence, the outward horizontal
unit normal

nH := DHΦξ

|DHΦξ|
,

is well define, and so we can express the boundary ∂Ω ∩ Uξ in local coordinates ζ̂ :=
(ζ1, . . . , ζ2n) ∈ ∂Ω ∩ Uξ by means of the inverse Ξξ of the exponential map; see [41,
Section 3]. Set now, J := (j1, . . . , j2n), for any ζ define

deg(J) := j1 + · · · + j2n−1 + 2j2n

and
ζJ = ζj1

1 · · · ζj2n

2n

A polynomial of order k in local coordinates on the boundary is given by

P (ζ̂) :=
∑

deg(J)⩽k

aJ ζ̂J ,

for some constant aJ . If η = Ξ−1
ξ (ζ̂), let Pξ(η) := P (ζ̂).

We can give the following definition.

Definition 2.5. Let β ∈ (0, 1) and k ∈ N ∪ {0}. We say that a bounded function u

belongs to Γ k,β(∂Ω) if for each ξ ∈ ∂Ω and any σ > 0, there exists a polynomial Pξ

of degree k in local coordinates on ∂Ω and a uniform constant c > 0 such that

|u(η) − Pξ(η)| ⩽ σk+β |η−1 ◦ ξ|H ⩽ σ.

Then, the Hölder seminorm [u]k,β is the least of possible constant c > 0 above plus
the supremum of the coefficient of Pξ and the Hölder norm is given by

∥u∥Γ k,β(∂Ω) := [u]k,β + sup
ξ∈∂Ω

|u(ξ)|.

With this notation we recall the boundary Schauder-type estimate below; for
other results regarding Schauder estimates at the boundary in Lie groups we refer
the reader to [7, 17].
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Theorem 2.1 (Theorem 1.1 in [6]). Let Ω ⊂ Hn be a bounded subset of class C1,β

for some β ∈ (0, 1), and assume that the set Bρ ∩ ∂Ω is non-characteristic. Let
u ∈ S1

0(Bρ ∩ Ω) ∩ C(Bρ ∩ Ω) be a weak solution to

(2.3)
{

−△Hu = f in Bρ ∩ Ω,

u = 0 in Bρ ∩ ∂Ω,

with f ∈ L∞(Bρ ∩ Ω). Then, u ∈ C1,β(Bρ/2 ∩ Ω) and we have the apriori estimate

[DHu]Γ 0,β(Bρ∩Ω) ⩽ cρ−1−β
(

∥u∥L∞(Bρ∩Ω) + ρ2∥f∥L∞(Bρ∩Ω) + ρ1+β [ϕ]Γ 1,β(Bρ∩Ω)

)
.

Remark 2.1. We remark that in particular, in [6] the authors prove that on the
boundary ∂Ω ∩ Bρ/2 the solution u to (2.3) belongs to the intrinsic Hölder class Γ 1,β

according to Definition 2.5.

Moreover, when sufficiently regularity is assumed, the Pohozaev identity stated
in forthcoming Lemma 2.1 holds true. We denote by D the infinitesimal generator
of the one-parameter group of non-isotropic dilations {δλ}λ>0 in (2.1); that is,

(2.4) D :=
n∑

j=1

(
xj∂xj

+ yj∂yj

)
+ 2t∂t.

Lemma 2.1 (see Theorem 3.4 in [34] and Theorem 2.1 in [32]). Let Ω be a C1 domain
and let u ∈ C2(Ω) be a solution to

−△Hu = f(u) in Ω,

for some function f ∈ C(R) such that f(0) = 0. Setting F (s) :=
´ s

0 f(t) dt , the
following identity holdsˆ

Ω

(
2QF (u) − (Q − 2)uf(u)

)
dξ

= 2
2n∑

j=1

ˆ
∂Ω

DuZju⟨Zj , n⟩ dHQ−2 −
ˆ

∂Ω
|DHu|2⟨D, n⟩ dHQ−2

+2
ˆ

∂Ω
F (u)⟨D, n⟩ dHQ−2 + (Q − 2)

2n∑
j=1

ˆ
∂Ω

uZju⟨Zj , n⟩ dHQ−2 ,

where ν is the exterior unit normal and D is the vector field generating the anisotropic
dilations {δλ}λ>0 and where we denote by HQ−2 the (Q − 2)-dimensional Hausdorff
measure.

2.2. Geometrical regularity near the characteristic set. Some further notation
is needed in order to introduce the natural assumptions on the domains in accordance
with the by-now classical paper [34].

Definition 2.6. Let Ω be a C1 connected open set of Hn containing the group
identity 0. We say that Ω is δλ-starlike (with respect to the identity 0) along a
subset K ⊆ ∂Ω if

⟨D, n⟩(η) ⩾ 0,

at every η ∈ K; in the display above n indicates the exterior unit normal to ∂Ω.
We say that Ω is uniformly δλ-starlike (with respect to the identity 0) along K if

there exists CΩ > 0 such that, at every η ∈ K,

⟨D, n⟩(η) ⩾ CΩ.
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A domain Ω as above is δλ-starlike (uniformly δλ-starlike, respectively) with respect
to one of its point ζ ∈ Ω along K if τζ−1(Ω) is δλ-starlike (uniformly δλ-starlike,
respectively) with respect to the group identity 0 along τζ−1(K).

For recent interesting results on starshaped domains in sub-Riemannian frame-
works, we refer to [22,25].

We finally are in the position to introduce a natural class of regular sets that we
take the liberty to christening for shorten.

Definition 2.7. A smooth domain Ω ⊂ Hn such that ∂Ω is an orientable hy-
persurface is “geometrical regular near its characteristic set” if here exist Φ ∈
C∞(Hn), cΩ > 0 and ρΩ ∈ R such that the following conditions hold true,

(Ω1) There exist Φ ∈ C∞(Hn), cΩ > 0 and ρΩ ∈ R such that

Ω := {Φ < ρΩ} and |DΦ| ⩾ cΩ.

(Ω2) There exist MΩ such that for an interior neighborhood ω of Σ(Ω)

△HΦ ⩾
4

MΩ
⟨DHΦ, x⟩.

(Ω3) Ω is δλ-starlike with respect to one of its point ζo ∈ Ω and uniformly
δλ-starlike with respect to ζo along Σ(Ω).

As mentioned in the Introduction, recall that notable sets having characteristic
points do naturally belong to such a wide class of domains, as for instance the
Korány balls as well as level sets for the Jerison and Lee extremals; i. e., domains of
the type

Ωσ,R :=
{

ξ = (z, t) ∈ Hn : (σ2 + |z|2)2 + t2 < R4
}

∀R > σ > 0.

Also, the class is safe from problematic sets in the sense that the definition above
does permit to exclude those sets like for instance the characteristic cones which
the famous boundary Schauder counter-example by Jerison has been based on.

2.3. Lack of compactness in the critical Sobolev embedding. In this section,
we recall some important results in the Heisenberg framework regarding the analysis
of the effect of the lack of compactness in the critical Sobolev embedding.

Firstly, we state (in the form adapted to our framework) the aforementioned
pioneering result by Jerison and Lee [44] which gives the explicit expression of the
functions giving the equality in (1.1).

Theorem 2.2 (Corollary C in [44]). Let 2∗ = 2Q/(Q − 2). Then for any λ > 0 and
any ξo ∈ Hn, the function Uλ,ξo defined by

Uλ,ξo := U

(
δ 1

λ

(
τξ−1

0
(ξ)
))

,

where

(2.5) U(ξ) = c0

((
1 + |z|2

)2
+ t2

)− Q−2
4

∀ξ ∈ Hn,

is solution to the variational problem (1.2); that is,

∥Uλ,ξo∥2∗

L2∗ (Hn) = S∗∥DHUλ,ξo∥2∗

L2(Hn).

where S∗ is the best Sobolev constant.
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We conclude this section by recalling the Global Compactness-result for Palais-
Smale sequences in Ω ⊆ Hn. For any fixed λ ∈ R consider the problem

(Pλ) −△Hu − λu − |u|2
∗−2u = 0 in (S1

0(Ω))′,

together with its corresponding Euler–Lagrange functional Eλ : S1
0(Ω) → R given by

Eλ(u) = 1
2

ˆ
Ω

|DHu|2 dξ − λ

2

ˆ
Ω

|u|2 dξ − 1
2∗

ˆ
Ω

|u|2
∗

dξ.

Consider also the following limiting problem,

(P0) −△Hu − |u|2
∗−2u = 0 in (S1

0(Ωo))′,

where Ωo is either a half-space or the whole Hn; i. e., the Euler-Lagrange equation
corresponding to the energy functional E∗ : S1

0(Ωo) → R,

E∗(u) = 1
2

ˆ
Ωo

|DHu|2 dξ − 1
2∗

ˆ
Ωo

|u|2
∗

dξ.

We have the following

Theorem 2.3 (Theorem 1.3 in [55]). Let {uk} ⊂ S1
0(Ω) be a Palais-Smale sequence

for Eλ; i. e., such that

Eλ(uk) ⩽ c for all k,

dEλ(uk) → 0 as k → ∞ in (S1
0(Ω))′.

Then, there exists a (possibly trivial) solution u(0) ∈ S1
0(Ω) to (Pλ) such that, up to

a subsequence, we have

uk ⇀ u(0) as k → ∞ in S1
0(Ω).

Moreover, either the convergence is strong or there is a finite set of indexes I =
{1, . . . , J} such that for all j ∈ I there exist a nontrivial solution u(j) ∈ S1

0(Ω(j)
o )

to (P0) with Ω(j)
o being either a half-space or the whole Hn, a sequence of nonnegative

numbers {λ
(j)
k } converging to zero and a sequences of points {ξ

(j)
k } ⊂ Ω such that,

for a renumbered subsequence, we have for any j ∈ I

u
(j)
k (·) := λ

(j)
k

Q−2
2

uk

(
τ

ξ
(j)
k

(
δ

λ
(j)
k

(·)
))

⇀ u(j)(·) in S1
0(Hn) as k → ∞.

In addition, as k → ∞ we have

uk(·) = u(0)(·) +
J∑

j=1
λ

(j)
k

2−Q
2

uk

(
δ1/λ

(j)
k

(
τ−1

ξ
(j)
k

(·)
))

+ o(1) in S1
0(Hn);∣∣∣∣∣log

λ
(i)
k

λ
(j)
k

∣∣∣∣∣+
∣∣∣∣δ1/λ

(j)
k

(
ξ

(j)
k

−1
◦ ξ

(i)
k

)∣∣∣∣
Hn

→ ∞ for i ̸= j, i, j ∈ I;

∥uk∥2
S1

0
=

J∑
j=1

∥u(j)∥2
S1

0
+ o(1);

Eλ(uk) = Eλ(u(0)) +
J∑

j=1
E∗(u(j)) + o(1).

Several remarkable results regarding the behaviour of Palais-Smale sequences for
the critical energy E∗ can be found in [16] where the author proves an analogous
representation result for nonnegative Palais-Smale sequences. Moreover, it is worth
mentioning the relevant paper [38], where the authors deduce the desired Global
Compactness in the important case of critical energies on the (2n + 1)-dimensional
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sphere (equipped with the CR structure) associated to the sub-elliptic intertwining
operator L2k of order 2k, with k ∈ R being such that 0 < 2k < Q; also covering
fractional CR Yamabe energies.

As firstly shown in a very general setting in [59], the proof of the result in the
theorem above is deduced in [55] via a subtle application of the so-called Profile
Decomposition, originally proven by Gérard for bounded sequences in the fractional
Euclidean space Hs, and extended to the Heisenberg framework in [9].

3. Asymptotic control via the Jerison and Lee extremals

Before going into the proof of Theorem 1.3, we need some integrability and
boundedness estimates for weak solutions to subelliptic equations in the Heisenberg
group as well as the notion of H-Kelvin transform and a maximum principle for the
sub-Laplacian △H.

3.1. Regularity properties for subelliptic equations. Below, we state and
prove some estimates in the same spirit of classical Caccioppoli-type inequalities
and consequently boundedness results. We refer also to the Euclidean counterpart
in [14,39] and to related results on Carnot groups in [64].

Lemma 3.1. [Caccioppoli-type estimate]. Let us consider the following problem,

(3.1)
{

−△Hu = a(ξ)up−1,

u ∈ S1
0(Ω), u ⩾ 0.

where a ∈ L∞(Ω), 2 < p0 < p ⩽ 2∗. Then, for any 1 < q ⩽ 2∗ − 1, there exists υ0
and ρ0 depending only on ∥a∥L∞(Ω), n, p and q such that, for any ξ̄ with

(3.2)
ˆ

Ω∩B2ρ(ξ̄)
up dξ ⩽ υ0 for any ρ ⩽ ρ0,

we have

(3.3) ∥u∥
L

(q+1)2∗
2 (Ω∩Bρ(ξ̄))

⩽
c

ρ2/(q+1) ∥u∥Lq+1(Ω∩Bρ(ξ̄)) ,

for a constant c > 0 depending on the dimension n only.

Proof. Test (3.1) with ϕ := φ2uq, with q > 1 and φ ∈ C∞
0 (Ω) being a cut-off

function, so that

φ ≡ 1 on Ω ∩ Bρ(ξ̄), φ ≡ 0 outside Ω ∩ B2ρ(ξ̄) and |DHφ| ⩽ c/r

Then, via integration by parts and Young’s Inequalityˆ
Ω

DH(φ2uq) · DHu dξ

=
ˆ

Ω
2φuqDHφ · DHu + qφ2uq−1|DHu|2 dξ

⩾ − 2
ˆ

Ω
φu

q+1
2 + q−1

2 |DHφ||DHu| dξ + q

ˆ
Ω

φ2uq−1|DHu|2 dξ

⩾ − 1
ε

ˆ
Ω

φ2uq−1|DHu|2 dξ − ε

ˆ
Ω

uq+1|DHφ|2 dξ

+ q

ˆ
Ω

φ2uq−1|DHu|2 dξ

≥ q

2

ˆ
Ω

φ2uq−1|DHu|2 dξ − 2
q

ˆ
Ω

uq+1|DHφ|2 dξ.(3.4)
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Using Sobolev’s and Hölder’s Inequality and (3.4) we obtain

(S∗)− 2
2∗

(ˆ
Ω∩B2ρ(ξ̄)

|φu(q+1)/2|2
∗

dξ

) 2
2∗

≤
ˆ

Ω∩B2ρ(ξ̄)
|DH(φu(q+1)/2)|2 dξ

≤ (q + 1)2

q

q

2

ˆ
Ω∩B2ρ(ξ̄)

φ2uq−1|DHu|2 dξ + 2
ˆ

Ω∩B2ρ(ξ̄)
uq+1|DHφ|2 dξ

≤ 2(q + 1)2

q

[ˆ
Ω∩B2ρ(ξ̄)

a(ξ)uq+p−1φ2 dξ + 2
q

ˆ
Ω∩B2ρ(ξ̄)

uq+1|DHφ|2 dξ

]

+ 2
ˆ

Ω∩B2ρ(ξ̄)
uq+1|DHφ|2 dξ

(3.4)
⩽ c∥a∥L∞(Ω)

(ˆ
Ω∩B2ρ(ξ̄)

|φu(q+1)/2|2
∗

dξ

) 2
2∗ (ˆ

Ω∩B2ρ(ξ̄)
|u|(p−2) Q

2 dξ

) 2
Q

(3.5)

+c

ˆ
Ω∩B2ρ(ξ̄)

uq+1|DHφ|2 dξ.

Note now that, since p ⩽ 2∗, Q(p − 2)/(2p) ⩽ 1, one has

c∥a∥L∞(Ω)

(ˆ
Ω∩B2ρ(ξ̄)

|u|(p−2) Q
2 dξ

) 2
Q

⩽ c∥a∥L∞(Ω)

(ˆ
Ω∩B2ρ(ξ̄)

|u|p dξ

) p−2
p

|Ω ∩ B2ρ(ξ̄)|
2
Q − p−2

p

(3.2)
⩽ c∥a∥L∞(Ω)υ

p−2
p

0 |Ω ∩ B2ρ(ξ̄)|
2
Q − p−2

p ⩽
(S∗)− 2

2∗

2 ,

up to choosing υ0 and ρ0 sufficiently small.
Then, re-absorbing on the left-hand side in (3.5), it yields

(S∗)− 2
2∗

2

(ˆ
Ω∩B2ρ(ξ̄)

|φu(q+1)/2|2
∗

dξ

) 2
2∗

⩽ c

ˆ
Ω∩B2ρ(ξ̄)

uq+1|DHφ|2 dξ.

which gives the desired estimate in (3.3). □

Moreover, the following L∞-estimate holds true.

Lemma 3.2. [Local boundedness estimate]. Let us consider the following
problem, {

−△Hu = f(ξ, u)u,

u ∈ S1
0(Ω), u ⩾ 0.

If ξ 7→ f(ξ, ·) ∈ Lq/2(Ω), for a. e. ξ ∈ Ω and for some q > Q, then it holds

(3.6) sup
Bρ(ξ̄)

u ⩽ c

(
1

ρQ

ˆ
B2ρ(ξ̄)

u2∗

) 1
2∗

∀B2ρ(ξ̄) ⊂ Ω,

where c ≡ c(n, q, ∥f∥Lq/2(Ω)) > 0.



16 G. PALATUCCI AND M. PICCININI

Proof. With no loss of generality, we assume that ρ = 1 and ξ̄ = 0. Consider
for p > 1, B4(0) ≡ B4 and a nonnegative cut-off function φ ∈ C∞

0 (B4), the test
function ϕ := φ2up. So that

(3.7)
ˆ

Ω
DHu · DH(φ2up) dξ =

ˆ
Ω

f(ξ, u)φ2up+1 dξ.

Integrating by parts the first integral on the left-hand side in (3.7) and using Young’s
Inequality yield

ˆ
Ω

DHu · DH(φ2up) dξ

⩾ − 2
ˆ

Ω
φup|DHu||DHφ| dξ + p

ˆ
Ω

φ2up−1|DHu|2 dξ

⩾
p

2

ˆ
Ω

φ2up−1|DHu|2 dξ − 2
p

ˆ
Ω

up+1|DHφ|2 dξ.

Putting all together we have that
ˆ

Ω
φ2up−1|DHu|2 dξ ⩽

2
p

ˆ
Ω

f(ξ, u)φ2up+1 dξ + 4
p2

ˆ
Ω

up+1|DHφ|2 dξ.

Applying now Sobolev’s Inequality yields that

∥φu
p+1

2 ∥2
L2∗ (Ω) ⩽ 2(S∗) 2

2∗
(p + 1)2

2

ˆ
Ω

φ2up−1|DHu|2 dξ

+2(S∗) 2
2∗

ˆ
Ω

up+1|DHφ|2 dξ

⩽ c(p + 1)2︸ ︷︷ ︸
ˆ

Ω

(
f(ξ, u)φ2 + |DHφ|2

)
up+1 dξ(3.8)

Using Hölder’s Inequality with q/2 and q/(q − 2) and the interpolative inequality

∥g∥Lt ⩽ ε∥g∥Lr̄ + ε−σ∥g∥Lr ,

for r ⩽ t ⩽ r̄ and µ := ( 1
r − 1

r̄ )/( 1
t − 1

r̄ ), we obtain
ˆ

Ω
f(ξ, u)

(
φu

p+1
2

)2
dξ ⩽ ∥f∥Lq/2(Ω)∥φu

p+1
2 ∥2

L2q/(q−2)(Ω)

⩽ ∥f∥Lq/2(Ω)

(
ε∥φu

p+1
2 ∥L2∗ (Ω) + ε− Q

q−Q ∥φu
p+1

2 ∥L2(Ω)

)2
,

Thus, by choosing ε sufficiently small and absorbing the terms in the left-hand side
in (3.8), we have

(3.9) ∥φu
ϑ
2 ∥L2(2∗/2)(Ω) ⩽ c ϑ

q
q−Q ∥(φ + |DHφ|)u ϑ

2 ∥L2(Ω),

where we denoted by ϑ := p + 1. We specify now the cut-off function φ. Let
1 ⩽ σ < ρ ⩽ 3 and choose φ such that

0 ⩽ φ ⩽ 1, φ ≡ 1 on Bσ, φ ≡ 0 on Hn \ Bρ, |DHφ| ⩽ 2
ρ − σ

.

With such a choice of φ, the estimate in (3.9) becomes

(3.10) ∥uϑ/2∥L2(2∗/2)(Bσ) ⩽
c ϑ

q
q−Q

ρ − σ
∥uϑ/2∥L2(Bρ).
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Thus, once defined Aq,s :=
(´

Bs
uq dξ

) 1
q , we have that the inequality in (3.10)

becomes

(3.11) A 2∗ϑ
2 ,σ ⩽

(
c ϑ

q
q−Q

ρ − σ

) 2
ϑ

Aϑ,ρ.

We are finally in the position to start a classical iteration method in order to
get the desired supremum estimate. Taking ϑj := (2∗/2)jϑ and ρj := 1 + 2−j ,
for j = 0, 1, . . . , we prove that

(3.12) AϑN ,ρN
⩽

N∏
j=0

 c ϑ
q

q−Q

j

ρj − ρj+1

 2
ϑj

Aϑ,2 for any N ⩾ 1.

Clearly the case N ≡ 1 follows from (3.11). We now assume that the estimate above
holds for N and prove it for N + 1. Indeed, recalling (3.11) we have

AϑN+1,ρN+1 ⩽

 c ϑ
q

q−Q

N

ρN − ρN+1

 2
ϑN

AϑN ,ρN

⩽

 c ϑ
q

q−Q

N

ρN − ρN+1

 2
ϑN N∏

j=0

 c ϑ
q

q−Q

j

ρj − ρj+1

 2
ϑj

Aϑ,2

=
N+1∏
j=0

 c ϑ
q

q−Q

j

ρj − ρj+1

 2
ϑj

Aϑ,2 ,

and the induction step does follow.
Moreover, note that

∞∏
j=0

 c ϑ
q

q−Q

j

ρj − ρj+1

 2
ϑj

=
(

c ϑ
q

q−Q

ρ0 − ρ1

) 2
ϑ

e
∑

j

2 log

(
c 2j+1ϑ

q
q−Q
j

)
ϑj ,

where we also used that

∞∑
j=1

2 log
(

c 2j+1ϑ
q

q−Q

j

)
ϑj

= 2 log c

∞∑
j=1

1
ϑj

+ 2 log 2
∞∑

j=1

j + 1
ϑj

+ 2q

q − Q

∞∑
j=1

log ϑj

ϑj
< ∞.

Thus, letting N going to infinity in (3.12), we eventually arrive at

sup
B1

u ⩽ c

(ˆ
B2

uϑ dξ

) 1
ϑ

,

which gives the desired estimate (3.6) choosing ϑ = 2∗. □
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3.2. H-Kelvin transform. We briefly recall some notion about the H-Kelvin
transform which will play an important role in the proof of Theorem 1.3.

Definition 3.1. For any ξ = (z, t) ∈ Hn \ {0} we call H-inversion the map

κH : Hn \ {0} 7−→ Hn \ {0},

κH(ξ) :=
(

z

|z|2 + it
,

t

|z|4 + t2

)
.

With κH defined above, given a function u : Hn → R we denote by u♯ its H-Kelvin
transform defined by

u♯ : Hn \ {0} → R,

u♯(ξ) := |ξ|−(Q−2)
H u

(
κH(ξ)

)
.

It can be easily verified that

(3.13) κH(κH(ξ)) = ξ, and |κH(ξ)|H = |ξ|−1
H .

We would now need to present few properties of the H-Kelvin transform adapted
to our framework.

Proposition 3.1 (See Theorem 2.3.5 in [40]). Let Ω be a domain and denote
by Ω♯ the image of Ω under the H-inversion κH. Then, we have that the H-Kelvin
transform is an isometry between S1

0(Ω) and S1
0(Ω♯).

Proposition 3.2 (See Lemma 2.3.6 in [40]). Let u be a solution to−△Hu = up,

u ∈ S1
0(Ω), u ≥ 0,

for some positive exponent p > 0. Then, its H-Kelvin transform u♯ satisfies−△Hu♯(ξ) = |ξ|p(Q−2)−(Q+2)
H u♯(ξ)p,

u♯ ∈ S1
0(Ω♯), u♯ ≥ 0.

Lastly we will take advantage of the maximum principle stated below.

Proposition 3.3 (See Proposition 1.3 in [11]). Let E be a smooth bounded domain
on Hn and let f ∈ L∞(E). Then, there exists δ̄ > 0 depending only on n and
∥f∥L∞(E) such that the maximum principle holds for △H + f provided that |E| < δ̄.

3.3. Proof of Theorem 1.3. Consider a maximizing sequence {uε} of (1.4). Then
it holds that

(3.14)
ˆ

Ω
|uε|2

∗−ε dξ = S∗ + o(1), as ε → 0,

where we also used Proposition 2.5 in [55].

Step 1. The sequence of the supremum norms ∥uε∥L∞ diverges; i. e.,

(3.15) ∥uε∥L∞(Ω) → ∞, as ε → 0.

By contradiction assume that there exists a sequence {εk}k for which uεk
remains

bounded in Ω for εk → 0+ as k → +∞. Hence, up to subsequences, we can assume
that uεk

→ v ≠ ∞ uniformly on Ω. If the limit function v ≡ 0, then by (3.14) we
have reached a contradiction since S∗ ̸= 0. On the other hand, if v ̸= 0 we would
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have obtained a maximizer of (1.3) which is a contradiction as well. Thus, (3.15)
holds true.

Choose now a sequence of points {ηε} ⊆ Ω and a sequence of numbers {λε} ⊆ R+

such that

(3.16) uε(ηε) = λ
− Q−2

2
ε ≡ ∥uε∥L∞(Ω).

Consider the function

(3.17) vε(ξ) := λ
Q−2

2
ε uε

(
τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

,

which is a weak solution to

(3.18)


−△Hvε = v2∗−1−ε

ε in Ωε := δ
λ

Q−2
4 ε−1

ε

(
τ−1

ηε
(Ω)
)

vε(0) = 1,

0 ⩽ vε ⩽ 1.

Indeed, by the homogeneity of the sub-Laplacian we get

−△Hvε(ξ) = λ
Q−2

2
ε λ

2− Q−2
2 ε

ε (−△Huε)
(

τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

= λ
Q+2

2 − Q−2
2 ε

ε u2∗−1−ε
ε

(
τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

= λ
Q−2

2 ( Q+2
Q−2 −ε)

ε u2∗−1−ε
ε

(
τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

= v2∗−1−ε
ε .

Also, recalling the choice of {ηε} and {λε} in (3.16), we have that

vε(0) = λ
Q−2

2
ε uε(ηε) = 1,

and that 0 ⩽ vε ⩽ 1 in Ωε.
Now, since the sequence {vε} is bounded it is equicontinuous on compact sub-

set of Hn, and by Ascoli-Arzelà’s Theorem, up to subsequences, there exists a
function v∞ ̸≡ 0 such that vε → v∞ uniformly on compact set.

Step 2. As ε → 0+, the sequence {λε} defined in (3.16) satisfies

(3.19) 0 < c ⩽ λε
ε ⩽ 1, with c ≡ c(n).

First of all, since λε → 0 when ε → 0, by (3.16), it trivially follows that λε
ε < 1,

for ε sufficiently small. Moreover, since the function vε defined in (3.17) tends
to v∞ ̸≡0 uniformly on compact set and v∞(0) = 1, it exists σ > 0, sufficiently small,
such that in Bσ(0) ⊂ Ωε and v∞ > 0. Hence, by Fatou’s Lemma, we get that

lim inf
ε→0+

ˆ
Bσ(0)

v2∗−ε
ε dξ ⩾

ˆ
Bσ(0)

lim inf
ε→0+

v2∗−ε
ε dξ

=
ˆ

Bσ(0)
v2∗

∞ dξ =: c > 0.

Then, we have
ˆ

Bσ(0)
v2∗−ε

ε dξ
(3.17)=

ˆ
Bσ(0)

λ

Q−2
2

(
2Q

Q−2 −ε

)
ε u

2Q
Q−2 −ε
ε

(
τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

dξ
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⩽ λ
Q− Q−2

2 ε
ε

ˆ
Ωε

u
2Q

Q−2 −ε
ε

(
τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))

dξ

⩽ λ
(Q−2)2

4 ε
ε

ˆ
Ω

u2∗−ε
ε (ξ) dξ,

which, by the previous computation gives

lim inf
ε→0+

λε
ε

(3.14)
⩾

( c

S∗ + o(1)

) 4
(Q−2)2

> 0,

which is the desired estimate.

Step 3. The asymptotics in (1.10) for the sequence {ηε} holds true.
Recall that |DHuε|2 dξ

∗
⇀ δξo in M(Ω) for a given point ξo ∈ Ω. Then, considering

the function vε in (3.17), which converges to v∞ ̸≡ 0 uniformly on compact set, it
yields that, up to choosing ρ > 0 large enough,

0 <

ˆ
Bρ(0)

|DHv∞|2 dξ ⩽ lim inf
ε→0+

ˆ
Bρ(0)

|DHvε|2 dξ

= lim inf
ε→0+

(
λε

ε

) (Q−2)2
4
ˆ

B
ρλ

1− Q−2
4 ε

ε

(ηε)
|DHuε|2 dξ,

which, in view of the asymptotic of {λε
ε} in (3.19) gives a contradiction if ηε does

not converge to ξo ∈ Ω.

Step 4. The concentration point ξo is away from the boundary of ∂Ω.
In order to prove this result, we will employ the maximum principle stated in
Proposition 3.3.

First, let us show that there exists a direction ς, with |ς|H = 1, along which uε

decreases; i. e., for any ξ ∈ Ω it holds

uε(δλ1(ς) ◦ ξ) − uε(δλ2(ς) ◦ ξ) < 0 for any 0 < λ2 < λ1 < λo ,

for some λo > 0. By contradiction assume that there is no such direction. Then, for
any ς with |ς|H = 1, denoting uλ,ε := uε(τδλ(ς)(·)), we have that the function uλ,ε is
such that uλ,ε ⩾ uε for any λ > 0 , and it solves the following problem,−△Huλ,ε = u2∗−1−ε

λ,ε in Ωλ := τ(δλ(ς))−1(Ω) ,

uλ,ε = 0 on ∂Ωλ.

Because of the boundedness of Ω one has that there exists λo ⩾ 0 such that Ωλo ∩Ω =
∅ and Ω ∩ Ωλ ̸= ∅ for any λ ∈ [0, λo). We immediately notice that in the case
when λ = 0, one has Ωλ ≡ Ω. For any λ < λo let us consider the function wλ,ε

defined as follows,
wλ,ε := uλ,ε − uε.

Such a function is the solution of the following problem,△Hwλ,ε − f(ξ)wλ,ε ⩽ 0 in Ωλ ∩ Ω,

wλ,ε = 0 on ∂(Ωλ ∩ Ω),

where f ∈ L∞(Ωλ ∩ Ω). Letting δ̄ > 0 be the one given by Proposition 3.3 and
choosing λδ̄ such that

(3.20) |Ωλ ∩ Ω| < δ̄ ∀λ > λδ̄,



CRITICAL SOBOLEV EMBEDDING IN THE HEISENBERG GROUP 21

we can apply the maximum principle to get that

wλ,ε ⩾ 0 in Ωλ ∩ Ω.

Moreover, by the strong maximum principle, we get in particular that

wλ,ε > 0 in Ωλ ∩ Ω.

Now, define

λ1 := inf
{

λ > 0 : ws,ε > 0 for any s > λ
}
⩾ 0.

We show that λ1 = 0. By contradiction assume that λ1 > 0. Note that wλ1,ε ⩾ 0
on Ωλ1 ∩ Ω and, by the strong maximum principle, wλ1,ε > 0. Choose a compact
set K ⊂ Ωλ1 ∩ Ω such that

|(Ωλ1 ∩ Ω) \ K| < δ̄/3 ,

and

(3.21) ws,ε ⩾ 0 on K for s < λ1

Fix now 0 < λ < λ1 such that

(3.22) K ⊂ Ωλ ∩ Ω and |(Ωλ ∩ Ω) \ K| < δ̄,

where δ̄ is the one appearing in (3.20).
Choose λ < λ1 sufficiently near to λ1 such that (3.21) and (3.22) are satisfied for

any s ∈ (λ, λ1). This plainly leads to a contradiction. Indeed, ws,ε ⩾ 0 on (Ωs∩Ω)\K

by Proposition 3.3 which together with (3.21) does imply that ws,ε ⩾ 0 on Ωs ∩ Ω.
Moreover, recalling that ws,ε ̸≡0 and s > λ > 0, from the strong maximum principle
it follows that ws,ε > 0 for some s < λ1, which is a contradiction. Therefore, we
have that uε(τδλ(ς)(·)) is decreasing for any λ in (0, λo).

Now, we can find σ, ϑ > 0 such that for any ξ ∈
{

ξ′ ∈ Ω : dist(ξ′, ∂Ω) < ϑ
}

there exists a measurable set Kξ such that

|Kξ| > σ, Kξ ⊂
{

ξ′ ∈ Ω : dist(ξ′, ∂Ω) >
ϑ

2

}
, and uε(ξ′) > uε(ξ), ∀ξ′ ∈ Kξ.

Thus, being {uε} a maximizing sequence for S∗
ε , we finally arrive at

uε(ξ) < −
ˆ

Kξ

uε dξ′

⩽

(
−
ˆ

Kξ

u2∗−ε
ε dξ′

) 1
2∗−ε

< σ− 1
2∗−ε

(
S∗ + o(1)

) 1
2∗−ε

,

Then, since uε(ηε) → ∞, it must follow that ηε is away from the boundary (up to
choosing ε small enough).

Step 5. The function vε in (3.17) converges to U in (2.5) locally uniformly
on compact sets. As proven above we have that the sequence {vε} converges
uniformly on compact set to v∞. Moreover, if we denote with Ωo the limiting
set for ε → 0 of Ωε, we have that Ωo ≡ Hn. Indeed, thanks to Step 2 and
Step 4 we have that the sequence {λ

(Q−2)ε/4−1
ε dist(ηε, ∂Ω)}ε is unbounded. Then,

recalling [18, Lemma 3.4] we have that the limiting space Ωo does coincide with Hn.
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This yields that v∞ is a solution to
−△Hv∞ = v2∗−1

∞ , in Hn,

v∞(0) = 1,

0 ⩽ v∞ ⩽ 1,

which implies that v∞ coincides with the function U , defined in (2.5).

Step 6. The sequence {λε} satisfies

(3.23) |λε
ε − 1| = λt̄ε

ε ε|ln λε| ,

for some t̄ ∈ (0, 1). By means of the Mean Value Theorem we have that there
exists ϑ ∈ (λε

ε, 1) such that

1
ϑ

= 1
1 − λε

ε

ˆ 1

λε
ε

1
s

ds = ln λε
ε

λε
ε − 1 .

Hence, considering t̄ := ln ϑ/ ln λε
ε ∈ (0, 1) we have that

|λε
ε − 1| = λt̄ε

ε ε|ln λε|,

by (3.19), which gives the desired result.

Step 7. Useful estimates. Recalling the homogeneity of the horizontal
gradient DH and the result in (1.10); we have

ˆ
Ωε

|DHvε|2 dξ =
ˆ

Ωε

λ
Q− Q−2

2 ε
ε

∣∣∣∣(DHuε)
(

τηε

(
δ

λ
1− Q−2

4 ε

ε

(ξ)
))∣∣∣∣2 dξ

= λ
(Q−2)2

4 ε
ε

ˆ
Ω

|DHuε|2 dξ ⩽ λ
(Q−2)2

4 ε
ε ,(3.24)

as similarly done in Step 2. Also, by means of (1.10), one hasˆ
Ωε

|vε|2
∗

dξ = λ
(Q−2)2

4 ε
ε

ˆ
Ω

|uε|2
∗

dξ = λ
(Q−2)2

4 ε
ε (S∗ + o(1)).(3.25)

Step 8. The asymptotic estimate in (1.9) holds true. We start by observing
that proving (1.9) is equivalent to show that the following estimate holds, for some
universal constant c > 0,

(3.26) vε(ξ) ⩽ C U(ξ) in Ωε.

Consider the H-Kelvin transform v♯
ε of vε, according to Definition 3.1; we now have

that (3.26) follows from

(3.27) v♯
ε(ξ) ⩽ C in Ω♯

ε ,

for a suitable (relabed) constant C ≡ C(n), which for shortness we relabel as C,
and where Ω♯

ε is the H-Kelvin transformed of Ωε. Indeed, recalling Definition 2.5 of
U we have that (3.26) is equivalent to say that(

(1 + |z|2)2 + t2
)Q−2

4
vε(ξ) ⩽ C.

Hence, since
(

(1 + |z|2)2 + t2
)Q−2

4
⩽ c + c |ξ|Q−2

H , for some dimensional constant
c ≡ c(n) > 0 and for any ξ = (z, t), the inequality above will follow from

cvε(ξ) + c |ξ|Q−2
H vε(ξ) ⩽ c + c |ξ|Q−2

H vε(ξ) ⩽ C ,
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once recalled that 0 ⩽ vε ⩽ 1. Hence, applying the H-inversion map, by (3.13), we
have that the above estimate can be rewritten in the following way

c + c|ξ|2−Q
H vε(κH(ξ)) ⩽ C.

Thus, recalling the definition of H-Kelvin transform we are left to prove (3.27).
Begin noticing that vε ⩽ 1 yields that v♯

ε ⩽ |ξ|−(Q−2)
H , and this will reduce the

estimate for v♯
ε to be proven just near the origin. Also, we observe that we can

choose ρ > 0 sufficiently small such that B
ρλ

(Q−2)ε/4−1
ε

≡ B
ρλ

(Q−2)ε/4−1
ε

(0) ⊂ Ωε ,

Hence, applying the H-inversion map, we have that B
ρλ

(Q−2)ε/4−1
ε

is mapped into
CB

ρ−1λ
1−(Q−2)ε/4
ε

:= Hn \ B
ρ−1λ

1−(Q−2)ε/4
ε

⊂ Ω♯
ε. Since vε satisfies (3.18), by Proposi-

tion 3.2, its H-Kelvin transform is a solution to

−△Hv♯
ε(ξ) = |ξ|−(Q−2)ε

H

(
v♯

ε(ξ)
)2∗−1−ε

in CB
ρ−1λ

1−(Q−2)ε/4
ε

.

Now, calling, a(ξ) := |ξ|−(Q−2)ε
H , we have that, by (3.19), a(·) is uniformly bounded

in CB
ρ−1λ

1−(Q−2)ε/4
ε

independently of ε. Indeed, for any ξ ∈ CB
ρ−1λ

1−(Q−2)ε/4
ε

, it
holds

a(ξ) ⩽ ρε(Q−2)λ
[(Q−2)ε]2

4 −ε(Q−2)
ε ,

which by (3.19) is bounded as ε ↘ 0. For any σ ⩽ σ0 and B2σ ≡ B2σ(0), we have
thatˆ

CB
ρ−1λ

1−(Q−2)ε/4
ε

∩B2σ

(v♯
ε)2∗−ε dξ ⩽ ∥v♯

ε∥2∗−ε
L2∗ (CB

ρ−1λ
1−(Q−2)ε/4
ε

∩B2σ)|Ω
♯
ε ∩ B2σ| ε

2∗

⩽ ∥v♯
ε∥2∗−ε

L2∗ (CB
ρ−1λ

1−(Q−2)ε/4
ε

∩B2σ)|B2σ| ε
2∗

= ∥vε∥2∗−ε
L2∗ (B

ρλ
(Q−2)ε/4−1
ε

)|B2σ| ε
2∗

⩽ ∥vε∥2∗−ε
L2∗ (Ωε)|B2σ| ε

2∗

(3.25)
⩽

(
λ

(Q−2)2
4 ε

ε S∗ + o(1)
) 2∗−ε

2∗

|B2σ0 | ε
2∗

where we have also used Proposition 3.1. By taking σ0 sufficiently small we have
that (3.2) is satisfied for some υ0, who can be chosen independently of ε.

An application of Lemma 3.1 (with q = 2∗ − 1 there) yields
ˆ

CB
ρ−1λ

1−(Q−2)ε/4
ε

∩Bσ

(v♯
ε)

(2∗)2
2 dξ ⩽

c

σ2/2∗ ∥v♯
ε∥L2∗ (Ω♯

ε)

= c

σ2/2∗ ∥vε∥L2∗ (Ωε)

(3.25)= c

σ2/2∗

(
λ

[(Q−2)ε]2
4

ε S∗ + o(1)
) 1

2∗
.(3.28)

In particular, the constant appearing in the preceding display stays bounded as
ε goes to 0. Moreover, by (3.28) we get ξ 7→ f(ξ, v♯

ε) ≡ |ξ|−(Q−2)ε
H (v♯

ε)2∗−2−ε ∈
Lq/2(CB

ρ−1λ
1−(Q−2)ε/4
ε

∩ Bσ), a. e., once chosen

q

2 := (2∗)2

2(2∗ − 2 − ε) >
(2∗)2

2(2∗ − 2) = Q

Q − 2
Q

2 >
Q

2 .
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Indeed, by (3.28), we haveˆ
CB

ρ−1λ
1−(Q−2)ε/4
ε

∩Bσ

|f(ξ, v♯
ε)|

q
2 dξ

⩽
ˆ

CB
ρ−1λ

1−(Q−2)ε/4
ε

∩Bσ

|ξ|−
(Q−2)qε

2
H (v♯

ε)
(2∗)2

2 dξ

⩽ ρ
(Q−2)qε

2 λ
[(Q−2)ε]2q

8 − (Q−2)qε
2

ε

ˆ
CB

ρ−1λ
1−(Q−2)ε/4
ε

∩Bσ

(v♯
ε)

(2∗)2
2 dξ

(3.28)
⩽

c ρ
(Q−2)qε

2

σ2/2∗ λ
[(Q−2)ε]2q

8 − (Q−2)qε
2

ε

(
λ

[(Q−2)ε]2
4

ε S∗ + o(1)
) 1

2∗
.

with the term on the right-hand side in the last display above being bounded as ε

goes to 0, thanks to (3.19). Thus, Lemma 3.2 yields that

sup
CB

ρ−1λ
1−(Q−2)ε/4
ε

∩Bσ

v♯
ε ⩽

c

σQ/2∗ ∥v♯
ε∥L2∗ (Ω♯

ε)

= c

σQ/2∗ ∥vε∥L2∗ (Ωε)

(3.25)= c

σQ/2∗

(
λ

[(Q−2)ε]2
4

ε S∗ + o(1)
) 1

2∗
(3.29)

where the right-hand side in (3.29) is bounded as ε goes to 0.

Step 9. Conclusion. Recalling the definition of vε in (3.17) and the estimate
in (3.26), we obtain that

uε(ξ) ⩽ c λ
− Q−2

2
ε U

(
δ

λ
Q−2

4 ε−1
ε

(τη−1
ε

(ξ))
)

,

which is the desired control stated in (1.9). □

4. Proof of the localization result in Theorem 1.2

This section is devoted to the proof of the localization result in Theorem 1.2. As
mentioned in the introduction, for such a proof we will need all the results proven
in the previous sections and also a few further independent results, as integral
estimates for the horizontal derivatives and boundedness up to the characteristic
set for the D-derivatives of uε.

4.1. Boundary behaviour of subcritical extremals. In this section, we recall
some results about the boundary behaviour of solutions to the subcritical CR
Yamabe equation. The results in the two forthcoming theorems can be essentially
obtained by their critical counterparts in [34, 64]. For the sake of the reader, we
present them as well with the needed modifications in the corresponding proofs.

Firstly, in view of the assumptions (Ω1)–(Ω3), one can build fine subelliptic
barriers as firstly seen in [34]. We have the following

Lemma 4.1 (See Theorem 4.3 in [34]). Let Ω be a smooth bounded domain of Hn

satisfying (Ω1)–(Ω3). For any α ∈ (0, 1] define

Ψα := (ρΩ − Φ)αe
− |z|2

MΩ .
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Given a neighborhood K of the characteristic set Σ(Ω) such that

(4.1) K ⊂
{

|z|2 ⩽
nMΩ

2

}
,

we have that
△HΨα ⩽ − 2n

MΩ
Ψα on ω := Ω ∩ K.

Furthermore, there exist c1, c2 > 0 such that for any η ∈ ∂Ω ∩ K and any λ ∈ [λo, 1]
it holds

c1(1 − λ)α ⩽ Ψα(δλ(η)) ⩽ c2(1 − λ)α.

Moreover, the result below will be needed in the rest of the present section.

Lemma 4.2 (Lemma 4.1 in [34]). For any D ⊂ Hn, there exists a constant
c ≡ c(D) > 0 such that, for any η ∈ D and 0 ⩽ λ ⩽ 1, we have

|η−1 ◦ δλ(η)|H ⩽ c (1 − λ) 1
2

We now prove the main result of this section. We remark that we denote by K an
open neighborhood of the characteristic set Σ(Ω) not containing the concentration
point ξo and with ω := Ω ∩ K.

Theorem 4.1. Let Ω ⊂ Hn be geometrical regular near its characteristic set and
let uε ∈ S1

0(Ω) be maximizer for S∗
ε . Then, for 0 < ε sufficiently small, it holds thatˆ

γ

|DHuε|2⟨D, n⟩ dHQ−2 ⩽ c HQ−2(γ) sup
Ω

⟨D, n⟩,

where γ is any compact hypersurface contained in ω.

Let us remark that by the uniformly δλ-starlikeness of Ω along its characteristic
set Σ(Ω) in (Ω3), up to taking a smaller neighborhood K, we get

(4.2) DΦ(η) ⩾ c > 0, ∀η ∈ ∂Ω ∩ K,

where Φ is the defining function of Ω in (Ω1) and D is defined in (2.4).
Condition (4.2) implies that the trajectories of D starting from ∂Ω ∩ K fill a

full open set interior of Ω. Indeed, considering η ∈ ∂Ω ∩ K and taking the Taylor
expansion of f(λ) := Φ(δλ(η)) around λ = 1 we obtain that

ρΩ − Φ(δλ(η)) = DΦ(η)(1 − λ) + o(1 − λ) ⩾ c(1 − λ).

Hence, with no loss of generality, up to further shrinking K, we assume there
exists λo such that

(4.3) δλ(η) ∈ Ω ∩ K, for λo < λ < 1.

Proof of Theorem 4.1. Consider an open neighborhood K of the characteristic
set Σ(Ω) not containing ξo and such that (4.3) holds true for any η ∈ ∂Ω ∩ K. With
the notation above, we prove that there exists ε̄ ≡ ε̄(n) > 0, such that, for any
ε < ε̄, it holds

(4.4) uε(δλ(η)) ⩽ c(1 − λ) for any η ∈ ∂Ω ∩ K,

where λ is as in (4.3); above the positive constant c also depends on the dimension n.
Indeed, let us fix ε ∈ (0, 2∗ − 2). By (1.9) in Theorem 1.3 we get that there exists

a dimensional costant c > 0 such that

uε ⩽ c λ
− Q−2

2
ε Uε + o(1) on ω := Ω ∩ K, for any ε < ε̄.
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Hence, uε ∈ L∞(ω), since Uε stays bounded in ω, giving that ξo ̸∈ ω. For this, we
can deduce that uε ∈ C∞(ω).

Moreover, using condition (Ω2) one can adapt to the present setting the classical
Moser iteration argument to get uε ∈ C0,αε(∂Ω ∩ K), for some exponent 1 > αε > 0.
Thus, uε ∈ C0,αε(ω) ∩ C∞(ω).

Now, since uε ≡ 0 on ∂Ω, we have that for any η ∈ ∂Ω ∩ K it holds

uε(δλ(η)) ⩽ c |η−1 ◦ δλ(η)|αε

H .

Moreover, by Lemma 4.2, we have that there exist a dimensional constant c > 0
such that |η−1 ◦ δλ(η)|H ⩽ c(1 − λ)1/2. Thus, for any η ∈ ∂Ω ∩ K and any λ ∈ [λo, 1],
we get that

(4.5) uε(δλ(η)) ⩽ c(1 − λ)
αε
2 .

Note that, for any ε < 2∗ − 2, we have that 2∗ − 1 − ε > 1. Hence, we can
choose m ∈ N such that (2∗ − 1 − ε)−m ⩽ αε/2. Since the estimate in (4.5) does
hold for any η ∈ ∂Ω ∩ K and any λ ∈ [λo, 1], we can assume that the points δλ(η)
cover ω. Thus, on ω we have

(4.6) uε ⩽ c(1 − λ)(2∗−1−ε)−m

.

Hence, up to taking a smaller neighborhood K such that (4.1) is satisfied, we have
that for δλ(η), by (4.6) and Lemma 4.1, it holds

−△Huε(δλ(η)) = u(δλ(η))2∗−1−ε

= c2∗−1−ε(1 − λ)(2∗−1−ε)1−m

⩽ c2∗−1−εc−1
1 Ψ(2∗−1−ε)1−m(δλ(η))

⩽ −c2∗−1−εc−1
1

MΩ

2n
△HΨ(2∗−1−ε)1−m(δλ(η))

=: −△H(coΨ(2∗−1−ε)1−m)(δλ(η)).

Thus,

(4.7) △H(coΨ(2∗−1−ε)1−m − uε) ⩽ 0 in ω.

Moreover, proceeding as in [64, Theorem 5.14], we get

(4.8) coΨ(2∗−1−ε)1−m ⩾ uε on ∂ω.

Combining together (4.7) with (4.8), by the maximum principle, on ω we obtain

uε(δλ(η)) ⩽ coΨ(2∗−1−ε)1−m ⩽ coc2(1 − λ)(2∗−1−ε)1−m

,

which is a refinement of (4.6). Iterating this procedure m-times yields

uε(δλ(η)) ⩽ c(1 − λ) for any η ∈ ∂Ω ∩ K.

Fix now a compact hypersurface γ ⊂ ω, and cover it with a family {B
(i)
2−i}ϑ

i=1

such that B2−i(ξi) ≡ B
(i)
2−i ⊂ ω, for any i = 1, . . . , ϑ. By the interior estimate

in [6, Corollary 3.2], we have that on every ball B
(i)
2−i it holds, for any λ ∈ [λo, 1],

∥DHuε∥
L∞(B

(i)
2−i

) ⩽ 2ic

(
∥uε∥L∞(ω) + 2−2i∥uε∥2∗−1−ε

L∞(ω)

)
(4.4)
⩽ c

ϑ∑
i=1

(
(1 − λ) + 2−2i(1 − λ)2∗−1−ε

)
=: C < ∞.(4.9)
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Moreover, by the δλ-starlikeness we have that

(4.10) 0 <

ˆ
γ

⟨D, n⟩ dHQ−2 ⩽ HQ−2(γ) sup
Ω

⟨D, n⟩ ;

note that, being n the outward normal, by Cauchy-Schwartz’s Inequality we also
have that the last term on the right-hand side in the preceding estimate is bounded
from above, since D is a vector field with smooth coefficients and Ω is bounded.

Thus, combining (4.9) and (4.10) with a standard covering argument yieldsˆ
γ

|DHuε|2⟨D, n⟩dHQ−2 ⩽ c HQ−2(γ) sup
Ω

⟨D, n⟩ ,

where c does not depend on γ. □

We conclude this section by noticing that, in view of the hypotheses as in (Ω1)–
(Ω3), it readily follows the boundedness of the D-derivatives basically generalizing
the argument developed in [34]. For the sake of ease, we will present the proof in
our specific subcritical setting.

Theorem 4.2. Let Ω ⊂ Hn be geometrical regular near its characteristic set and
let uε ∈ S1

0(Ω) be maximizer for S∗
ε . Then, or 0 < ε sufficiently small, it holds that

Duε ∈ L∞(ω),

with ω being an interior neighborhood of the characteristic set Σ(Ω).

Proof. By extending uε to be equal 0 outside Ω, we have that, by standard
subelliptic regularity properties, that

uε ∈ C0,αε(Hn) ∩ C∞(Ω).

Moreover, let us consider the fundamental solution K(·) of the sub-Laplacian
△H. Hence, if we define v := u2∗−1−ε

ε ⋆ K(·) – see the Appendix on Page 39 for the
related definition of convolution– we have that v is a solution to △Hv = u2∗−1−ε

ε in
Hn. Also, since uε ∈ C0,αε(Hn) and has compact support from [26, Theorem 6.1]
we obtain that

v ∈ C2,αε

loc (Hn).
Define now w := uε − v. Recall that we denote with K an open neighborhood of the
characteristic set Σ(Ω) and with ω := Ω ∩ K. Moreover, let D := ∂Ω ∩ K. Hence,
for a given λ ≈ 1, let us define

• ωλ := δλ(ω) ∩ ω;
• Dλ := δλ(D);
• the different quotient

ϕλ(ξ) :=
w(ξ) − w(δ 1

λ
(ξ))

1 − 1
λ

ξ ∈ ωλ ,

and where w is defined above.
Let us assume that there exists a constant c > 0 such that, for λ ≈ 1 and for

ξ ∈ ωλ it holds

(4.11) |ϕλ(ξ)| ⩽ c.

If condition (4.11) holds true than, passing to the limit in λ → 1 yields that |Dw| ⩽ c,
which proves the theorem.
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Thus, we are left with the proof of (4.11). Let us start noticing that ϕλ is
H-harmonic. Indeed,

△Hϕλ =
△Hw(ξ) − △H

(
w(δ 1

λ
(ξ))

)
1 − 1

λ

=
△Hw(ξ) − λ−2△Hw(δ 1

λ
(ξ))

1 − 1
λ

= 0.

Hence, from maximum principle, it is enough to prove (4.11) for ξ ∈ ∂ωλ, for some
λ ∈ [λ1, 1] sufficiently near 1. Start noticing that ∂ωλ := Dλ ∪ (∂ωλ \ Dλ) and
separately consider the two parts of the boundary.

Let us start with Dλ. Since on Dλ any point ξ can be written as δλ(η) for some
η ∈ D, we have that (since uε = 0 on ∂Ω)

|ϕλ(ξ)| =
∣∣∣∣λw(δλ(η)) − w(η)

λ − 1

∣∣∣∣
=

∣∣∣∣λuε(δλ(η)) − uε(η) + v(η) − v(δλ(η))
λ − 1

∣∣∣∣
⩽

uε(δλ(η))
1 − λ

+
∣∣∣∣v(δλ(η)) − v(η)

1 − λ

∣∣∣∣
(4.4)
⩽ c +

∣∣∣∣v(δλ(η)) − v(η)
1 − λ

∣∣∣∣ .
Moreover, by [26, Theorem 5.26] we have that C2,αε

loc (Hn) ⊂ C
1, αε

2
loc (Hn), hence

we can deduce that v is locally Lipschitz continuous. This yields that
|v(δλ(η)) − v(η)| ⩽ c (1 − λ).

Then, (4.11) holds on Dλ. For the remaining part of the boundary let us note that
∂ωλ \ Dλ is uniformly away from the characteristic sets. Hence (4.11) follows from
Lipschitz continuity estimate in a uniform neighborhood of such set. □

4.2. Proof of the localization result. We are finally in the position to present
the proof of Theorem 1.2, whose argument involves different techniques and results
such as the asymptotic control via the Jerison and Lee optimal functions established
in Theorem 1.3, the Pohozaev identity, the regularity theory for the subcritical CR
Yamabe equation in Theorem 4.2 as well as the integral estimate in Theorem 4.1.
Moreover, we will use the negligibility of the characteristic set

Theorem 4.3 (See Theorem 1.2 in [21]). Let Ω ⊂ Hn be a C∞ domain and let Σ(Ω)
be its characteristic set. Then,

HQ−2(Σ(Ω)) = 0,

Proof of Theorem 1.2. For the sake of readability, we divide the proof into several
steps.

Step. 1 For any ε ∈ (0, ε̄) it holds

(4.12) ε(Q − 2)
2∗ − ε

ˆ
Ω

u2∗−ε
ε dξ =

ˆ
∂Ω

|DHuε|2⟨D, n⟩ dHQ−2.

We start recalling that, since Ω is a smooth domain, the characteristic set Σ(Ω)
is compact. Moreover, thanks to Theorem 4.3 and Theorem 1.1 in [66], we can
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consider an exhaustion of Ω of C∞ connected open sets {Ωi} such that Ωi ↑ Ω,
uε ∈ C2(Ωi) and ∂Ωi = γ

(1)
i ∪ γ

(2)
i with γ

(1)
i ⊂ ∂Ω \ Σ(Ω), γ

(1)
i ↑ ∂Ω \ Σ(Ω) and

HQ−2(γ(2)
i ) → 0.

We apply the Pohozaev identity of Lemma 2.1 on uε in Ωi, gettingˆ
Ωi

( 2Q

2∗ − ε
u2∗−ε

ε − (Q − 2)u2∗−ε
ε

)
dξ

= 2
2n∑

j=1

ˆ
γ

(1)
i

∪γ
(2)
i

Duε Zjuε⟨Zj , n⟩ dHQ−2 −
ˆ

γ
(1)
i

∪γ
(2)
i

|DHuε|2⟨D, n⟩ dHQ−2

= 2
2n∑

j=1

ˆ
γ

(1)
i

Duε Zjuε⟨Zj , n⟩ dHQ−2 −
ˆ

γ
(1)
i

|DHuε|2⟨D, n⟩ dHQ−2(4.13)

+ 2
2n∑

j=1

ˆ
γ

(2)
i

Duε Zjuε⟨Zj , n⟩ dHQ−2 −
ˆ

γ
(2)
i

|DHuε|2⟨D, n⟩ dHQ−2.

Note that since uε > 0 in Ωi and uε = 0 on γ
(1)
i , then there exists a function w ⩽ 0

such that Duε = wn on γ
(1)
i . Hence, on γ

(1)
i we can write

2n∑
j=1

Duε Zjuε⟨Zj , n⟩ = w⟨D, n⟩
2n∑

j=1
Zjuε⟨Zj , n⟩

= ⟨D, n⟩
2n∑

j=1
Zjuε⟨Zj , wn⟩

= ⟨D, n⟩
2n∑

j=1
Zjuε ⟨Zj , Duε⟩︸ ︷︷ ︸

=:Zjuε

= |DHuε|2⟨D, n⟩.

Then, putting the computation above inside the equality in (4.13) yields

ε(Q − 2)
2∗ − ε

ˆ
Ωi

u2∗−ε
ε dξ =

ˆ
γ

(1)
i

|DHuε|2⟨D, n⟩ dHQ−2

+ 2
2n∑

j=1

ˆ
γ

(2)
i

Duε Zjuε⟨Zj , n⟩ dHQ−2

−
ˆ

γ
(2)
i

|DHuε|2⟨D, n⟩ dHQ−2.

Now recalling Theorem 4.1 we have thatˆ
γ

(2)
i

|DHuε|2⟨D, n⟩ dHQ−2 ≈ HQ−2(γ(2)
i ),

by Theorem 4.2 the D-derivative of uε are bounded near the characteristic set,
and by recalling also that Zjuε stays bounded up to the characteristic set, for any
j ∈ {1, . . . , 2n}, which can be deduced by following Theorem 4.6 in [34]. Thus,
passing to the limit as i → ∞, recalling the δλ-starlikeness of Ω and the estimate
in (4.9), by the Dominate Convergence and the Monotone Convergence theorem we
eventually arrive at the desired estimate (4.12).

Step 2. The following limit holds,

(4.14) lim
ε→0+

λε
ε = 1.
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We start proving that there exists a constant c ≡ c(n, Ω) > 0 such that

(4.15)
ˆ

∂Ω
|DHuε|2⟨D, n⟩ dHQ−2 ⩽ c λ

Q−2− (Q−2)2
2 ε

ε .

Consider the Taylor polynomial Pξ of uε with center in ξ ∈ ∂Ω \ Σ(Ω). As proven
in [6, Formula (4.55)] for any point ς such that

|ς−1 ◦ ξ|H = dist(ς, ∂Ω) = σ̄ and ς ∈ Bρ(η) ⊂ Ω

for σ̄, ρ > 0, it holds

|DHuε(ξ)| ⩽ |DHuε(ς) − DHPξ| + |DHuε(ς)|

⩽
c

σ̄

(
∥uε − Pξ∥L∞(Baσ̄(ς)) + σ̄2∥uε∥2∗−1−ε

L∞(Baσ̄(ς))

)
+ |DHuε(ς)|.

where, for a > 0, Baσ̄(ς) is a non-tangential balls from inside of Ω.
Such a ball can be constructed since we are considering non-characteristic points.

Indeed, up to left translations we assume that ξ ≡ 0. Moreover, since 0 is not
characteristic there exists j ∈ {1, . . . , 2n} such that

⟨Zj , n⟩(0) ̸= 0.

Now, by an orthogonal transformation and the implicit function theorem, we can
assume the existence of ρ0 > 0 such that Ω ∩ Bρ0 can be represented as{

x2n > Φ̃(x′, t)
}

where x′ := (x1, . . . , x2n−1) ∈ R2n−1,

for a Lipschitz function Φ̃ such that Φ̃(0) = 0, ∇x′Φ̃(0) = 0. In view of the Lipschitz
continuity of the function Φ̃, we can assert that, up to taking λ sufficiently small,
the ball Bλs(δλ(e2n)) is strictly contained in Ω, for s > 0 small enough. We also
refer the reader to the proof of Proposition 3.3 in [6] where a non-tangential ball
from outside was determined, and to the proof of Theorem 7.6 in [19].

For any interior ball Bρ(η) ⊂ Ω, not containing the concentration point ξo, let us
choose σ̄ sufficiently small so that Baσ̄(ς) ⊂ Bρ(η). Then, by the interior estimate
of Corollary 3.2 in [6], we get that

|DHuε(ξ)| ⩽
c

σ̄

(
∥uε − Pξ∥L∞(Baσ̄(ς)) + σ̄2∥uε∥2∗−1−ε

L∞(Baσ̄(ς))

)
(4.16)

+ c

ρ

(
∥uε∥L∞(Bρ(η)) + ρ2∥uε∥2∗−1−ε

L∞(Bρ(η))

)
,

Now, note that for any σ̄ we have that

(4.17) c

σ̄
∥uε − Pξ∥L∞(Baσ̄(ς)) ⩽ cσ̄β ,

Note that the first estimate in the display above comes from the proof of Theorem 1.1
in [6]; see in particular Page 26 there, and note also that any β in (0, 1) can be
chosen in view of the smoothness of the set Ω.

Since ξo ̸∈ Bρ(η), we have that the interior asymptotic estimate (1.9) implies
that uε = o(λ(Q−2)/2−(Q−2)2ε/4

ε ) when ξ ̸= ξo. Then (4.16) and (4.17) yields that,
for ε sufficiently small, it holds

|DHuε(ξ)| ⩽ o(σ̄) + oε(σ̄) + o(λ(Q−2)/2−(Q−2)2ε/4
ε ) ,

where with oε(σ̄) we indicate a quantity that for any fixed ε > 0, satisfies oε(σ̄) → 0+

when σ → 0+. Hence, passing to the limit σ̄ → 0+ yields that |DHuε(ξ)| =
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o(λ(Q−2)/2−(Q−2)2ε/4
ε ) for a. e. ξ ∈ ∂Ω \ Σ(Ω), which implies the desired estimate

in (4.15), recalling that, by the divergence theorem since div D = Q, it holdsˆ
∂Ω

⟨D, n⟩ dHQ−2 =
ˆ

Ω
div D dξ = Q|Ω|.

Now, by (4.12) and (3.14), we obtain that

ε ⩽ c λ
Q−2− (Q−2)2

2 ε
ε ,

which gives
|λε

ε − 1| = O(λQ−2
ε |ln λε|) ,

once recalled (3.23) and the asymptotic of λε
ε in (3.19). Hence, the desired (4.14)

follows.

Step 3. The following limit holds true, as ε → 0+

(4.18) ∥uε∥L∞(Ω)uε → ω2n

2n

√
πΓ ( n+1

2 )
Γ ( n+2

2 )
GΩ(·, ξo) in Γ 1,β(∂Ω \ Σ(Ω)) ,

for β ∈ (0, 1), where Γ (x) is Euler’s Gamma function and ω2n is the
(2n − 1)-dimensional measure of the Euclidean 2n-sphere..

Define the function

wε := ∥uε∥L∞(Ω)u
2∗−1−ε
ε ≡ λ

− Q−2
2

ε u2∗−1−ε
ε .

We show that wε → c̄δξo in the sense of distributions. Indeed, for any ϕ ∈ C∞
0 (Ω),

we have thatˆ
Ω

ϕwε dξ = λ
− Q−2

2
ε

ˆ
Ω

ϕu2∗−1−ε
ε dξ

= λ
− (Q−2)2

4 ε
ε

ˆ
Ωε

ϕ(τηε(δ
λ

1− Q−2
4 ε

ε

(η))v2∗−1−ε
ε (η) dη

→ ϕ(ξo)
ˆ
Hn

U
Q+2
Q−2 dξ =: ϕ(ξo)c̄,(4.19)

where we have used the definition in (3.17), the fact that since vε → U uniformly on
compact set (by Ascoli-Arzelà’s Theorem), and vε → 0 when |ξ|H → ∞ uniformly
in ε, given that Ωε → Hn, we have that it also holds on Hn, and the asymptotics
in (4.14) for λε

ε. Moreover, note that when ξ ̸= ξo, by (4.14), we get that

wε = ∥uε∥L∞(Ω)u
2∗−1−ε
ε

= λ
− Q−2

2
ε u2∗−1−ε

ε

⩽ c λ
− Q−2

2 − Q−2
2 (2∗−1−ε)

ε U
(

δ
λ

Q−2
4 ε−1

ε

(τη−1
ε

(ξ))
)2∗−1−ε

= o(λε) ,

which yields that

(4.20) wε → 0 as ε → 0+.

Thus, combining (4.19) and (4.20) we obtain that wε → c̄δξo in the sense of
distributions.

Furthermore, note that the function ∥uε∥L∞(Ω)uε is a solution to−△H

(
∥uε∥L∞(Ω)uε

)
= ∥uε∥L∞(Ω)u

2∗−1−ε
ε in Ω ∩ ω,

∥uε∥L∞(Ω)uε = 0 in ∂Ω ∩ ω,
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where ω is an interior neighborhood of ∂Ω \ Σ(Ω).
Consider a ball Bρ such that ρ > 0 sufficiently small so that Bρ ∩ Ω does not

contain ξo. By (4.20) since ∥uε∥L∞(Ω)uε = 0 on ∂Ω, we have that the hypothe-
ses in Theorem 2.1 are satisfied. Thus, the sequence {∥uε∥L∞(Ω)uε} is compact
in Γ 1,β(Bρ ∩ ∂Ω), for some β ∈ (0, 1), which in fact is arbitrary because of the
smoothness of Ω. Moreover, from (4.19) and (4.20) it has to converge to c̄GΩ(·, ξo).
Indeed, for any test function ϕ ∈ C∞

0 (Ω) it holds

−
ˆ

Ω
∥uε∥L∞(Ω)uε△Hϕ dξ = −

ˆ
Ω

(
△H∥uε∥L∞(Ω)uε

)
ϕ dξ

=
ˆ

Ω
wεϕ dξ

→
ˆ

Ω
c̄δξoϕ dξ = −

ˆ
Ω

c̄GΩ(·, ξo)
(

△Hϕ
)

dξ.

Hence, (4.18) follows taking an open covering of ∂Ω\Σ(Ω) and computing the explit
value of the constant c̄ as follows

c̄ =
ˆ
R2n+1

dzdt(
(1 + |z|2)2 + t2

)Q+2
4

=
ˆ
R2n

dz

(1 + |z|2)n+1

ˆ
R

dt

(1 + t2) n
2 +1

= ω2n

2n

√
πΓ ( n+1

2 )
Γ ( n+2

2 )
,

where Γ (x) is Euler’s Gamma function, ω2n is the (2n − 1)-dimensional measure of
the Euclidean 2n-sphere, and where we have also used thatˆ

Rk

dζ

(1 + |ζ|2)α
= |ωk|

2
Γ ( k

2 )Γ (α − k
2 )

Γ (α) .

Step 4. For any k ∈ {1, . . . , 2n} it holds

(4.21)
ˆ

∂Ω
|DHuε|2⟨Zk, n⟩ dHQ−2 = 0.

Consider the equation

(4.22)
{

−△Huε = u2∗−1−ε
ε in Ω,

uε = 0 on ∂Ω ,

and lets {Ωi} be the exhaustion of Ω of C∞ connected open set of the previous step;
i. e., such that Ωi ↑ Ω, uε ∈ C2(Ωi) and ∂Ωi = γ

(1)
i ∪ γ

(2)
i with γ

(1)
i ⊂ ∂Ω \ Σ(Ω),

γ
(1)
i ↑ ∂Ω \ Σ(Ω) and HQ−2(γ(2)

i ) → 0 as i → ∞.
Now, we note that on Ωi the function uε is C2(Ωi). Also since uε is a solution

to (4.22) we get thatˆ
Ω

u2∗−1−ε
ε ϕ dξ =

ˆ
Ω

DHuεDHϕ dξ ∀ϕ ∈ S1
0(Ω).

Moreover, integrating the right-hand side by parts yieldsˆ
Ω

u2∗−1−ε
ε ϕ dξ =

ˆ
Ω

(−△Huε)ϕ dξ ∀ϕ ∈ S1
0(Ω)

and thus ˆ
Ω

(
△Huε + u2∗−1−ε

ε

)
ϕ dξ = 0 ∀ϕ ∈ S1

0(Ω),
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which by Lemma A.1 yields that −△Huε = u2∗−1−ε
ε holds a. e. in Ω. Then, by

the regularity of uε in Ωi yields that −△Huε = u2∗−1−ε
ε holds pointwise in Ωi.

Multiplying it with Zkuε on both sides and integrating over Ωi yields

−
ˆ

Ωi

△HuεZkuε dξ

= −
2n∑

j=1

ˆ
Ωi

Z2
j uεZkuε dξ

=
2n∑

j=1

ˆ
Ωi

ZjuεZjZkuε dξ −
2n∑

j=1

ˆ
∂Ωi

ZjuεZkuε⟨Zj , n⟩ dHQ−2

=
2n∑

j=1

ˆ
Ωi

ZjuεZkZjuε dξ −
2n∑

j=1

ˆ
∂Ωi

ZjuεZkuε⟨Zj , n⟩ dHQ−2

− 4
ˆ

Ωi

Zk′uεTuε dξ

= 1
2

2n∑
j=1

ˆ
Ωi

Zk

(
Zjuε

)2
dξ −

2n∑
j=1

ˆ
∂Ωi

ZjuεZkuε⟨Zj , n⟩ dHQ−2(4.23)

+ 4
ˆ

Ωi

TZjuεuε dξ − 4
ˆ

∂Ωi

Zk′uεuε⟨T, n⟩ dHQ−2 ,

where we have integrated by parts and used the fact that [Zk, Zj ] = −4T when-
ever |k − j| = n, and [Zk, Zj ] = 0 otherwise; thus k′ being such that |k′ − k| = n.
Again, since uε > 0 in Ω and uε = 0 on ∂Ωi, then there exists a function w ⩽ 0
such that Duε = wn on γ

(1)
i . Hence,

2n∑
j=1

Zjuε Zkuε⟨Zj , n⟩ = w⟨Zk, n⟩
2n∑

j=1
Zjuε⟨Zj , n⟩

= ⟨Zk, n⟩
2n∑

j=1
Zjuε⟨Zj , wn⟩

= ⟨Zk, n⟩
2n∑

j=1
Zjuε ⟨Zj , Duε⟩︸ ︷︷ ︸

=:Zjuε

= |DHuε|2⟨Zk, n⟩.

Moreover, since [T, Zj ] = 0 for any j ∈ {1, . . . , 2n} and u = 0 on the boundary γ
(1)
i ,

from (4.23) we get

−
ˆ

Ωi

△HuεZkuε dξ

= 1
2

2n∑
j=1

ˆ
Ωi

Zk

(
Zjuε

)2
dξ −

ˆ
γ

(1)
i

|DHuε|2⟨Zk, n⟩ dHQ−2

−4
ˆ

γ
(2)
i

Zk′uεuε⟨T, n⟩ dHQ−2 −
2n∑

j=1

ˆ
γ

(2)
i

ZjuεZkuε⟨Zj , n⟩ dHQ−2

= 1
2

ˆ
γ

(1)
i

|DHuε|2⟨Zk, n⟩ dHQ−2 −
ˆ

γ
(1)
i

|DHuε|2⟨Zk, n⟩ dHQ−2

−4
ˆ

γ
(2)
i

Zk′uεuε⟨T, n⟩ dHQ−2 −
2n∑

j=1

ˆ
γ

(2)
i

ZjuεZkuε⟨Zj , n⟩ dHQ−2
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+1
2

ˆ
γ

(2)
i

|DHuε|2⟨Zk, n⟩ dHQ−2

= −1
2

ˆ
γ

(1)
i

|DHuε|2⟨Zk, n⟩ dHQ−2 − 4
ˆ

γ
(2)
i

Zk′uεuε⟨T, n⟩ dHQ−2

−
2n∑

j=1

ˆ
γ

(2)
i

ZjuεZkuε⟨Zj , n⟩ dHQ−2 + 1
2

ˆ
γ

(2)
i

|DHuε|2⟨Zk, n⟩ dHQ−2

after integrating by parts; k′ being such that |k′ − k| = n. Hence, passing to the
limit as i → ∞, by an analogous argument as that in Step 2, by recalling also that
Zjuε stays bounded up to the characteristic set, for any j ∈ {1, . . . , 2n}, which can
be deduced by following Theorem 4.6 in [34], we obtain

(4.24) −
ˆ

Ω
△HuεZkuε dξ = −1

2

ˆ
∂Ω

|DHuε|2⟨Zk, n⟩ dHQ−2.

Moreover, denoting with f(u) := u2∗−1−ε
ε and with F (u) :=

ˆ u

0
f(τ) dτ , we have

ˆ
Ω

f(u)Zku dξ =
ˆ

Ω
Zk

(
F (u)

)
dξ

=
ˆ

∂Ω
F (u)⟨Zk, n⟩ dHQ−2 = 0 ,(4.25)

recalling that uε = 0 on the boundary ∂Ω.
Then, (4.21) follows combining together (4.24) with (4.25).

Step 5. Let us prove that, for any k ∈ {1, . . . , 2n},

(4.26)
ˆ

∂Ω
|DHGΩ(·, ξo)|2⟨Zk, n⟩ dHQ−2 = −ZkRΩ(ξo) ,

where RΩ(·) is the Robin function. The proof of identity (4.26) firstly appear in
the Euclidean framework in [14, Theorem 4.3]. Here further care is needed in order
to carefully deal with the underlying geometry of Hn as well as with the possible
lacking of regularity at the characteristic part of the boundary of Ω.

With no loss of generality let ξo = 0. For any ρ > 0 consider δ(ρ) := χBρ
/|Bρ|;

we have that the function δ(ρ) converges weakly∗ to δ0 as ρ → 0. Indeed, for
any ϕ ∈ C0

0 (Ω) we have that

lim
ρ→0+

ˆ
Ω

δ(ρ)ϕ dξ = lim
ρ→0+

−
ˆ

Bρ(0)
ϕ dξ = ϕ(0) ,

for the Lebsegue-Besicovitch theorem. Now let vρ be the solution to

−△Hv = δ(ρ) in Hn ,

such that vρ → 0 as |ξ|H → ∞. Note that by [26, Corollary 2.8] such function can
be built by vρ = δ(ρ) ⋆ K(·) where K(·) is Folland’s fundamental solution with pole
in 0. Then we have

vρ(ξ) :=
ˆ
Hn

K(η−1 ◦ ξ)δ(ρ)(η) dη = −
ˆ

Bρ(0)
K(η−1 ◦ ξ) dη = −

ˆ
Bρ(ξ)

K(η) dη.

Moreover, note that

vρ(ξ−1) = −
ˆ

Bρ(0)
K(η−1 ◦ ξ−1) dη

= −−
ˆ

Bρ(0)
K(η ◦ ξ−1) dη
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= −−
ˆ

Bρ(0)
K(η−1 ◦ ξ) dη = −vρ(ξ) ,(4.27)

by symmetry of the fundamental solution K(·).
Then, by Lebesgue-Besicovitch Theorem, for a. e. ξ ∈ Hn, one get

lim
ρ→0+

vρ = K(ξ).

Moreover, for any ξ ∈ ∂Ω such that – up to choosing ρ > 0 sufficiently small – it
holds that 0 ̸∈ Bρ(ξ)′, we have that

(4.28) |vρ(ξ)| ⩽ −
ˆ

Bρ(ξ)
|K(ξ)| dξ ⩽ sup

ξ∈∂Ω
|K(ξ)| < ∞

given that 0 ̸∈ ∂Ω.
Now, consider the solution uρ to

(4.29)
{

−△Huρ = δ(ρ) in Ω ,

uρ = 0 on ∂Ω .

We start noticing that the function uρ − vρ satisfies the following problem

(4.30)
{

−△H(uρ − vρ) = 0 in Ω ,

uρ − vρ = −vρ on ∂Ω.

Hence, by Bony’s Maximum Principle we have that

(4.31) sup
Ω

|uρ − vρ| ⩽ sup
∂Ω

|uρ − vρ| ⩽ sup
∂Ω

vρ

(4.28)
⩽ sup

∂Ω
K

which is finite since 0 is an interior point of Ω. Then, up to choosing ρ > 0 sufficiently
small, so that given an interior neighborhood ω of ∂Ω \ Σ(Ω) it holds Bρ(ξ) ⊂ ω

and 0 ̸∈ ω, we have that

sup
ω

|uρ| = sup
ω

|uρ − vρ + vρ|

⩽ sup
ω

|uρ − vρ| + sup
ω

|vρ|

⩽ sup
Ω

|uρ − vρ| + sup
ω

|vρ|

⩽ sup
∂Ω

|uρ − vρ| + sup
ω

|vρ|

(4.28),(4.31)
⩽ sup

∂Ω
K + sup

ω
K.(4.32)

Moreover, in a similar fashion as in Step 3, we can deduce that an analogous
estimate such as (4.24) holds for uρ as well

(4.33) −
ˆ

Ω
△HuρZkuρ dξ = −1

2

ˆ
∂Ω

|DHuρ|2⟨Zk, n⟩ dHQ−2.

Indeed, considering the same exhaustion of Ω of C∞ connected open sets {Ωi} of
the previous step, we have that

−
ˆ

Ωi

△HuρZkuρ dξ

= −1
2

ˆ
γ

(1)
i

|DHuρ|2⟨Zk, n⟩ dHQ−2 − 4
ˆ

γ
(2)
i

Zk′uρuρ⟨T, n⟩ dHQ−2

−
2n∑

j=1

ˆ
γ

(2)
i

ZjuρZkuρ⟨Zj , n⟩ dHQ−2 + 1
2

ˆ
γ

(2)
i

|DHuρ|2⟨Zk, n⟩ dHQ−2,
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where k′ is such that |k′ − k| = n. Now, recalling that – up to taking ρ sufficiently
small such that in an interior neighborhood ω of the characteristic set δ(ρ) = 0 –
by [64, Theorem 5.7] uρ has bounded horizontal gradient, we can pass to the limit in
the inequality above getting (4.33), by Theorem 4.3. Moreover, the sequence {uρ}ρ

converge weakly to GΩ(·; 0). Indeed, for any test function ϕ ∈ C∞
0 (Ω) it holds (since

uρ = 0 on ∂Ω)

−
ˆ

Ω
uρ(△Hϕ) dξ = −

ˆ
Ω

(△Huρ)ϕ dξ

=
ˆ

Ω
δ(ρ)ϕ dξ(4.34)

→
ˆ

Ω
δ0ϕ dξ = −

ˆ
Ω

GΩ(·, 0)(△Hϕ) dξ.

Also, thanks to the bound on its L∞-norm up to the non-characteristic boundary
in (4.32), by Theorem 2.1 we eventually have that such convergence is actually
in Γ 1,β(∂Ω \ Σ(Ω)). Note that this is possible by taking ρ sufficiently small so
that δ(ρ) ≡ 0 near ∂Ω, since the ξo ≡ 0 is away from the boundary.

As for the left-hand side in (4.34), we haveˆ
Ω

δ(ρ)Zkuρ dξ =
ˆ

Ω
δ(ρ)Zk(uρ − vρ) dξ +

ˆ
Ω

δ(ρ)Zkvρ dξ

=
ˆ

Ω
δ(ρ)Zk(uρ − vρ) dξ(4.35)

where the last integral is 0 by the symmetry of vρ in (4.27), since it is an integral
over Bρ.

Let us recall the Dirichlet problem (4.30). By the boundedness of its supremum
norm in (4.31), the sequence {uρ − vρ}ρ is compact in Ck(Ω), for any k ∈ N; see for
example the interior estimates in [7, Theorem 3.3]. Also, the sequence {uρ − vρ}ρ

is compact in Γ k,β(∂Ω \ Σ(Ω)), for any k ∈ N. Indeed, this can be shown
considering an open covering of the boundary made of Bσ ∩ Ω so that Bσ ∩ ∂Ω
is non-characteristic and then applying Theorem 1.1 in [7]. Also, the sequence
{uρ − vρ} converges to H(ξ, 0), with H(ξ, 0) being the regular part of the Green
function. Hence, passing to the limit in (4.35) as ρ → 0, by Lebesgue-Besicovitch
Differentiation Lemma, we have that

lim
ρ→0+

ˆ
Ω

δ(ρ)Zk(uρ − vρ) dξ = ZkH(0, 0) = 1
2ZkRΩ(0) ,

since, by symmetry of the function H(ξ, η), we have

Z
(ξ)
k H(0, 0) = Z

(ξ)
k H(0, 0) + Z

(η)
k H(0, 0) = 2Z

(ξ)
k H(0, 0) ,

with Z
(ξ)
k , being the Zk-derivative with respect the ξ variables. Thus, passing also

to the limit on (4.33) yields the desired (4.26).

Step 6. Let us prove that

(4.36)
ˆ

∂Ω
|DHGΩ(·, ξo)|2⟨D, n⟩ dHQ−2 = −(Q − 2)RΩ(ξo).

As in the previous steps, consider an exhaustion of Ω of C∞ connected open sets
{Ωi} such that Ωi ↑ Ω, and ∂Ωi = γ

(1)
i ∪γ

(2)
i with γ

(1)
i ⊂ ∂Ω\Σ(Ω), γ

(1)
i ↑ ∂Ω\Σ(Ω)

and HQ−2(γ(2)
i ) → 0 as ρ → 0. We apply the Pohozaev identity in [34, Corollary 3.3]
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on Ωi \ Bρ(0), to the Green function GΩ(; 0). We get

2
2n∑

j=1

ˆ
∂(Ωi\Bρ(0))

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2

+(Q − 2)
ˆ

Ωi\Bρ(0)
|DHGΩ(·; 0)|2 dξ

=
ˆ

∂(Ωi\Bρ(0))
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2 .(4.37)

Now, note that
ˆ

Ωi\Bρ(0)
|DHGΩ(·; 0)|2 dξ =

2n∑
j=1

ˆ
Ωi\Bρ(0)

(
ZjGΩ(·; 0)

)2
dξ

= −
2n∑

j=1

ˆ
Ωi\Bρ(0)

(
Z2

j GΩ(·; 0)
)

GΩ(·; 0) dξ

+
2n∑

j=1

ˆ
∂(Ωi\Bρ(0))

(
ZjGΩ(·; 0)

)
GΩ(·; 0)⟨Zj , n⟩ dHQ−2

=
2n∑

j=1

ˆ
∂(Ωi\Bρ(0))

(
ZjGΩ(·; 0)

)
GΩ(·; 0)⟨Zj , n⟩ dHQ−2 ,(4.38)

since △HGΩ(·; 0) = 0 in Ωi \ Bρ(0). Hence, combining (4.38) with (4.37), it yields

2
2n∑

j=1

ˆ
∂(Ωi\Bρ(0))

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2

+(Q − 2)
2n∑

j=1

ˆ
∂(Ωi\Bρ(0))

(
ZjGΩ(·; 0)

)
GΩ(·; 0)⟨Zj , n⟩ dHQ−2

=
ˆ

∂(Ωi\Bρ(0))
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2 .

Passing now to the limit as i → ∞, recalling that the Green function has bounded
horizontal gradient near the characteristic set by [64, Theorem 5.7], as well as
bounded D-derivatives by [64, Theorem 5.8] and the subsequent Remark 5.9 there,
and that, in view of Theorem 4.3, the characteristic set has negligible surface
measure, we finally get

2
2n∑

j=1

ˆ
∂(Ω\Bρ(0))

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2

−(Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjGΩ(·; 0)

)
GΩ(·; 0)⟨Zj , n⟩ dHQ−2

=
ˆ

∂(Ω\Bρ(0))
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2 .

since GΩ(·; 0) = 0 on ∂Ω. Thus, we can rewrite the identity above as follows,

2
2n∑

j=1

ˆ
∂Ω

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2 −
ˆ

∂Ω
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2
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= (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjGΩ(·; 0)

)
GΩ(·; 0)⟨Zj , n⟩ dHQ−2(4.39)

−
ˆ

∂Bρ(0)
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2

+ 2
2n∑

j=1

ˆ
∂Bρ(0)

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2.

Starting with the left-hand side term in (4.39), we note that DGΩ(ξ; 0) = gn, for
some function g, being GΩ(·; 0) = 0 on ∂Ω, so that

DGΩ(ξ; 0)⟨Zj , n⟩ = ZjGΩ(ξ; 0)⟨D, n⟩ ,

which in turn yields

(4.39)(l.h.s.) = 2
2n∑

j=1

ˆ
∂Ω

DGΩ(; 0)ZjGΩ(; 0)⟨Zj , n⟩ dHQ−2

−
ˆ

∂Ω
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2

=
ˆ

∂Ω
|DHGΩ(; 0)|2⟨D, n⟩ dHQ−2.(4.40)

As for the right-hand side term in (4.39), we first note that on ∂Bρ(0) the
fundamental solutions K(·) = (cQ)−1ρ2−Q, so DK(·) = 0. Moreover, except for
the term H(·; 0)ZjK(·), we can consider any other quantity as o(ρ), since both the
D-derivative and the Zj-derivative of GΩ(·; 0) do coincide with the analogous one
of H, given that K(·) = (cQ)−1ρ2−Q on ∂Bρ. Thus, the right-hand side in (4.39)
can be treated as follows

(4.39)(r.h.s.) = −
ˆ

∂Bρ(0)
|DHH(; 0)|2⟨D, n⟩ dHQ−2

+ 2
2n∑

j=1

ˆ
∂Bρ(0)

DH(; 0)ZjH(; 0)⟨Zj , n⟩ dHQ−2

+ (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjK(ξ)

)
H(·; 0)⟨Zj , n⟩ dHQ−2

+ (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjH(·; 0)

)
H(·; 0)⟨Zj , n⟩ dHQ−2

+ (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjH(·; 0)

)
K(ξ)⟨Zj , n⟩ dHQ−2

=: I1 + I2 + I3 + I4 + I5.(4.41)

Let us start noticing that, since the regular part of the Green function H(·; 0) is
smooth in Ω, we have that Ij ⩽ cHQ−2(∂Bρ(0)), for j = 1, 2, 4. As for I5 we
can reason in a similar way, recalling that K(ξ) = cQρ2−Q on ∂Bρ(0), getting
I5 ⩽ cHQ−2(∂Bρ(0))/ρQ−2 = cρ. Thus, (4.41) can be rewritten when ρ → 0+ as

(4.39)(r.h.s.) = (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

(
ZjK(ξ)

)
H(; 0)⟨Zj , n⟩ dHQ−2 + o(ρ).
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We rewrite the integral above in a more convenient way now. Let us star noting
that

ZjK(ξ)⟨Zj , n⟩ = − Q − 2
cQρQ−1 ⟨Zj , D|ξ|H⟩

〈
Zj ,

D|ξ|H
|D|ξ|H|

〉

= − Q − 2
cQρQ−1

(
Zj(|ξ|H)

)2

|D|ξ|H|
.

Thus,

(4.39)(r.h.s.) = (Q − 2)
2n∑

j=1

ˆ
∂Bρ(0)

ZjK(ξ))H(; 0)⟨Zj , n⟩ dHQ−2 + o(ρ)

= − (Q − 2)2

cQρQ−1

ˆ
∂Bρ(0)

H(·; 0) |DH(|ξ|H)|2

|D|ξ|H|
dHQ−2 + o(ρ)

= −(Q − 2)H(0, 0) + o(ρ) ,(4.42)
by the representation of harmonic functions with their surface measure; see for exam-
ple [12, Theorem 5.5.4]. Finally, (4.36) plainly follows by collecting estimates (4.40)
and (4.42) and passing to the limit as ρ → 0+.

Step 7. Conclusion. The thesis follows by the Pohozaev identity obtained
in (4.12) and (4.21), the identity (4.26) and (4.36) and the limiting behaviour
in (4.18).

□

Appendix A. Convolution

We conclude the paper by recalling some basic properties of subelliptic mollifiers.

Definition A.1. Let B1(0) ⊂ Hn and let J ∈ C∞
0 (R2n+1) be such 0 ⩽ J ⩽ 1,

supp J ⊂ B1(0) and ˆ
Hn

J(ξ) dξ = 1.

Define Jh(ξ) := h−QJ(δ 1
h

(ξ)) and for any u ∈ L1
loc(Hn), define

uh(ξ) := (u ⋆ Jh)(ξ) :=
ˆ
Hn

Jh(η−1 ◦ ξ)u(η) dη

Proposition A.1. The following results hold true.
(1) If g ∈ Lp(Hn), 1 ⩽ p < ∞, then g ⋆ Jh ∈ C∞

0 (Hn) and g ⋆ Jh → g in Lp(Hn) as
h → 0

(2) Let g ∈ L1
loc(Hn). Then (ϕ ⋆ g) ∈ C1

0 (Hn) and
Zj(g ⋆ Jh) = g ⋆ (ZjJh)

for any j ∈ {1, . . . , 2n}.

Proof. The statements of Proposition A.1 can be proven by a quite standard
argument. For the sake of completeness, we just give a proof of (2). By left
invariance of the vector field Zj we have that

Zj (g ⋆ Jh) = Zj

(ˆ
Hn

Jh(η−1 ◦ ξ)g(η) dη

)
=
ˆ
Hn

Zj

(
Jh(η−1 ◦ ξ)g(η)

)
dη
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=
ˆ
Hn

(ZjJh)(η−1 ◦ ξ)(η) dη

□

Lemma A.1. Let Ω ⊂ Hn be an open and bounded set and let u ∈ L1
loc(Ω) be such

that ˆ
Ω

uϕ dξ = 0 ∀ϕ ∈ C∞
0 (Ω).

Then, u = 0 a. e. in Ω.

Proof. Consider a sequence of compact set {Kh} ⊂ Ω such that
∞⋃

h=1
Kh = Ω and dist(Kh, ∂Ω) ⩽ 2/h.

Choose now ϕ ∈ L∞(Hn) be such that supp ϕ ⊂ Kh and consider Jh ∈ C∞
0 (Hn).

Setting ϕh := ϕ ⋆ Jh we have that

supp ϕh ⊂ B 1
h

(0) + Kh ⊂ Ω.

By Proposition A.1, we have that ϕh ∈ C∞
0 (Ω). Thus by hypothesis, we have that

(A.1)
ˆ

Ω
uϕh dξ = 0.

Moreover, since by [12, Remark 5.3.8] the sequence ϕh converges to ϕ in L1
loc(Hn),

up to subsequences, we have that ϕh → ϕ a.e. in Hn and ∥ϕh∥L∞(Hn) ⩽ c∥ϕ∥L∞(Hn);
see [13, Theorem 4.9]. Hence, passing to the limit in (A.1) yields thatˆ

Ω
uϕ dξ = 0.

We now choose

ϕ ≡ ϕh :=
{

sgn u in Kh ,

0 in Ω \ Kh.

This yields that
ˆ

Kh

|u| dξ = 0 for any h ∈ N. Hence, u = 0 a. e. on Ω. □
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