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Abstract. In this paper we study the convergence of nonlinear Dirichlet problems for systems of
variational elliptic PDEs defined on randomly perforated domains of Rn. Under the assumption

that the perforations are small balls whose centres and radii are generated by a stationary

short-range marked point process, we obtain in the critical-scaling limit an averaged nonlinear
analogue of the extra term obtained in the classical work of Cioranescu and Murat [12]. In

analogy to the random setting recently introduced by Giunti, Höfer, and Velázquez [21] to

study the Poisson equation, we only require that the random radii have finite (n− q)-moment,
where 1 < q < n is the growth-exponent of the associated energy functionals. This assumption

on the one hand ensures that the expectation of the nonlinear q-capacity of the spherical holes is

finite, and hence that the limit problem is well defined. On the other hand, it does not exclude
the presence of balls with large radii, that can cluster up. We show however that the critical

rescaling of the perforations is sufficient to ensure that no percolating-like structures appear in
the limit.

1. Introduction

In this paper we study the limit behaviour as ε → 0+ of sequences of nonlinear Dirichlet
boundary value problems of the type{

A[u] = 0 in Dε

u = 0 on ∂Dε ,
(1.1)

where A is an elliptic differential operator and Dε := D\Hε is obtained by removing from an open,
bounded, Lipschitz set D ⊂ Rn a collection Hε of small, spherical inclusions. Here we assume
that Hε = Hω

ε is a random set, namely, that the centres of the spherical holes are generated
according to a stationary point process in Rn and that the associated radii are (suitably scaled)
unbounded random variables with short-range correlations. Under minimal assumptions both on
the nonlinearity and on the set of perforations, we prove that, almost surely, solutions to (1.1)
converge weakly in a suitable Sobolev space to the solution of a limit problem{

A0[u] = 0 in D

u = 0 on ∂D .
(1.2)

In (1.2), the nonlinear homogenised operator A0 depends both on A and on the geometry of the
perforated domain, through some sort of limit averaged nonlinear capacity density of Hω

ε . In
particular our result extends the stochastic homogenisation result of Giunti, Höfer, and Velázquez
[21] for the Poisson equation to the nonlinear setting.

The study of homogenisation problems in perforated domains has a long history with seminal
contributions of Marchenko and Khruslov [22, 23], Cioranescu and Murat [12], and Papanicolaou
and Varadhan [24] (see also [10, 15, 16]). In a periodic setting a typical Hε is chosen as

Hε =
⋃
i∈Zn

Bεαρ(εi) , (1.3)

for some ρ > 0 and α > 1. In (1.3) the parameter ε represents the characteristic distance between
the centres of the spherical holes, while εα � ε is proportional to the size of their (common)
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radius. If, moreover, the linear case of the Poisson equation is considered, the boundary value
problem (1.1) becomes {

−∆u = ψ in Dε

u = 0 on ∂Dε ,
(1.4)

where ψ ∈ W−1,2(D). In this linear, periodic framework, Cioranescu and Murat [12] showed the
existence of a critical scaling for the perforation radius such that the sequence of solutions (uε) to
(1.4) converges weakly to the solution of a limit Dirichlet problem. Namely, assuming that n > 2,

for α = n/(n − 2) and ε > 0, the unique solution uε ∈ W 1,2
0 (Dε) to (1.4) converges weakly in

W 1,2(D), as ε→ 0+, to the unique solution u0 ∈W 1,2
0 (D) of{

−∆u+ µ0u = ψ in D

u = 0 on ∂D.
(1.5)

In (1.5) the zero-order term µ0u is reminiscent of the homogeneous Dirichlet boundary conditions
prescribed on the boundary of the spherical holes in (1.4), and µ0 is a positive constant of geometric
nature which represents the limit capacity density generated by the set Hε. Namely, we have

µ0 = lim
ε→0+

Cap(Hε ∩Q,Rn) ,

where Q is a unit cube in Rn and Cap(Hε ∩ Q,Rn) denotes the elliptic, or 2-capacity of Hε ∩ Q
in Rn; i.e.,

Cap(Hε ∩Q,Rn) := inf

{ˆ
Rn
|∇v|2 dx : v ∈W 1,2

0 (Rn), v ≡ 1 on Hε ∩Q
}
.

In view of (1.3), by the subadditivity of the capacity and the fact that εα � ε it is easy to see
that

µ0 = lim
ε→0+

Cap

( ⋃
i∈Zn

Bεαρ(εi) ∩Q,Rn
)

= Cap(Bρ(0),Rn) , (1.6)

where the last equality follows from the fact that the number of holes in Q is of order ε−n, and
Cap(Bεαρ(εi),Rn) = εn Cap(Bρ(0),Rn) for every i ∈ Zn, if α = n/(n− 2). Moreover, in this case
the constant µ0 is explicit and given by

µ0 = (n− 2)Hn−1(Sn−1)ρn−2 .

Choices for the scaling of the perforation radius different from the critical value α = n/(n−2) give
trivial convergence results. More precisely, in the case of tiny holes, corresponding to the choice
α > n/(n− 2), it is immediate to see that µ0 = 0, so that the limit problem (1.5) reduces to{

−∆u = ψ in D

u = 0 on ∂D .

For large holes, corresponding to choosing α < n/(n − 2), the sequence of solutions to (1.4)
converges strongly to zero in W 1,2(D) (see [1, Lemma 3.4.1]).

In the last three decades the result of Cioranescu and Murat [12] has been extended in a number
of directions, ranging from the case of general nonlinear elliptic operators in periodically perforated
domains [3, 15] to the case where a random distribution of holes is also allowed [7, 8, 9, 18, 20, 21],
just to mention a few examples.

As far as a nonlinear variant of [12] is concerned, in [3] Ansini and Braides proved a nonlinear
vectorial version of the Cioranescu and Murat result when the Dirichlet boundary value problem
(1.1) is of variational nature; i.e., when A[u] = 0 in Dε is the Euler-Lagrange system associated
to an integral functional defined on Dε. In [3] the corresponding limit problem is obtained by
resorting to a direct Γ-convergence approach instead of the more classical PDE approach. The
variational methods used in [3] allow for minimal assumptions on the integral functionals and
hence on the nonlinearity; these assumptions are the same considered in this paper and will be
discussed below. On the other hand, as far as the geometry of the perforated domain is concerned,
in [21] Giunti, Höfer, and Velázquez proved a stochastic counterpart of [12] for the linear problem
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Figure 1. Realisation of the random domain Dω
ε .

(1.4), where Hε = Hω
ε is a random set given by the union of small balls with random centres and

radii, for which clusters occur with overwhelming probability (see Figure 1 for an illustration). In
fact, the assumptions on Hω

ε formulated in [21] are shown to be the minimal ones in order to have
homogenisation.

The aim of this work is to combine the two general frameworks described above to devise
minimal assumptions both on the nonlinearity and on the random set of the spherical perforations
Hω
ε , for which, almost surely, the corresponding Dirichlet problems (1.1) admit a homogenised limit

of the type (1.2).
For the sake of the exposition, to illustrate our main result we consider here a prototypical

random geometry for the set Hω
ε , while we refer the reader to Section 2.3 for the more general

probabilistic framework considered in the paper.
In what follows (Ω, T ,P) denotes a given underlying probability space. We consider a marked

point process (Φ,R) on Rn × R+ where Φ is a Poisson point process, Φ(ω) := (xi)i, of constant
intensity 0 < λ < +∞; i.e., the average number of points of the process per unit volume satisfies
〈N(Q)〉 = λ, where N(Q) = #

(
Φ ∩Q

)
. For the marks we assume that R(ω) = (ρi)xi∈Φ(ω), with

ρi identical and independently distributed unbounded random variables.
The random set of perforations associated to (Φ,R) is defined as

Hω
ε :=

⋃
xi∈Φ(ω)

Bεαρi(εxi) , (1.7)

where α = n/(n − 2) is the critical scaling for problems with quadratic growth. The analogue of
(1.6) follows from the strong law of large numbers, which guarantees that almost surely

lim
ε→0+

Cap(Hω
ε ∩Q,Rn) ≤ lim

ε→0+
εn

∑
xi∈Φ(ω)∩(ε−1Q)

Cap(Bρi(εxi),Rn) = λ〈Cap(Bρ(0),Rn)〉 . (1.8)

Moreover, an explicit calculation gives

µ̃0 = λ〈Cap(Bρ(0),Rn)〉 = (n− 2)Hn−1(Sn−1)λ〈ρn−2〉 , (1.9)

where clearly µ̃0 reduces to µ0 if Φ = Zn and ρi = ρ, constant and deterministic.
We observe that in view of (1.9), the minimal condition for µ̃0 to be well-defined is that the

following stochastic integrability condition

〈ρn−2〉 < +∞ (1.10)

holds. We note, however, that (1.10) does not prevent the balls generating Hω
ε from overlapping.

Indeed, it is easy to check that the expected number of holes that may overlap (that is, for which
εn/(n−2)ρi > ε, with λε being the typical distance between two points in Φ) is of the order ε−n+2,
while the expected total number of holes is of order ε−n. In [21] Giunti, Höfer, and Velázquez
proved that, even though with probability one there are regions where the holes cluster, the
moment condition (1.10) is indeed sufficient to ensure that almost surely these regions have a
vanishing capacity, as ε→ 0+. Moreover, this moment condition allows to extend the Cioranescu
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and Murat construction of the “oscillating test functions” to this random setting and to prove
that the stochastic analogue of [12] holds true, almost surely, up to replacing in (1.5) µ0 with µ̃0.

In this paper we extend the result by Giunti, Höfer, and Velázquez to the nonlinear vectorial
setting. In the same spirit as in [3], we work with functionals rather than with the associated
Euler-Lagrange systems. Therefore, we consider 1 < q < n, m ∈ N, and a Borel-measurable
function f : Rm×n → R, with f(0) = 0, satisfying a q-growth and coercivity condition; i.e.,

c1(|ξ|q − 1) ≤ f(ξ) ≤ c2(|ξ|q + 1) ∀ ξ ∈ Rm×n

with 0 < c1 < c2. Then, we introduce the vectorial, random functionals defined on W 1,q
0 (D;Rm)

as

Fωε (u) :=

ˆ
D\Hωε

f(∇u) dx, if u = 0 in Hω
ε ∩D , (1.11)

and +∞ otherwise. In (1.11), Hω
ε is as in (1.7) with α being the critical scaling in the case of

q-growth, namely α = n/(n− q). Moreover, for every ξ ∈ Rm×n we set

g(ξ) = lim
ε→0+

εnq/(n−q)Qf(ε−n/(n−q)ξ) ,

where Qf denotes the quasiconvex envelope of f . Upon passing to a subsequence the function g
is always well-defined (see Section 3 for more details), moreover the limit in ε becomes redundant
when f (and hence Qf) is positively homogeneous of degree q.

Eventually, for every z ∈ Rm we define the random variables

ϕρi(z) := inf

{ˆ
Rn
g(∇ζ) dx : ζ − z ∈W 1,q

0 (Rn;Rm), ζ ≡ 0 on Bρi(0)

}
.

We observe that for ω ∈ Ω fixed, ϕρ(z) can be interpreted as a nonlinear g-capacity density of the
ball Bρ(0) in Rn; furthermore, for f(ξ) = |ξ|q we have

ϕρ(z) = Capq(Bρ(0),Rn)|z|q ,

where Capq(Bρ(0),Rn) denotes the classical q-capacity of Bρ(0) relative to Rn (cf. (3.11)). In
general, however, ϕρ is not positively q-homogeneous as a function of z (as observed by Casado-
Diaz and Garroni in [10]), hence in the definition of ϕρ(z) (and in the case m = 1) we cannot
reduce to the case z = 1 just by unscaling.

Thanks to the growth conditions of order q satisfied by f , it is easy to show that

C1|z|qρn−q ≤ ϕρ(z) ≤ C2|z|qρn−q ,

for some 0 < C1 < C2 only depending on n, q, c1, and c2 (see Lemma 4.1). Hence, in analogy to
(1.9)-(1.10), in this nonlinear framework the homogenised problem is well-defined up to assuming
the stochastic integrability condition

〈ρn−q〉 < +∞ (1.12)

for the perforations radii.
The main result of this paper is Theorem 3.2, which establishes an almost sure Γ-convergence

result for the random functionals Fωε . Namely, Theorem 3.2 states that if (Φ,R) is a marked point
process as above whose marks additionally satisfy the moment condition (1.12), then, almost surely,
the functionals Fωε Γ-converge, as ε→ 0+, to the deterministic functional given by

F0(u) :=

ˆ
D

Qf(∇u) dx+ λ

ˆ
D

〈ϕρ(u)〉dx, if u ∈W 1,q
0 (D;Rm) .

In particular, if f is convex and differentiable, by the fundamental property of Γ-convergence we
deduce that for P-a.e. ω ∈ Ω the unique solution uωε ∈W

1,q
0 (D;Rm) to{

−divDf(∇uωε ) = ψ in Dω
ε

uωε = 0 on ∂Dω
ε
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converges weakly in W 1,q(D;Rm) to the unique solution u ∈W 1,q
0 (D;Rm) of the boundary value

problem {
−divDf(∇u) + λϕ′(u) = ψ in D

u = 0 on ∂D ,

where ϕ(z) := 〈ϕρ(z)〉 and ψ ∈W−1, q
q−1 (D;Rm). Thus, in particular, for f(ξ) = |ξ|q we obtain a

convergence result for the q-Laplace equation in randomly perforated domains of general geometry.
To prove the Γ-convergence result in Theorem 3.2 we follow a proof methodology which is

similar in spirit to that of Ansini and Braides [3]. This approach is purely variational and is based
on a so-called “joining lemma on perforated domains” which allows to replace any sequence with
equibounded energy Fωε with a sequence which is constant in a spherical layer surrounding each
perforation, without essentially changing the energy. In [3] this construction is then pivotal both
in the proof of the lower-bound and in the upper-bound inequalities. Indeed, when proving the
lower-bound inequality the joining lemma allows to estimate separately the energy close to and
far from the perforations. Moreover, using the modified sequence it is possible to recover the
nonlinear capacitary term as the limit of some suitable discrete energy densities. On the other
hand, in the proof of the upper-bound inequality the joining lemma enters in the construction of
the recovery sequence.

Crucially, in [3] to prove the joining lemma and thus the Γ-convergence result, it is of fun-
damental importance that the perforations are well-separated from one another. In the periodic
setting this is a straightforward consequence of the regular arrangement of the holes on an ε-scale
together with the εα � ε scaling for their (constant) radius. Whereas, as already observed, in our
framework for almost every realisation we have to deal with the presence of large radii or centres
very close to each other and thus of clustering holes. This technical issue is tackled similarly as in
[21] by showing that, almost surely, the set of perforations Hω

ε can be partitioned into two sets:
a set of “good” holes Hω

ε,g and a set of “bad” holes Hω
ε,b. In the set of good holes we identify

a subset of “small” balls which are “ε-separated” from one another, in which then a stochastic
variant of the joining lemma holds. The set of bad holes Hω

ε,b contains, among others, all those
balls which overlap with probability one. We then show that Hω

ε,b can be enclosed into a “safety
layer” Dω

ε,b which is still well-separated from Hω
ε,g, and such that the nonlinear g-capacity of Hω

ε,b

relative to Dω
ε,b vanishes as ε → 0+. In other words, the set of bad holes is well-separated from

Hω
ε,g and is asymptotically negligible. Then, one of the main difficulties of this work is to show

that the energy contribution relative to the “good” perforations is actually enough to reconstruct
the nonlinear capacitary term in F0 (cf. Proposition 6.1).

Similarly, in the construction of the recovery sequences for the Γ-limit the only energy contri-
bution that is relevant for the capacitary term is the one carried by the balls in Hω

ε,g. However,
since a recovery sequence needs to be admissible for Fωε , it has to vanish also in the bad balls
and hence in particular in the clusters. This constraint makes for a rather delicate proof of the
upper bound which also relies on a corrector-like construction in the bad holes for the q-Laplace
equation (cf. Lemma 7.4).

This paper is organized as follows. In Section 2 we recall the basics of marked point processes
(Φ,R), and we list the assumptions that the process generating the holes Hω

ε needs to satisfy.
These assumptions are quite mild: our analysis is valid for rather general stationary point processes
Φ whose associated marks in R need not be independent, as long as their correlation-range is
suitably controlled (cf. (2.11) and (2.12)). In Section 3 we state the main result of this paper,
Theorem 3.2. To prove it, we need a number of technical results of both analytical and probabilistic
nature. The analytical preliminaries are collected in Section 4 which contains, among other results,
a variant of the joining lemma which is relevant in our case (cf. Lemma 4.7). Section 5 is instead
entirely devoted to some probabilistic auxiliary results. In this section we prove, in particular, a
version of the strong law of large numbers for correlated marked point processes in the nonlinear
setting (cf. Proposition 5.6). In Section 6 we build upon sections 4 and 5 to prove a discrete
approximation result for the nonlinear capacitary term (cf. Proposition 6.1). Section 7 is devoted
to the proof of the Γ-convergence result Theorem 3.2 (cf. Proposition 7.1 and Proposition 7.2).
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2. Notation and setup

In this section we collect some useful notation and we introduce the probabilistic setup.

2.1. Notation. We denote with B(Rn) the σ-algebra of Borel subsets of Rn. For every A ⊂ Rn
and x ∈ Rn, we denote by τxA the shift of the set A by x; i.e., τxA := x + A. The diameter of
A is denoted with diam(A) and the characteristic function of A with χA. Given A,B ⊂ Rn we
write A ⊂⊂ B iff A ⊂ B. By #A we denote the cardinality of a discrete set A. For n, k ∈ N
we denote by Ln and Hk the n-dimensional Lebesgue measure and the k-dimensional Hausdorff
measure, respectively.

Given ρ > 0 and x ∈ Rn, we denote with Bρ(x) the open ball centred at x with radius ρ.
(We also use the notation Bnρ (x) to clarify the dimension, if needed.) We denote with Qρ(x) the
half-open cube centred at x with side-length ρ > 0, namely

Qρ(x) := x+ ρ[− 1
2 ,

1
2 )n ,

and we omit the subscript when ρ = 1, so that Q(x) = Q1(x). The unit sphere in Rn is denoted
with Sn−1. Moreover, we use the notation βn := Ln(B1(0)) for the volume of the unit ball in Rn.

For every a, b ∈ R we use the standard notation a∧b := min{a, b} and a∨b := max{a, b}. From
time to time we use the notation lim and lim to indicate the lim sup and lim inf respectively. The
symbols ∼M1,M2,...,.M1,M2,... indicate that the corresponding equality, inequality is valid up to a
(positive multiplicative) constant that depends only on the parameters M1,M2, . . . and the space
dimension, but is allowed to vary from line to line.

Let (Ω, T ,P) denote an underlying given probability space; the expected value of a random
variable X : Ω→ R with respect to the probability measure P is denoted by 〈X〉; i.e.,

〈X〉 :=

ˆ
Ω

X(ω) dP(ω) =:

ˆ
R
xd(X∗P)(x) ,

where X∗P is the push-forward measure of P onto R, or the probability distribution of X, defined
via (X∗P)(B) := P(X−1(B)), for every B ∈ B(R).

2.2. Marked point processes. We refer the reader to [14, Chapter 9, Definitions 9.1.I - 9.1.IV],
[25, Section 3.5] and [11, Chapter 4] for a systematic treatment of marked point processes.

Throughout the paper (Φ,R) denotes a marked point-process (in short, m.p.p.) where Φ is
a point process (unmarked, called ground process) in Rn, and R is the associated mark space,
with marks in R+. For a fixed realisation ω ∈ Ω, the set Φω := Φ(ω) = {xi}i∈N is a locally finite
countable collection of points in Rn; i.e., Φω ∩ B is a finite set for every bounded B ∈ B(Rn).
Similarly, for ω ∈ Ω, Rω := R(ω) = {ρi}i∈N, where, for every i ∈ N, ρi ∈ R+ is the mark
associated to the point xi ∈ Rn.

The first moment measure of the point process Φ is the measure µ(1) defined on B(Rn) by
µ(1)(B) =

〈
N(B)

〉
, where N(B) := #Φ(B), with Φ(B) := Φ ∩ B is the number of points of the

process in B. This is also called the intensity measure of Φ. The Campbell Theorem connects the
integration with respect to the probability measure P with integration in µ(1), since〈∑

xi∈Φ

g(xi, ρi)

〉
=

ˆ
Rn×R+

g(x, ρ) dµ(1)(x) dPRx (ρ) (2.1)

for every nonnegative measurable function g on Rn × R+, where PRx is a probability measure
on (R+,B(R+)), which can be interpreted as the distribution of the mark of a point at x. We
assume that PRx is absolutely continuous with respect to the one-dimensional Lebesgue measure
and denote its density with f1(x, ρ), namely

PRx (B) =

ˆ
B

f1(x, ρ) dρ for all B ∈ B(R+) . (2.2)

Hence (2.1) can be written as〈∑
xi∈Φ

g(xi, ρi)

〉
=

ˆ
Rn×R+

g(x, ρ) f1(x, ρ) dµ(1)(x) dρ. (2.3)
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The second moment measure of Φ is the measure µ(2) defined on B(R2n) by µ(2)(B1 × B2) =〈
N(B1)N(B2)

〉
. The second-order factorial measure Θ(2) of Φ is defined on B(R2n) by

Θ(2)(B1 ×B2) = µ(1)(B1 ∩B2) + µ(2)(B1 ×B2). (2.4)

In particular, Θ(2)(B1×B2) = µ(2)(B1×B2) if B1∩B2 = ∅. A more refined version of the Campbell
Theorem connects the integration with respect to the probability measure P with integration in
Θ(2), since〈∑

xi∈Φ

∑
xj∈Φ
xj 6=xj

g(xi, ρi, xj , ρj)

〉
=

ˆ
(Rn×R+)2

g(x, x′, ρ, ρ′) dΘ(2)(x, x′) dPRx,x′(ρ, ρ′) (2.5)

for every nonnegative measurable function g on (Rn ×R+)2, where PRx,x′ is a probability measure

on ((R+)2,B((R+)2), which can be interpreted as the two-point mark distribution. It gives the
joint distribution of the marks at the two locations x and x′, under the condition that there
are points of Φ at x and x′. We assume that PRx,x′ is absolutely continuous with respect to the

two-dimensional Lebesgue measure and denote its density with f2((x, ρ), (x′, ρ′)
)
, namely

PRx,x′(B × C) =

ˆ
B

ˆ
C

f2

(
(x, ρ), (x′, ρ′)

)
dρ dρ′ for all B,C ∈ B(R+) . (2.6)

Hence (2.5) can be written as〈∑
xi∈Φ

∑
xj∈Φ
xj 6=xj

g(xi, ρi, xj , ρj)

〉
=

ˆ
(Rn×R+)2

g(x, x′, ρ, ρ′) f2

(
(x, ρ), (x′, ρ′)

)
dΘ(2)(x, x′) dρ dρ′.

(2.7)

2.3. Assumptions on the m.p.p. (Φ,R). Below we list the assumptions we require on the
m.p.p. (Φ,R); these are in the same spirit as the ones formulated in [21, Section 2].

(H1) The point process Φ is stationary ; i.e., for every x ∈ Rn the processes τxΦ := {x+xi}xi∈Φ

and Φ have the same probability distribution. This implies in particular that the intensity
measure µ(1) of Φ is a multiple of the Lebesgue measure, namely

µ(1)(B) =
〈
N(B)

〉
= λLn(B),

where λ > 0 is called the intensity of the process and it is possibly infinite.

(H2) The point process Φ has finite intensity 0 < λ < +∞. In particular it is locally square
integrable; i.e., for every unitary cube Q ⊂ Rn,〈

(N(Q))2
〉
≤ λ2 . (2.8)

We note that the stationarity of Φ ensures that the bound in (2.8) is independent of the
centre of the cube Q.

(H3) The point process Φ satisfies the following strong mixing condition. For A ∈ B(Rn), let
T (A) denote the smallest σ-algebra with respect to which the random variables N(B)
are P-measurable for every Borel subset B ⊂ A. We assume that there exist constants
C > 0 and γ > n with the following property. For every A ∈ B(Rn), every x ∈ Rn
with |x| > diam(A), and for every random variables Z1, Z2 measurable with respect to
T (A), T (τxA) respectively, there holds

|〈Z1Z2〉 − 〈Z1〉〈Z2〉| ≤
C

1 + (|x| − diam(A))γ
〈Z2

1 〉1/2〈Z2
2 〉1/2 . (2.9)

We observe that (2.9) in particular ensures the ergodicity of Φ, cf. [14, Paragraph 12.3].

(H4) Let f1 and f2 be as in (2.2) and (2.6), respectively. In view of the stationarity of Φ, the
density f1 is independent of x; i.e., for every x ∈ Rn we have f1(x, ρ) = h(ρ), for some
h ∈ L1(R+;R+) with

´
R+
h(ρ) dρ = 1 .
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We assume that h satisfies the following integrability condition:ˆ +∞

0

ρn−qh(ρ) dρ < +∞ , (2.10)

which is equivalent to asking 〈ρn−q〉 < +∞. For the density f2 the stationarity of Φ
implies that its dependence on x, x′ is only via x− x′. Moreover we assume that

f2

(
(x, ρ), (x′, ρ′)

)
= h(ρ)h(ρ′) +K(|x− x′|, ρ, ρ′) , (2.11)

for some function K satisfyingˆ
R+×R+

K(r, ρ, ρ′) dρdρ′ = 0 for every r ≥ 0 ,

and

|K(r, ρ, ρ′)| ≤ C

(1 + rγ)(1 + ρs)(1 + (ρ′)s)
, (2.12)

for some C > 0 and s > n− q, and where γ > n is the constant in (H3).

The interested reader is referred to [21, Subsection 2.1] for some explicit examples of m.p.p. (Φ,R)
satisfying (H1)–(H4).

Remark 2.1 (Independent marking). Under our assumptions the marks have the same distribu-
tion, but they are not independent. If the m.p.p. is in addition independently marked, then the
expression of f2 simplifies to

f2

(
(x, ρ), (x′, ρ′)

)
= h(ρ)h(ρ′) .

The additional (location-dependent) term in (2.11) introduces a short-range correlation between
the marks conditioned on the point positions, thus giving a measure of the lack of independence
of the marks. We note that if, conditional to the point process Φ, all the marks are independent
but not necessarily identically distributed, then the density of the 2-point mark distribution still
factorises as

f2

(
(x, ρ), (x′, ρ′)

)
= f1(x, ρ) f1(x′, ρ′) ,

but is location-dependent.

Remark 2.2. As in [21], the assumptions (H1)–(H4) guarantee the validity of the strong law of
large numbers-type results stated in Section 5 (see Lemmata 5.4–5.6 therein), which will play an
important role in what follows.

3. Statement of the main result

In this section we state the main result of the paper. To this end, we need to introduce some
additional notation.

Let n ∈ N and 1 < q < n, and let (Φ,R) be a m.p.p. satisfying (H1)–(H4). For ω ∈ Ω fixed, we
consider a countable family of points Φω = (xi)i and the corresponding marks Rω = (ρi)i. For
fixed ε > 0, we associate to (xi, ρi)i the family of open balls

(
Bαερi(εxi)

)
i
, where

αε := εn/(n−q) . (3.1)

Let D ⊂ Rn be an open, bounded, Lipschitz set, star-shaped with respect to the origin. The
set of random spherical perforations in D is given by

Hω
ε :=

⋃
xi∈Φω∩(ε−1D)

Bαερi(εxi) ; (3.2)

note that the sets (ε−1D)ε>0 are nested as ε → 0+, since D is star-shaped with respect to the
origin. We finally define the randomly perforated domain as

Dω
ε := D \Hω

ε .

Now, let m ∈ N, and let f : Rm×n → R be a Borel-measurable function of q-growth; i.e., there
exist two constants 0 < c1 < c2, such that

c1(|ξ|q − 1) ≤ f(ξ) ≤ c2(|ξ|q + 1) ∀ ξ ∈ Rm×n . (3.3)
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Without loss of generality we assume that f(0) = 0.
Finally, we introduce the nonlinear vectorial (random) functionals Fωε : L1(D;Rm) −→ R ∪

{+∞} defined as

Fωε (u) :=


ˆ
Dωε

f(∇u) dx if u ∈W 1,q
0 (D;Rm) and u = 0 in Hω

ε ∩D ,

+∞ otherwise in L1(D;Rm) .

(3.4)

We recall that the αε-scaling (3.1) for the radii of the perforations is the critical one in the case
of energies with q-growth, under Dirichlet boundary conditions (cf. [3]).

The aim of this paper is to study the limit behaviour of the functionals Fωε as ε → 0+ (see
Theorem 3.2).

Remark 3.1. Without loss of generality we can additionally assume that Hω
ε ⊂⊂ D for ε > 0

small enough. Indeed, we will see that the holes intersecting ∂D have both negligible volume and
capacity (cf. Section 5).

We now define the nonlinear capacitary term which appears in the limit functional of Fωε .
Let (εj)↘ 0; we define the functions gj : Rm×n → R as

gj(ξ) := αqεjQf(α−1
εj ξ) ∀ ξ ∈ Rm×n , (3.5)

where αε is as in (3.1) and Qf denotes the quasiconvex envelope of f ; i.e.,

Qf(ξ) := inf

{ ˆ
(0,1)n

f(ξ +∇ψ) dx : ψ ∈W 1,q
0 ((0, 1)n;Rm)

}
.

We note that gj is quasiconvex for every j ∈ N; moreover, by (3.3),

c1(|ξ|q − αqεj ) ≤ gj(ξ) ≤ c2(|ξ|q + αqεj ) (3.6)

for every ξ ∈ Rm×n. Invoking, e.g., [5, Remark 4.13], we then get that (gj) are locally equi-
Lipschitz continuous, namely

|gj(ξ1)− gj(ξ2)| ≤ L(αq−1
εj + |ξ1|q−1 + |ξ2|q−1)|ξ1 − ξ2| , (3.7)

for every ξ1, ξ2 ∈ Rm×n, every j ∈ N, and for some constant L := L(c1, c2, q) > 0. Consequently,
up to a subsequence (not relabelled), for every ξ ∈ Rm×n there exists the limit

g(ξ) := lim
j→+∞

gj(ξ) . (3.8)

The function g is quasiconvex, and in view of (3.6) and (3.7) it satisfies the growth conditions

c1|ξ|q ≤ g(ξ) ≤ c2|ξ|q ∀ ξ ∈ Rm×n , (3.9)

as well as the bound

|g(ξ1)− g(ξ2)| ≤ L(|ξ1|q−1 + |ξ2|q−1)|ξ1 − ξ2| ∀ ξ1, ξ2 ∈ Rm×n . (3.10)

Given two open sets A ⊂⊂ B ⊂ Rn, with A bounded, we define the q-capacity of A relative to B
as

Capq(A,B) := inf

{ˆ
Rn
|∇v|q dx : v ∈W 1,q

0 (B;R), v ≡ 1 on A

}
. (3.11)

In the definition above Capq(A,B) depends on A only via its closure A, which is compact since
A is bounded. Hence (3.11) agrees with the classical definition of q-capacity for compact sets, see
e.g., [17]. Note that, if A ⊂ A′ ⊂⊂ B ⊂ B′, then

Capq(A,B
′) ≤ Capq(A,B) ≤ Capq(A

′, B) . (3.12)

Moreover, Capq is countably subadditive with respect to the first entry (see, e.g. [17], Section 3),
namely

if A ⊂
∞⋃
i=1

Ai, then Capq(A,B) ≤
∞∑
i=1

Capq(Ai, B) . (3.13)
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Given A ⊂⊂ B ⊂ Rn and z ∈ Rm, we define the g-capacity of A relative to B at z as

Capg(A,B; z) := inf

{ˆ
Rn
g(∇ζ) dx : ζ − z ∈W 1,q

0 (B;Rm), ζ ≡ 0 on A

}
.

As in the deterministic setting [3], the g-capacity of the ball (with respect to Rn) appears in the
definition of the limit functional. For this reason we consider

ϕρ(z) := Capg(Bρ(0),Rn; z) = inf

{ˆ
Rn
g(∇ζ) dx : ζ − z ∈W 1,q

0 (Rn;Rm), ζ ≡ 0 on Bρ(0)

}
,

(3.14)
which is well-defined for every z ∈ Rm and every ρ > 0. Throughout the paper the function ϕρ is
referred to as the nonlinear g-capacity density.

We note that if ρ ∈ R, namely ρ : Ω → R+ is a random variable, then ω 7→ ϕρω (z) is also a
random variable. Indeed, for every z ∈ Rm the function ρ 7→ ϕρ(z) is continuous (see Lemma 4.1
below and the estimates in (4.2)), hence the composite function ω 7→ ϕρω (z) is T -measurable. We
can then define the average g-capacity density at z ∈ Rm as the expected value of ϕρω (z). That
is, we set

ϕ(z) := 〈ϕρ(z)〉 :=

ˆ +∞

0

ϕρ(z)h(ρ) dρ , (3.15)

where h ∈ L1(R+;R+) satisfies (2.10).

We are now in a position to state the main result of this paper.

Theorem 3.2. Let (Φ,R) be a m.p.p. satisfying (H1)–(H4) and let (Fωε )ε>0 be the functionals
defined in (3.4), for ω ∈ Ω. Then there exists a sequence (εj)↘ 0 and a set Ω′ ∈ T with P(Ω′) = 1,
such that for every ω ∈ Ω′

Fωεj
Γ−→F0 with respect to the strong L1(D;Rm)-topology ,

where F0 : L1(D;Rm) −→ R ∪ {+∞} is the deterministic functional defined as

F0(u) :=


ˆ
D

Qf(∇u) dx+ λ

ˆ
D

ϕ(u) dx if u ∈W 1,q
0 (D;Rm) ,

+∞ otherwise in L1(D;Rm) ,
(3.16)

with N(Q) and ϕ as in (2.8) and (3.15), respectively.

In general the Γ-convergence result in Theorem 3.2 holds true only up to subsequences. In fact
the limit density g appearing in the definition of ϕ clearly depends on the choice of the subsequence
(cf. (3.5) and (3.8)). This phenomenon is typical of the nonlinear setting and is also observed in
[3] (see Remark 2.7 therein).

Remark 3.3 (Convergence of the Euler-Lagrange equations). Let (εj) be the vanishing sequence
and Ω′ ∈ T be the set of probability one whose existence is established by Theorem 3.2. Let

ψ ∈W−1, q
q−1 (D;Rm) be fixed; we consider the functionals defined for u ∈ L1(D;Rm) as

Fωεj (u) +

ˆ
D

ψ : udx , (3.17)

where
´
D
ψ : udx denotes the duality pairing between W 1,q

0 (D;Rm) and W−1, q
q−1 (D;Rm). By

continuity it is immediate to check that for every ω ∈ Ω′ the functionals in (3.17) Γ-converge,
with respect to the strong L1(D;Rm)-topology, to the deterministic functional defined for u ∈
L1(D;Rm) as

F0(u) +

ˆ
D

ψ : udx .

Let now f be convex and differentiable; by the L1(D;Rm) equi-coerciveness of (3.17) and the
fundamental property of Γ-convergence we can deduce a convergence result for the corresponding
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Euler-Lagrange equations. That is, for every ω ∈ Ω′, the sequence (uωεj ), where uωεj ∈W
1,q
0 (D;Rm)

is the unique solution to {
−divDf(∇uωεj ) = ψ in Dω

εj

uωεj = 0 on ∂Dω
εj ,

converges weakly in W 1,q(D;Rm) to the unique solution u0 ∈ W 1,q
0 (D;Rm) of the following de-

terministic problem {
−divDf(∇u0) + λϕ′(u0) = ψ in D

u0 = 0 on ∂D .

Finally, we observe that when f is q-homogeneous, the convergence in (3.8) defining g holds true
for the whole sequence. Hence the function g (and, consequently, ϕ in (3.15)) is independent
of the subsequence. Therefore both the convergence of the functionals in Theorem 3.2 and the
convergence of the optimality conditions above hold true for the whole sequence. Our result then
provides an extension of [21, Theorem 2.1] to the nonlinear q-homogeneous vectorial setting.

4. Analytical building blocks

In this section we collect some analytical technical results which will be used in the proof of
Theorem 3.2.

We start by establishing some properties of the nonlinear capacity density ϕρ defined in (3.14).
Moreover, we introduce some auxiliary capacity densities whose role will become apparent in the
next sections. Finally, we state and prove a so-called joining lemma, Lemma 4.7, in the same
spirit of [3, Lemma 3.1].

Lemma 4.1. There exist two constants C1 := C1(n, q, c1), C2 := C2(n, q, c2) > 0 such that

C1|z|qρn−q ≤ ϕρ(z) ≤ C2|z|qρn−q , (4.1)

for every z ∈ Rm and every ρ > 0, where c1, c2 > 0 are the constants in (3.3). Moreover, for every
0 < ρ1 < ρ2 and every z ∈ Rm we have that

ϕρ1(z) ≤ ϕρ2(z) ≤ ϕρ1(z)
(ρ2

ρ1

)n(
1 +

L

c1ρ
q
2

(
ρq−1

1 + ρq−1
2

)
(ρ2 − ρ1)

)
, (4.2)

where L is the constant in (3.10).

Proof. Let z ∈ Rm and ρ > 0 be fixed; let

ϕ̂ρ(z) := inf
{ˆ

Rn
|∇ζ|q dx : ζ − z ∈W 1,q

0 (Rn;Rm), ζ ≡ 0 on Bρ(0)
}

(4.3)

be the nonlinear capacity density corresponding to the q-Dirichlet energy; namely ϕ̂ρ is the density

defined as (3.14) in the model case f(ξ) = g(ξ) = |ξ|q. The unique solution ζ̂z,ρ of (4.3) satisfies
the following q-Laplace boundary value problem

div(|∇ζ̂z,ρ|q−2∇ζ̂z,ρ) = 0 in Rn \Bρ(0) ,

ζ̂z,ρ − z ∈W 1,q
0 (Rn;Rm), ζ̂z,ρ|Bρ(0) ≡ 0 .

This can be computed explicitly and is given by the radially symmetric function

ζ̂z,ρ(x) = z
(
− (ρ/|x|)(n−q)/(q−1) + 1

)
χRn\Bρ(0).

A direct calculation yields
ϕ̂ρ(z) = Cn,q|z|qρn−q , (4.4)

where

Cn,q :=
(n− q
q − 1

)q−1

Hn−1(Sn−1) .

Therefore, gathering the upper bound in (3.9), (3.14), and (4.4), we get

ϕρ(z) ≤
ˆ
Rn
g(∇ζ̂z,ρ) dx ≤ c2ϕ̂ρ(z) = c2Cn,q|z|qρn−q ,
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which gives the second inequality in (4.1) with C2 := c2Cn,q.

Similarly, for every ζ such that ζ − z ∈ W 1,q
0 (Rn;Rm) and ζ ≡ 0 on Bρ(0), again using (3.9),

(3.14), and (4.4), we obtainˆ
Rn
g(∇ζ) dx ≥ c1

ˆ
Rn
|∇ζ|q dx ≥ c1ϕ̂ρ(z) = c1Cn,q|z|qρn−q .

Taking the infimum in ζ we get the first inequality in (4.1) with C1 := c1Cn,q. This concludes the
proof of (4.1).

For (4.2), note that the first inequality follows by monotonicity, since for 0 < ρ1 < ρ2 every
competitor ζ for the minimisation problem defining ϕρ2

(z) is also a competitor for the minimisation
problem defining ϕρ1

(z). To prove the second inequality, let ζ1 be the minimiser of the problem
defining ϕρ1(z). Set ζ2(x) := ζ1 (ρ1x/ρ2); then ζ2 is a competitor for the minimisation problem
defining ϕρ2(z). Moreover, by (3.10) and (3.9) we get

g(∇ζ2(x)) ≤ g(∇ζ1(ρ1x/ρ2)) + L
(
|∇ζ2(x)|q−1 + |∇ζ1(ρ1x/ρ2)|q−1

)
|∇ζ2(x)−∇ζ1(ρ1x/ρ2)|

≤ g(∇ζ1(ρ1x/ρ2)) + L

(
1 +

(ρ1

ρ2

)q−1
)(

1− ρ1

ρ2

)
|∇ζ1(ρ1x/ρ2)|q

≤ g(∇ζ1(ρ1x/ρ2))

(
1 +

L

c1ρ
q
2

(
ρq−1

1 + ρq−1
2

)
(ρ2 − ρ1)

)
.

By integrating over Rn, a change of variables and the definition of ζ1 giveˆ
Rn
g(∇ζ2) dx ≤ ϕρ1

(z)
(ρ2

ρ1

)n(
1 +

L

c1ρ
q
2

(
ρq−1

1 + ρq−1
2

)
(ρ2 − ρ1)

)
.

Eventually, since ζ2 is a competitor for the minimization problem defining ϕρ2
(z), we obtain

ϕρ2
(z) ≤ ϕρ1

(z)
(ρ2

ρ1

)n(
1 +

L

c1ρ
q
2

(
ρq−1

1 + ρq−1
2

)
(ρ2 − ρ1)

)
and thus (4.2). �

Remark 4.2. As an immediate corollary of Lemma 4.1 (cf. the estimates in (4.1)) we have that
ϕρ(u) ∈ L1(D) whenever u ∈ Lq(D;Rm) and 0 < ρ < +∞. Moreover, again by Lemma 4.1 and
by (2.10) and (3.15) we have also that ϕ(u) ∈ L1(D) whenever u ∈ Lq(D;Rm), where ϕ is defined
in (3.15).

Let θ ∈ (0, 1) and ρ > 0 be fixed. Let (εj)↘ 0; we set

Kj :=
εj
αεj

= ε
−q/(n−q)
j , (4.5)

where αεj is defined as in (3.1), and assume that j ∈ N is large enough to guarantee that

θKj ≥ 2ρ . (4.6)

Moreover, for z ∈ Rm we define the class of functions

Xj
θ,ρ,z :=

{
ζ : ζ − z ∈W 1,q

0 (BθKj (0);Rm), ζ ≡ 0 on Bρ(0)
}
,

and the auxiliary capacity densities

ϕjθ,ρ(z) := inf

{ ˆ
BθKj (0)

gj(∇ζ) dx : ζ ∈ Xj
θ,ρ,z

}
. (4.7)

We observe that the function ρ 7→ ϕjθ,ρ(z) is increasing. Indeed, if 0 < ρ1 ≤ ρ2, then every

competitor for the minimisation problem defining ϕjθ,ρ2
(z) is also a competitor for the minimisation

problem defining ϕjθ,ρ1
(z).

The next lemma is the analogue of Lemma 4.1 for the functions ϕjθ,ρ.
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Lemma 4.3. Let (εj) ↘ 0, θ ∈ (0, 1) and ρ > 0 be fixed, and let Kj be defined as in (4.5).

Assume that (4.6) is satisfied. Let ϕjθ,ρ be as in (4.7); then

(i) there exist constants C1, . . . , C4 > 0 depending only on n, q, c1, c2, such that for every
z ∈ Rm

ϕjθ,ρ(z) ≥ C1|z|q
(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q − C2θ

n (4.8)

and

ϕjθ,ρ(z) ≤ C3|z|q
(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q

+ C4θ
n. (4.9)

(ii) Let M > 0, and assume in addition that ρ ∈ (0,M ], and that j ∈ N is large enough so that

θKj ≥ 2M . (4.10)

Then, there exists a constant CM > 0, with CM → +∞ as M → +∞, so that

|ϕjθ,ρ(z)− ϕ
j
θ,ρ(w)| ≤ CM

(
θn(q−1)/q + αq−1

εj + |z|q−1 + |w|q−1
)
|z − w| , (4.11)

for every z, w ∈ Rm .

Proof. We start proving (i). To this end, for every z ∈ Rm we set

ϕ̂jθ,ρ(z) := inf

{ˆ
BθKj (0)

|∇ζ|q dx : ζ ∈ Xj
θ,ρ,z

}
. (4.12)

Similarly as in the proof of (4.1), the unique solution ζ̂jθ,ρ,z to (4.12) can be computed explicitly.
Moreover, a direct calculation gives

ϕ̂jθ,ρ(z) = cn,q|z|q
(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q

, (4.13)

where the constant cn,q > 0 can be computed explicitly.

To prove (4.8), let ζ ∈ Xj
θ,ρ,z; note that ζ is a competitor for the minimisation problems defining

ϕjθ,ρ(z) and ϕ̂jθ,ρ(z). By combining (3.6) and (4.13), also recalling (3.1), (4.5), we find
ˆ
BθKj (0)

gj(∇ζ) dx ≥ c1
(ˆ

BθKj (0)

|∇ζ|q dx− βn(θKj)
nαqεj

)
≥ c1

(
ϕ̂jθ,ρ(z)− βnθ

n
)

= c1
(
cn,q|z|q

(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q − βnθn) .

Then, by taking the infimum over ζ ∈ Xj
θ,ρ,z we obtain (4.8) with C1 := c1cn,q > 0 and C2 :=

c1βn > 0.

To prove (4.9) we use the fact that ζ̂jθ,ρ,z is a competitor for the minimisation problem defining

ϕjθ,ρ(z), which together with (3.6) and (4.13) gives

ϕjθ,ρ(z) ≤
ˆ
BθKj (0)

gj(∇ζ̂jθ,ρ,z) dx ≤ c2
( ˆ

BθKj (0)

|∇ζ̂jθ,ρ,z|
q dx+ βn(θKj)

nαqεj

)
= c2

(
ϕ̂jθ,ρ(z) + βnθ

n
)

= c2
(
cn,q|z|q

(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q

+ βnθ
n
)
,

which proves (4.9) with C3 := c2cn,q > 0 and C4 := c2βn > 0.
We now prove (ii). By the quasiconvexity and coercivity of gj (cf. (3.5) and (3.6)), the Direct

Method of the Calculus of Variations ensure the existence of a function ζjθ,ρ,z ∈ X
j
θ,ρ,z such that

ϕjθ,ρ(z) =

ˆ
BθKj (0)

gj(∇ζjθ,ρ,z) dx . (4.14)

We now modify ζjθ,ρ,z to construct a competitor for the minimization problem defining ϕjθ,ρ(w).

To this end, we consider a radial cut-off function ηM ∈ C∞c (B2M (0)) satisfying

0 ≤ ηM ≤ 1 , ηM |Bρ(0) ≡ 1 , ‖∇ηM‖L∞ ≤
1

2M − ρ
≤ 1

M
, (4.15)
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where in the last inequality we used that ρ ∈ (0,M ]. We now define the function ζjθ,ρ,w as

ζjθ,ρ,w := ζjθ,ρ,z + (1− ηM )(w − z) .

In view of (4.15) and (4.10), for j ∈ N large enough we have that ηM |∂BθKj ≡ 0, and therefore

ζjθ,ρ,w ∈ X
j
θ,ρ,w, thus, it is an admissible competitor for the minimisation problem defining ϕjθ,ρ(w).

Note that

∇ζjθ,ρ,w −∇ζ
j
θ,ρ,z = ∇ηM ⊗ (z − w) ∈ C∞c (B2M (0);Rm×n) . (4.16)

By (4.7), (4.14), (3.7), (3.6), (4.10) (4.15) and (4.16), we obtain

ϕjθ,ρ(w)− ϕjθ,ρ(z) ≤
ˆ
BθKj (0)

∣∣gj(∇ζjθ,ρ,w)− gj(∇ζjθ,ρ,z)
∣∣dx

≤ L
ˆ
B2M (0)

(
αq−1
εj + |∇ζjθ,ρ,w|

q−1 + |∇ζjθ,ρ,z|
q−1
)
|∇ζjθ,ρ,w −∇ζ

j
θ,ρ,z|dx

≤ L

M

(
βn(2M)nαq−1

εj +

ˆ
B2M (0)

(
|∇ζjθ,ρ,w|

q−1 + |∇ζjθ,ρ,z|
q−1
)

dx

)
|w − z|

≤ C

M

(
Mnαq−1

εj +
Mn

Mq−1
|z − w|q−1 +Mn/q

(ˆ
B2M (0)

|∇ζjθ,ρ,z|
q
) q−1

q
)
|w − z|

≤ CMn

M

(
αq−1
εj + |z|q−1 + |w|q−1 +

(
ϕjθ,ρ(z) +Mnαqεj

) q−1
q

)
|w − z| , (4.17)

where C is a positive constant depending only on c1, c2, n, q, L. Now, by (4.9)

ϕjθ,ρ(z) ≤ C3|z|q
(
ρ(q−n)/(q−1) − (θKj)

(q−n)/(q−1)
)1−q

+ C4θ
n

≤ C3|z|q
(
1− 2(q−n)/(q−1)

)1−q
ρn−q + C4θ

n , (4.18)

where the last inequality follows from (4.10), for j ∈ N large enough (depending on θ,M). Finally,
(4.17) and (4.18) imply that

ϕjθ,ρ(w)− ϕjθ,ρ(z) ≤ CM
n−1

(
αq−1
εj + |z|q−1 + |w|q−1 +

(
|z|qρn−q + θn +Mnαqεj

) q−1
q

)
|w − z|

≤ CM2n−1
(
θn(q−1)/q + αq−1

εj + |z|q−1 + |w|q−1
)
|w − z| .

Then, interchanging the role of z and w in the previous argument we obtain (4.11), and this
concludes the proof. �

Note that, as detailed in the remark below, sequences of minimisers of (ϕjθ,ρ)j are pre-compact,
modulo a straightforward extension.

Remark 4.4 (Compactness after extension). Let θ ∈ (0, 1), M > 0, ρ ∈ (0,M ], z ∈ Rm be fixed,

and let j ∈ N be so large that (4.10) holds. Let (ζj) ⊂ Xj
θ,ρ,z be such that

sup
j∈N

ˆ
BθKj (0)

gj(∇ζj) dx =: Cθ,ρ,z < +∞ , (4.19)

where gj is as in (3.5). We set

ζ̃j :=

{
ζj in BθKj (0) ,

z in Rn \BθKj (0) .
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Clearly (ζ̃j) ⊂W 1,q
loc (Rn;Rm), and ζ̃j− z ∈W 1,q

0 (Rn;Rm). Moreover, in view of (3.6), (3.1), (4.5),
and (4.19) we have

sup
j∈N

ˆ
Rn
|∇(ζ̃j − z)|q dx = sup

j∈N

ˆ
Rn
|∇ζ̃j |q dx = sup

j∈N

ˆ
BθKj(0)

|∇ζj |q dx

. sup
j∈N

(ˆ
BθKj(0)

gj(∇ζj) dx+ (θKj)
nαqεj

)
. Cθ,ρ,z + θn. (4.20)

Then, by the Sobolev Embedding Theorem we deduce the existence of cn,q > 0 such that

sup
j∈N

ˆ
Rn
|ζ̃j − z|q

∗
dx ≤ cn,q sup

j∈N

ˆ
Rn
|∇ζ̃j |q dx . Cθ,ρ,z + θn, (4.21)

where q∗ := nq/(n − q) denotes the conjugate Sobolev exponent of q. The estimates (4.20) and
(4.21) then guarantee that

ζ̃j − z ⇀ ζ̃ weakly in W 1,q
loc (Rn;Rm) as j → +∞ ,

for some ζ̃ ∈W 1,q
loc (Rn;Rm). Equivalently, setting ζ := ζ̃ + z, we have that ζ − z ∈W 1,q

0 (Rn;Rm),
ζ|Bρ(0) ≡ 0, and

ζ̃j ⇀ ζ weakly in W 1,q
loc (Rn;Rm) as j → +∞ .

The following result is an immediate consequence of Lemma 4.3.

Corollary 4.5. Let M > 0 and ρ ∈ (0,M ] be fixed. Let θ ∈ (0, 1) and j ∈ N satisfy (4.6) and let

ϕjθ,ρ be as in (4.7). Then we have the following.

(i) There exists a subsequence (not relabelled) and a measurable function ϕθ,ρ : Rm → R such
that

ϕjθ,ρ −→ ϕθ,ρ in L∞loc(Rm), as j → +∞ . (4.22)

Moreover, the function ϕθ,ρ satisfies

C1|z|qρn−q − C2θ
n ≤ ϕθ,ρ(z) ≤ C3|z|qρn−q + C4θ

n ∀ z ∈ Rm , (4.23)

and

|ϕθ,ρ(z)− ϕθ,ρ(w)| ≤ CM
(
θn(q−1)/q + |z|q−1 + |w|q−1

)
|z − w| ∀ z, w ∈ Rm , (4.24)

where C1, . . . , C4 > 0 and CM > 0 are as in Lemma 4.3. Additionally, for θ ∈ (0, 1) and
z ∈ Rm fixed, the function ρ 7→ ϕθ,ρ(z) is increasing.

(ii) There exists a subsequence (not relabelled) and a measurable function ϕ̃ρ : Rm → R such
that

ϕθ,ρ −→ ϕ̃ρ in L∞loc(Rm), as θ → 0+ . (4.25)

Moreover, the function ϕ̃ρ satisfies

C1|z|qρn−q ≤ ϕ̃ρ(z) ≤ C3|z|qρn−q ∀ z ∈ Rm , (4.26)

and

|ϕ̃ρ(z)− ϕ̃ρ(w)| ≤ CM
(
|z|q−1 + |w|q−1

)
|z − w| ∀ z, w ∈ Rm , (4.27)

where C1, C3 > 0 and CM > 0 are as in Lemma 4.3. Additionally, for z ∈ Rm fixed the
function ρ 7→ ϕ̃ρ(z) is increasing.

Our next goal is to prove that the abstract limit density ϕ̃ρ given by Corollary 4.5 (ii) coincides
with ϕρ defined in (3.14). To do so, we follow a similar approach as in [2, Section 7].

Proposition 4.6. Let M > 0, and ρ ∈ (0,M ] be fixed. Let ϕρ be as in (3.14) and let ϕ̃ρ be given
by Corollary 4.5 (ii). Then, ϕ̃ρ ≡ ϕρ. Therefore, in particular, ϕρ satisfies the estimates (4.26)
and (4.27).
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Proof. We divide the proof into two main steps.

Step 1: ϕ̃ρ ≥ ϕρ. Let z ∈ Rm, θ ∈ (0, 1) and K ≥ 2M be fixed. Moreover, let (εj) ↘ 0, and
take j ∈ N so large that θKj > K holds, where Kj is defined in (4.5).

In view of the quasiconvexity and coercivity of gj (cf. (3.5) and (3.6)), there exists ζj ∈ Xj
θ,ρ,z

so that

ϕjθ,ρ(z) =

ˆ
BθKj(0)

gj(∇ζj) dx .

Hence, up to a subsequence, (4.22) ensures that

sup
j∈N

ˆ
BθKj (0)

gj(∇ζj) dx ≤ Cθ,ρ,z ,

for some constant Cθ,ρ,z > 0. As observed in Remark 4.4 we can extend (ζj) to obtain a new

sequence (ζ̃j) and a function ζ ∈ W 1,q
loc (Rn;Rm) such that ζ̃j ⇀ ζ weakly in W 1,q

loc (Rn;Rm) as
j → +∞. Then, in particular using (3.6), (4.5), (3.1), and sinceˆ

BθKj (0)\BK(0)

gj(∇ζ̃j) ≥ −c1αqεjL
n(BθKj (0) \BK(0)) ≥ −βnc1θn ,

we get

ϕθ,ρ(z) = lim
j→+∞

ϕjθ,ρ(z) = lim
j→+∞

ˆ
BθKj (0)

gj(∇ζj) dx ≥ lim
j→+∞

ˆ
BK(0)

gj(∇ζ̃j) dx−βnc1θn . (4.28)

Now consider the auxiliary integral functionals defined as

GjK(ζ) :=


ˆ
BK(0)

gj(∇ζ) dx if ζ ∈W 1,q(BK(0);Rm) ,

+∞ otherwise in L1(BK(0);Rm) ,

and

GK(ζ) :=


ˆ
BK(0)

g(∇ζ) dx if ζ ∈W 1,q(BK(0);Rm) ,

+∞ otherwise in L1(BK(0);Rm) ,

where g is as in (3.8). Then, we can invoke [5, Proposition 12.8] to deduce that the function-

als (GjK)j Γ-converge to GK with respect to the strong L1(BK(0);Rm)-topology and the weak-

W 1,q(BK(0);Rm)-topology. Since ζ̃j ⇀ ζ weakly in W 1,q(BK(0);Rm), in particular we can deduce
that

lim inf
j→+∞

ˆ
BK(0)

gj(∇ζ̃j) dx ≥
ˆ
BK(0)

g(∇ζ) dx . (4.29)

Therefore, gathering (4.28) and (4.29) gives

ϕθ,ρ(z) ≥
ˆ
BK(0)

g(∇ζ) dx− βnc1θn .

Passing to the limit as K → +∞ and using the Dominated Convergence Theorem, we obtain

ϕθ,ρ(z) ≥
ˆ
Rn
g(∇ζ) dx− βnc1θn ≥ ϕρ(z)− βnc1θn ,

where we also used that ζ is a competitor for the minimisation problem defining ϕρ(z). Eventually,
passing to the limit as θ → 0+ and recalling (4.25), we get that ϕ̃ρ(z) ≥ ϕρ(z).

Step 2: ϕ̃ρ ≤ ϕρ. Let z ∈ Rm be fixed; by the quasiconvexity and coercivity of g (cf. (3.8) and

(3.9)), there exists ζ with ζ − z ∈W 1,q
0 (Rn;Rm), ζ|Bρ(0) ≡ 0, such that

ϕρ(z) =

ˆ
Rn
g(∇ζ) dx . (4.30)
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Let θ ∈ (0, 1) and K ≥ 2M be fixed, and let (εj)↘ 0; we take j ∈ N so large that θKj > K holds.
Consider a smooth radial cut-off function ηK ∈ C∞c (BK(0)) satisfying

0 ≤ ηK ≤ 1 , ηK |BK/2(0) ≡ 1 , ‖∇ηK‖L∞ ≤
2

K
,

and define

ζK := ηKζ + (1− ηK)z . (4.31)

Then ζK is an admissible test function for the following minimisation problem

ϕ̃jK,ρ(z) := min

{ˆ
BK(0)

gj(∇ζ̃) dx : ζ̃ − z ∈W 1,q
0 (BK(0);Rm) , ζ̃|Bρ(0) ≡ 0

}
.

By the Γ-convergence of (GjK)j to GK , and by [5, Proposition 11.7], there exists a recovery sequence

for GjK converging to ζK . More precisely, there is (ζjK)j , with ζjK ⇀ ζK weakly inW 1,q(BK(0);Rm),

ζjK − z ∈W
1,q
0 (BK(0);Rm) , ζjK |Bρ(0) ≡ 0 ,

and for which the energies converge, namely

lim
j→+∞

ˆ
BK(0)

gj(∇ζjK) dx =

ˆ
BK(0)

g(∇ζK) dx . (4.32)

We extend ζjK to BθKj (0) by setting

ζ̃jK :=

{
ζjK in BK(0)

z in BθKj (0) \BK(0) .
(4.33)

Then ζ̃jK ∈ X
j
θ,ρ,z, so ζ̃jK is an admissible competitor for the minimisation problem defining ϕjθ,ρ(z)

in (4.7). Therefore, by (4.33) we have

ϕjθ,ρ(z) ≤
ˆ
BθKj (0)

gj(∇ζ̃jK) dx =

ˆ
BK(0)

gj(∇ζjK) dx .

Taking the limit as j → +∞ (possibly passing to a subsequence), and using (4.22), (4.32), (3.9)
and (4.31), we obtain

ϕθ,ρ(z) ≤
ˆ
BK(0)

g(∇ζK) dx =

ˆ
BK(0)\BK/2(0)

g(∇ζK) dx+

ˆ
BK/2(0)

g(∇ζK) dx

≤ c2
ˆ
BK(0)\BK/2(0)

|∇ζK |q dx+

ˆ
BK/2(0)

g(∇ζ) dx . (4.34)

We claim that

lim
K→+∞

ˆ
BK(0)\BK/2(0)

|∇ζK |q dx = 0 . (4.35)

By (4.31), and since by the Sobolev Embedding Theorem ζ − z ∈ Lq∗(Rn;Rm), we haveˆ
BK(0)\BK/2(0)

|∇ζK |q dx =

ˆ
BK(0)\BK/2(0)

∣∣∇ηK ⊗ (ζ − z) + ηK∇ζ
∣∣q dx

. ‖∇ηK‖qL∞
ˆ
BK(0)\BK/2(0)

∣∣ζ − z∣∣q dx+ ‖ηK‖qL∞
ˆ
BK(0)\BK/2(0)

∣∣∇ζ|q dx

. K−qKn(1− q
q∗ )
(ˆ

BK(0)\BK/2(0)

|ζ − z|q
∗
dx
) q
q∗

+

ˆ
BK(0)\BK/2(0)

|∇ζ|q dx

.
(ˆ

Rn\BK/2(0)

|ζ − z|q
∗

dx
) q
q∗

+

ˆ
Rn\BK/2(0)

|∇ζ|q dx ,
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where we have used that K−qKn(1− q
q∗ ) = 1. Hence, passing to the limsup as K → +∞ yields

(4.35). Taking the limsup as K → +∞ in (4.34), by (4.30), (4.35), and the Dominated Convergence
Theorem we get

ϕθ,ρ(z) ≤ ϕρ(z) .
Eventually, by taking the limit as θ → 0+ in the above inequality, and by (4.25), we have that
ϕ̃ρ(z) ≤ ϕρ(z). �

The following result, Lemma 4.7, is an adaptation to the non-periodic setting of the so-called
“Joining Lemma” (cf. [3, Lemma 3.1]). This is a technical tool which allows to modify sequences
of functions near “good perforations” without increasing the energy too much, and will be crucial
in the proof of Theorem 3.2. First, we need to define the class of the good perforations, consisting
of balls which are well-separated from one another and not too large, in the sense specified below.

Let ε > 0 and M > 0 be fixed, and let D ⊂ Rn be an open, bounded, Lipschitz set, star-shaped
with respect to the origin. We define Gε,M as the collection of points in Rn satisfying the following
two properties:

(a) |xi − xj | ≥ 2/M for every i 6= j ;

(b)
⋃
xi∈Gε,M

Bε/M (εxi) ⊂ D.

We note that by (a) and (b) the family of balls (Bε/M (εxi))xi∈Gε,M consists of pairwise disjoint
subsets of D; therefore we immediately get that

(βnM
−nεn)#Gε,M ≤ Ln(D) . (4.36)

For θ ∈ (0, 1) fixed, we refer to (Bθε/M (εxi))xi∈Gε,M as the family of “truncated good perforations”
in D. By (b) we have that Bθε/M (εxi) ⊂⊂ D, for every xi ∈ Gε,M .

For xi ∈ Gε,M and l ∈ N we define the annulus

Clε,θ,M (εxi) :=
{
x ∈ Rn : 2−(l+1)θε/M < |x− εxi| < 2−lθε/M

}
⊆ Bθε/M (εxi) . (4.37)

If (εj)↘ 0 we adopt the shorthand notation Gj,M := Gεj ,M .

We are now ready to state and prove the following variant of the Joining Lemma.

Lemma 4.7 (Joining Lemma). Let (εj) ↘ 0, M > 0, θ ∈ (0, 1) and k ∈ N be fixed. Let

(uj) ⊂W 1,q
0 (D;Rm) be such that

uj ⇀ u weakly in W 1,q(D;Rm) , (4.38)

for some u ∈ W 1,q
0 (D;Rm), and let Gj,M be a collection of points in Rn satisfying (a)-(b). Then

for every xj,i ∈ Gj,M there exists kj,i ∈ {0, . . . , k− 1} and a corresponding annulus C
kj,i
εj ,θ,M

(εjxj,i)

(defined as in (4.37) with ε, l, and xi replaced by εj , kj,i, and xj,i, respectively), such that we can

construct a sequence (wj) ⊂W 1,q
0 (D;Rm) satisfying the following properties:

(i) wj ≡ uj in D \
⋃
xj,i∈Gj,M

C
kj,i
εj ,θ,M

(εjxj,i) ;

(ii) wj ≡ ūj,i on ∂Bσ̄j,i(εjxj,i), where

ūj,i :=

 
C
kj,i
εj ,θ,M

(εjxj,i)

uj dx , σ̄j,i :=
3

4
2−kj,i

θεj
M

; (4.39)

(iii) wj ⇀ u weakly in W 1,q(D;Rm) ;

(iv)
∣∣∣ˆ
D

f(∇wj) dx−
ˆ
D

f(∇uj) dx
∣∣∣ ≤ C

k
, for some C > 0 depending on c2, n, m, q, D, and

supj∈N ‖∇uj‖Lq(D;Rm×n).

If, additionally, the sequence (|∇uj |q) is equi-integrable, then also (|∇wj |q) is equi-integrable,
and one can take kj,i = 0 for all xj,i ∈ Gj,M , up to replacing (iv) with the following estimate∣∣∣ˆ

D

f(∇wj) dx−
ˆ
D

f(∇uj) dx
∣∣∣ ≤ Ckθn +

C

k
, (4.40)

where Ck > 0 can blow up as k → +∞.
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Proof. The proof is an adaptation of that of [3, Lemma 3.1], and we present it in detail for the
convenience of the readers.

For every j ∈ N, xj,i ∈ Gj,M , and l ∈ {0, . . . , k − 1} we define the shorthand

Clj,i := Clεj ,θ,M (εjxj,i)

and we denote with ūlj,i, σ̄
l
j,i the quantities defined as in (4.39), with l replacing kj,i. Let ψlj,i ∈

C∞c (Clj,i) be a cut-off function satisfying

ψlj,i
∣∣
∂B

σ̄l
j,i

≡ 1 , 0 ≤ ψlj,i ≤ 1 , ‖∇ψlj,i‖L∞(Clj,i)
≤ c

σ̄lj,i
, (4.41)

with c > 0, and set

wlj,i := uj + ψlj,i(ū
l
j,i − uj) . (4.42)

Note that wlj,i ≡ uj outside the annulus Clj,i and wlj,i = ūlj,i on ∂Bσ̄lj,i . By (3.3) and (4.41) we

haveˆ
Clj,i

f(∇wlj,i) dx ≤ c2
ˆ
Clj,i

(∣∣∇ψlj,i ⊗ (ūlj,i − uj) + (1− ψlj,i)∇uj
∣∣q + 1

)
dx

. (σ̄lj,i)
−q

ˆ
Clj,i

|uj − ūlj,i|q dx+

ˆ
Clj,i

(
1 + |∇uj |q

)
dx .

ˆ
Clj,i

(
1 +

∣∣∇uj∣∣q)dx ,

(4.43)

where to conclude we have used the Poincaré inequality in the annulus Clj,i. Since the sets

(Clj,i)l=0,...,k−1 are pairwise disjoint and

k−1⋃
l=0

Clj,i ⊂ Bθεj/M (εjxj,i) \B2−kθεj/M (εjxj,i) ⊂ Bθεj/M (εjxj,i) ,

we obtain for every j ∈ N and xj,i ∈ Gj,M ,

k−1∑
l=0

ˆ
Clj,i

(
1 +

∣∣∇uj∣∣q)dx ≤
ˆ
Bθεj/M (εjxj,i)

(
1 +

∣∣∇uj∣∣q)dx .

In particular, for fixed j ∈ N and xj,i ∈ Gj,M , there exists kj,i ∈ {0, . . . , k − 1} so thatˆ
C
kj,i
j,i

(
1 +

∣∣∇uj∣∣q)dx ≤ 1

k

ˆ
Bθεj/M (εjxj,i)

(
1 +

∣∣∇uj∣∣q)dx .

Setting Cj,i := C
kj,i
j,i , ūj,i := ū

kj,i
j,i , σ̄j,i := σ̄

kj,i
j,i and wj,i := w

kj,i
j,i , we define the sequence (wj) as

wj :=

uj in D \
⋃

xj,i∈Gj,M

Cj,i ,

wj,i in Cj,i .
(4.44)

From the definition and by (4.41) and (4.42) we have that wj satisfies properties (i)-(ii). Moreover
by (4.43) - (4.44), and the fact that the balls (Bθεj/M (εjxj,i))xj,i∈Gj,M are pairwise disjoint subsets
of D, we have∣∣∣ˆ

D

f(∇wj) dx−
ˆ
D

f(∇uj) dx
∣∣∣ ≤ ∑

xj,i∈Gj,M

ˆ
Cj,i

|f(∇wj,i)− f(∇uj)|dx

.
1

k

∑
xj,i∈Gj,M

ˆ
Bθεj/M (εjxj,i)

(
1 + |∇uj |q

)
dx

.
1

k

ˆ
D

(
1 + |∇uj |q

)
dx .

Then, (iv) follows immediately by (4.38).



20 L. SCARDIA, K. ZEMAS, AND C. I. ZEPPIERI

It only remains to check that wj satisfies (iii). To do so, we start by showing that wj → u
strongly in Lq(D;Rm), as j → +∞. Indeed, by (4.41), (4.42), (4.44), and by using the Poincaré
inequality in the annuli Cj,i, we getˆ

D

|wj − u|q dx =

ˆ
D\

⋃
xj,i∈Gj,M

Cj,i

∣∣uj − u∣∣q dx+
∑

xj,i∈Gj,M

ˆ
Cj,i

∣∣uj + ψ
kj,i
j,i (ūj,i − uj)− u

∣∣q dx

.
ˆ
D

|uj − u|q dx+
∑

xj,i∈Gj,M

ˆ
Cj,i

∣∣uj − ūj,i∣∣q dx

.
ˆ
D

∣∣uj − u∣∣q dx+ (θεj/M)q sup
j∈N

ˆ
D

|∇uj |q dx , (4.45)

which is infinitesimal as j → +∞ by (4.38), and since (εj) ↘ 0. By combining (4.44), (3.3), and
(4.43) we also obtainˆ

D

|∇wj |q dx =

ˆ
D\

⋃
xj,i∈Gj,M

Cj,i

|∇uj |q dx+
∑

xj,i∈Gj,M

ˆ
Cj,i

|∇wj,i|q dx

.
ˆ
D

|∇uj |q dx+
∑

xj,i∈Gj,M

ˆ
Cj,i

(f(∇wj,i) + 1) dx

.
ˆ
D

|∇uj |q dx+
∑

xj,i∈Gj,M

ˆ
Bθεj/M (εjxj,i)

(1 + |∇uj |q) dx .
ˆ
D

(1 + |∇uj |q) dx ,

which by (4.38) and (4.45) yields the desired convergence (iii).
Suppose now that the sequence (|∇uj |q) is equi-integrable. In this case, for each xj,i ∈ Gj,M

we set

Cj,i := {θεj/(2M) < |x− εjxj,i| < θεj/M} , ūj,i :=

 
Cj,i

uj dx , σ̄j,i :=
3

4

θεj
M

,

and

wj,i := uj + ψj,i(ūj,i − uj) ,
where ψj,i ∈ C∞c (Cj,i) is a cut-off function such that

0 ≤ ψj,i ≤ 1 , ψj,i
∣∣
∂Bσ̄j,i

≡ 1 , ‖∇ψj,i‖L∞(Cj,i) ≤
c

σ̄j,i
,

with c > 0. Similarly to (4.43), also in this case we haveˆ
Cj,i

f(∇wj,i) dx .
ˆ
Cj,i

(
1 + |∇uj |q

)
dx .

Setting

wj :=

uj in D \
⋃

xj,i∈Gj,M

Cj,i ,

wj,i in each Cj,i ,

one can easily check that (i),(ii) and (iii) are satisfied. To prove (4.40) note that for every T > 0
large enough,∣∣∣ˆ

D

f(∇wj) dx−
ˆ
D

f(∇uj) dx
∣∣∣ . ∑

xj,i∈Gj,M

ˆ
Bθεj/M (εjxj,i)

(1 + |∇uj |q) dx

. (1 + T q)(θεj/M)n#Gj,M +

ˆ
D∩{|∇uj |>T}

|∇uj |q dx .

By (4.36) we get∣∣∣ˆ
D

f(∇wj) dx−
ˆ
D

f(∇uj) dx
∣∣∣ . (1 + T q)θn +

ˆ
D∩{|∇uj |>T}

|∇uj |q dx .
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For k ∈ N, taking first T = Tk > 0 large enough, using the equi-integrability assumption on
(|∇uj |q) we have

sup
j∈N

ˆ
D∩{|∇uj |>Tk}

|∇uj |q dx ≤ 1

k

and hence (4.40). �

5. Probabilistic building blocks

In this section we collect some probabilistic results that we use in the proof of Theorem 3.2.
Preliminarily we recall that for a bounded set E ⊂ Rn we have set

Φ(E) := Φ ∩ E, N(E) := #Φ(E) .

Moreover for ε > 0 we also define the ε-dependent random variables

Φε(E) := Φ(ε−1E), Nε(E) := #Φε(E) (5.1)

and for δ > 0, we introduce the thinning process Φδ of δ-isolated centres, defined by

Φδ,ω :=
{
x ∈ Φω : min

y∈Φω, y 6=x
|y − x| ≥ δ

}
. (5.2)

Analogously, we define

Φδ(E) := Φδ ∩ E , Φδε(E) := Φδ(ε−1E
)
,

Nδ(E) := #Φδ(E) , N δ
ε (E) := #Φδε(E) .

(5.3)

Lemma 5.1 below is a statement on the asymptotic random geometry of the perforations and is a
straightforward adaptation of [21, Lemma 4.2] to our setting. Since we deal with functionals with
q-growth (rather than quadratic), the critical scale of the perforations for us is εn/(n−q) (rather
than εn/(n−2)). This difference in the scale causes some minor changes in the statement of the
result, but is of no consequence in its proof for which we refer to [21] and omit here.

In what follows Ω′ ∈ T denotes a set with P(Ω′) = 1 that may vary from line to line and
depends only on the m.p.p. (Φ,R). If a property holds true for every ω ∈ Ω′ we may equivalently
write that it holds P-a.e. in Ω or, in short, almost surely.

Lemma 5.1. Let (Φ,R) be a m.p.p. satisfying the assumptions (H1)–(H4), and let Hω
ε , for ε > 0

and ω ∈ Ω, be the family of random holes associated to the m.p.p. defined as in (3.2).
There exist ε0 := ε0(n,m, q) > 0, random variables (rε) with rε : Ω → R+, and a set Ω′ ∈ T

with P(Ω′) = 1 with the following properties. For every ω ∈ Ω′,

lim
ε→0+

rωε = 0 , (5.4)

and for every ω ∈ Ω′ and every ε ∈ (0, ε0] there exists a set Iωε,b ⊂ Φωε (D) such that, defining

Iωε,g := Φωε (D) \ Iωε,b and

Hω
ε,b :=

⋃
xi∈Iωε,b

Bαερi(εxi) , Dω
ε,b :=

⋃
xi∈Iωε,b

B2αερi(εxi) , Hω
ε,g :=

⋃
xi∈Iωε,g

Bαερi(εxi) , (5.5)

we have

dist(Hω
ε,g, D

ω
ε,b) ≥

εrωε
2
, lim

ε→0+
εn#Iωε,b = 0 , lim

ε→0+
εn

∑
xi∈Iωε,b

(ρi)
n−q = 0 , (5.6)

min
xl,xi∈Iωε,g
xl 6=xi

|xl − xi| ≥ 2rωε , max
xi∈Iωε,g

αερi ≤
εrωε
2
, lim

ε→0+
εn#Iωε,g = λLn(D) . (5.7)

Finally, if δ > 0, for the thinning process defined in (5.2), for every ω ∈ Ω′ there holds

lim
ε→0+

εn#{xi ∈ Φ2δ,ω
ε (D) : dist(εxi, D

ω
ε,b) ≤ δε} = 0 . (5.8)
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good hole

bad hole

safety layer

Figure 2. Domain decomposition into good holes Hω
ε,g , bad holes Hω

ε,b, and safety layer Dω
ε,b.

In what follows we refer to the sets Hω
ε,g and Hω

ε,b in (5.5) as good and bad perforations, respec-
tively, while Dω

ε,b is referred to as the safety layer. Note that Hω
ε = Hω

ε,g ∪ Hω
ε,b. In short, the

good perforations are (εrωε /2)-separated from the safety layer, they are εrωε -separated from one
another, their radii are bounded by (εrωε )/2, and asymptotically they are the only relevant set of
perforations. An illustration of the geometry is shown in Figure 2.

Note that, by (3.12)-(3.13), proceeding as in the proof of (4.13), we have that for every ω ∈ Ω′

and z ∈ Rm

Capq(H
ω
ε,b, D

ω
ε,b) = Capq

( ⋃
xi∈Iωε,b

Bαερi(εxi), D
ω
ε,b

)
≤

∑
xi∈Iωε,b

Capq

(
Bαερi(εxi), D

ω
ε,b

)
≤

∑
xi∈Iωε,b

Capq
(
Bαερi(εxi), B2αερi(εxi)

)
∼

∑
xi∈Iωε,b

(
(αερi)

(q−n)/(q−1) − (2αερi)
(q−n)/(q−1)

)1−q
∼ εn

∑
xi∈Iωε,b

(ρi)
n−q → 0 as ε→ 0+ , (5.9)

where we have used (5.6). Condition (5.9) (with Capq replaced by the classical harmonic capacity)
is explicitly stated in [21, Lemma 4.2] instead of the last equality in (5.6); however the analogue
of (5.6) can be found in the proof of their result (cf. equation (4.58) and the one above it therein).
Moreover by following the steps in the proof of [21, Lemma 4.2] it is easy to verify that in our case
the random variables (rωε ) can be chosen as

rωε :=
(
εn/(n−q) max

xi∈Φωε (D)
ρi
) 1
n ∨ εα/4 for some α ∈ (0, q

n−q ) .

Following [21], we now introduce for ω ∈ Ω′ the subset of Iωε,g given by the (centres of the) balls
that are deterministically spaced apart from one another and from the safety layer, and have
uniformly bounded rescaled radii ρi. More precisely, for M ∈ N fixed we define

Gωε,M :=
{
xi ∈ Iωε,g : dωε,i ≥ ε/M and ρi ≤M

}
, (5.10)

where, for xi ∈ Φωε (D), we set

dωε,i := min
{

dist(εxi, D
ω
ε,b),

1
2 min
xl 6=xi

ε|xl − xi|, ε
}
. (5.11)

If (εj) ↘ 0 we adopt the shorthand notation Gωj,M := Gωεj ,M . Without loss of generality, in all

that follows we can assume that Bε/M (εxi) ⊂ D for every xi ∈ Gωε,M . Indeed, set

G∂,ωε,M := {xi ∈ Gωε,M : Bε/M (εxi) ∩ ∂D 6= ∅} ;
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then ⋃
xi∈G∂,ωε,M

Bε/M (εxi) ⊂ (∂D)2ε/M :=
{
x ∈ Rn : dist(x, ∂D) ≤ 2ε/M

}
,

from which we infer that

Ln
( ⋃
xi∈G∂,ωε,M

Bε/M (εxi)
)
. Hn−1(∂D)

ε

M
→ 0 , as ε→ 0+ .

Moreover, since the balls {Bε/M (εxi)}xi∈G∂,ωε,M are pairwise disjoint, we also obtain

#G∂,ωε,M .D (ε/M)1−n .

Consequently, we have

εn
∑

xi∈G∂,ωε,M

ρn−qi ≤Mn−qεn ·
(
#G∂,ωε,M

)
.D M2n−(q+1)ε→ 0 , as ε→ 0+ .

so that the capacitary contribution of these balls is negligible as well.
Compared to the good centres Iωε,g, where the same scale εrωε controlled both the size of the

perforations and their separation, for the balls centred at Gωε,M the separation is of order ε, while
the size is much smaller, of the critical order αε.

Below we show that the family of points Gωε,M satisfies, almost surely, properties (a)-(b) before

(4.36). Hence we can deduce a probabilistic version of Lemma 4.7 for P-a.e. ω ∈ Ω, where
sequences will be modified around balls with centres in Gωε,M .

Lemma 5.2 (Probabilistic Joining Lemma). There exists a set Ω′ ∈ T with P(Ω′) = 1 satisfying
the following property. Let (εj) ↘ 0, M ∈ N, θ ∈ (0, 1) (with 1

θ ∈ N) and k ∈ N be fixed. Let

(uj) ⊂W 1,q
0 (D;Rm) be such that

uj ⇀ u weakly in W 1,q(D;Rm) ,

for some u ∈ W 1,q
0 (D;Rm), and let (Gωj,M )j be collections of points in Rn defined as in (5.10),

with ω ∈ Ω. Then for every ω ∈ Ω′ and for xj,i ∈ Gωj,M there exists kωj,i ∈ {0, . . . , k − 1} and

corresponding annuli C
kωj,i
εj ,θ,M

(εjxj,i), such that we can construct a sequence (wωj ) ⊂W 1,q
0 (D;Rm)

satisfying the following properties:

(i) wωj ≡ uj in D \
⋃
xωj,i∈Gωj,M

C
kωj,i
εj ,θ,M

(εjxj,i) ;

(ii) wωj ≡ ūωj,i on ∂Bσ̄ωj,i(εjxj,i), where

ūωj,i :=

 
C
kω
j,i
εj,θ,M

(εjxj,i)

uj dx , σ̄ωj,i :=
3

4
2−k

ω
j,i
θεj
M

;

(iii) wωj ⇀ u weakly in W 1,q(D;Rm) ;

(iv)
∣∣∣ ´D f(∇wωj ) dx−

´
D
f(∇uj) dx

∣∣∣ ≤ C
k , for some C > 0 depending on c2, n, m, q, D, and

supj∈N ‖∇uj‖Lq(D;Rm×n).

If, additionally, the sequence (|∇uj |q) is equi-integrable, then also (|∇wωj |q) is equi-integrable,
and in the definition of σ̄ωj,i one can take kωj,i = 0 for all xj,i ∈ Gωj,M , up to replacing (iv) with the
following estimate ∣∣∣ˆ

D

f(∇wωj ) dx−
ˆ
D

f(∇uj) dx
∣∣∣ ≤ Ckθn +

C

k
,

where Ck > 0 can blow up as k → +∞.

Proof. Let M ∈ N be fixed; by Lemma 5.1, there exists ΩM ∈ T with P(ΩM ) = 1 such that for
every ω ∈ ΩM the collection of points Gωj,M satisfies properties (a)-(b) (note that (a) and (b) follow

immediately from (5.10) and (5.11), and the discussion right after them. Hence, as in (4.36), we
get that for every ω ∈ ΩM

sup
j∈N

(βnM
−nεnj )#Gωj,M ≤ Ln(D) . (5.12)
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Finally, set Ω′ :=
⋂
M∈N ΩM ; clearly P(Ω′) = 1 and for ω ∈ Ω′ fixed, Lemma 4.7 applied to the

family of the truncated good perforations (Bθεj/M (εjxj,i))xj,i∈Gωj,M provides us with a sequence

(wωj ) ⊂W 1,q
0 (D;Rm) enjoying the desired properties. �

Remark 5.3. We observe that, by (5.10) and (5.11), the points in Iωε,g whose distance from the
safety layer Dω

ε,b is smaller than ε/M do not belong to the set Gωε,M . This guarantees that( ⋃
xj,i∈Gωj,M

C
kωj,i
εj ,θ,M

(εjxj,i)

)
∩
( ⋃
xj,i∈Iωεj,b

Bαεj ρj,i(εjxj,i)

)
= ∅ ,

namely that the annuli around the truncated good perforations where the sequence is modified do
not touch the bad balls.

This request is also present in [21, Equation (4.65)] to ensure that the correctors provided by
[21, Lemma 3.1] are well-defined.

Note, however, that the annuli around the truncated good perforations, might in principle
intersect balls centred at Iωεj ,g \G

ω
j,M .

5.1. Strong laws of large numbers for marked point processes. In this section we state
three generalizations of the strong law of large numbers for marked point processes which are
relevant for our problem. The first two results, Lemma 5.4 and Lemma 5.5, were originally stated
and proven in [21, Section 5]. We recall their statements here for the readers’ convenience.

First, we need to introduce some notation. Let (Φ,Y) be a m.p.p. in Rn×R+, with Φ satisfying
the assumptions (H1)–(H3) of Subsection 2.3 and Y := (Yi)xi∈Φω , with Yi : Ω→ R+ measurable,
satisfying (H4) therein, with (2.10) replaced by

〈Y 〉 :=

ˆ +∞

0

yh(y) dy < +∞ , (5.13)

and (2.12) replaced by

|K(r, y1, y2)| ≤ C

(1 + rγ)(1 + y
s/(n−q)
1 )(1 + y

s/(n−q)
2 )

. (5.14)

(Think of Y := (ρn−qi ) for our application.)

Lemma 5.4. Let Q ⊂ Rn be a unit cube, (Φ,Y) a m.p.p. as above and B ⊂ Rn a bounded set
star-shaped with respect to the origin. Then, for P-a.e. ω ∈ Ω,

lim
ε→0+

εnNω
ε (B) = λLn(B) (5.15)

and

lim
ε→0+

εn
∑

xi∈Φωε (B)

Y ωi = λ〈Y 〉Ln(B) . (5.16)

Moreover, for any bounded set A ⊂ Rn, the thinning process Φδ defined in (5.2) satisfies

lim
δ→0+

〈Nδ(A)〉 = 〈N(A)〉 = λLn(A) . (5.17)

A by-product of Lemma 5.4 (cf. [21, Section 5]) is the following.

Lemma 5.5. Let (Φ,Y) be a m.p.p. as above and B ⊂ Rn a bounded set star-shaped with respect
to the origin. Let Iωε ⊂ Φωε (B) be such that, for P-a.e. ω ∈ Ω,

lim
ε→0+

εn#Iωε = 0 .

Then, for P-a.e. ω ∈ Ω,

lim
ε→0+

εn
∑
xi∈Iωε

Y ωi = 0 .
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We conclude this section with a technical result which can be seen as the nonlinear counterpart
of [21, Lemma 5.3]. This result will then be used to prove a stochastic Riemann-sum approximation
for the capacitary term appearing in the Γ-limit F0 in (3.16).

Let M ∈ N be fixed and let κ : Rm × R+ → R be a Borel function bounded from below, such
that

κ(0, ·) = 0, κ(z, y) ≤ Cκ(|z|qyr + 1) for 0 < q, r < n , (5.18)

and

|κ(z1, y)− κ(z2, y)| ≤ Cκ,M (1 + |z1|q−1 + |z2|q−1)|z1 − z2| for every y ∈ [0,M ] , (5.19)

for some Cκ, Cκ,M > 0. We observe that κ(·, y) ∈ W 1,∞
loc (Rm), with norm uniformly bounded in

y ∈ [0,M ]; i.e., for every open and bounded set E ⊂⊂ Rm and for any y ∈ [0,M ],

|κ(z1, y)− κ(z2, y)| ≤ Cκ,M,E |z1 − z2| ∀ z1, z2 ∈ E , (5.20)

for some Cκ,M,E > 0.
Let (Φ,Y) be a m.p.p. as defined above; we furthermore assume that

Yi : Ω 7→ [0,M ] . (5.21)

Finally, let u ∈ C∞c (D;Rm) be fixed and let Xu
i : D × Ω→ R be defined as

Xu
i (x, ω) := κ(u(x), Y ωi ) . (5.22)

Then, Xu
i (x, ·) is (T ,B(R))-measurable and Xu

i (·, ω) is continuous. Let X u := (Xu
i )xi∈Φω denote

this family of space-dependent marks, and let (Φ,X u) be the corresponding marked point process

in Rn×R+. Moreover, we assume for the average function x 7→ 〈Xu(x, ·)〉 :=
´M

0
κ(u(x), y)h(y) dy

that

〈Xu〉 =

ˆ M

0

κ(u(·), y)h(y) dy ∈ L∞(D) . (5.23)

Proposition 5.6. Let Q ⊂ Rn be a unit cube and (Φ,X u) be the m.p.p. in Rn × R+ defined
above, where Φ satisfies (H1)–(H3), and Xu

i are defined in (5.22). Let rε > 0 be such that

lim
ε→0+

rε = 0 . (5.24)

Then there exists Ω′ ∈ T with P(Ω′) = 1 and a subsequence in ε > 0 (not relabelled) such that

lim
ε→0+

εn
∑

xi∈Φ
2/M,ω
ε (D)

 
Brε (εxi)

Xu
i (x, ω) dx = 〈N2/M (Q)〉

ˆ
D

〈Xu(x, ·)〉dx , (5.25)

for every ω ∈ Ω′, every M ∈ N, and every u ∈ C∞c (D;Rm).

Proof. In what follows, by limε→0+ we mean limits taken up to an ω-independent subsequence.
Let u ∈ C∞c (D;Rm) and M ∈ N be fixed. We split the proof into a number of steps.

Step 1: Properties of the space-dependent marks. We observe that (Xu
i )xωi ∈Φωε (D) satisfy the

following properties.

(P1) For every ω ∈ Ω and xi ∈ Φωε (D) we have

Xu
i (x, ω) = 0 for every x ∈ ∂D .

(P2) There exists Λ := Λ(q, r, κ, ‖u‖∞,M) ∈ (0,+∞) such that

sup
ω∈Ω

sup
xi∈Φωε (D)

‖Xu
i (·, ω)‖L∞(D) ≤ Λ . (5.26)

(P3) For every ω ∈ Ω the functions Xu
i (·, ω) belong to W 1,∞(D), with Lipschitz norm uniformly

bounded in i (and similarly for their expected value 〈Xu(x, ·)〉).
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Property (P1) follows immediately from u|∂D ≡ 0, since for every ω ∈ Ω, xi ∈ Φωε (D), and
x ∈ ∂D, by (5.18) we have

Xu
i (x, ω) = κ(u(x), Y ωi ) = κ(0, Y ωi ) = 0 .

Property (P2) is a consequence of (5.18), (5.21), and the fact that u ∈ C∞c (D;Rm). Indeed,
for every ω ∈ Ω, xi ∈ Φωε (D), and x ∈ D we have

|Xu
i (x, ω)| = |κ(u(x), Y ωi )| ≤ Cκ(|u(x)|q(Y ωi )r + 1) ≤ Cκ(‖u‖q∞Mr + 1) ,

thus (5.26) is satisfied with Λ := Cκ(‖u‖q∞Mr + 1), which is independent of both ω and i.
Finally, by (5.20) and (5.21), for every ω ∈ Ω, xi ∈ Φωε (D), and x, x′ ∈ D we deduce that

|Xu
i (x, ω)−Xu

i (x′, ω)| = |κ(u(x), Y ωi )− κ(u(x′), Y ωi )|

≤ Cκ,M,‖u‖∞ |u(x)− u(x′)| ≤ Cκ,M,‖u‖∞‖∇u‖∞|x− x
′| , (5.27)

and therefore (P3). We observe that by passing to the expected value, the analogue of (5.27) holds
true for 〈Xu(x, ·)〉 as well.

Step 2: Replacing rε with ε in (5.25). If rε satisfies (5.24), by a change of variables and by
(5.27) and (5.3) we get∣∣∣∣εn ∑

xi∈Φ
2/M,ω
ε (D)

 
Brε (εxi)

Xu
i (x, ω) dx− εn

∑
xi∈Φ

2/M,ω
ε (D)

 
Bε(εxi)

Xu
i (x, ω) dx

∣∣∣∣
=
εn

βn

∣∣∣∣ ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
B1(0)

(
Xu
i (εxi + rεz, ω)−Xu

i (εxi + εz, ω)
)

dz

∣∣∣∣
≤ C|rε − ε|εnN2/M,ω

ε (D) ≤ Cε
(
εnNω

ε (D)
)
−→
ε→0+

0

for P-a.e. ω ∈ Ω, thanks to (5.15). Therefore, to prove (5.25) it suffices to show that there exists
ΩM ∈ T with P(ΩM ) = 1 such that, up to subsequences

lim
ε→0+

∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

Xu
i (x, ω) dx = βn〈N2/M (Q)〉

ˆ
D

〈Xu(x, ·)〉dx , (5.28)

for every ω ∈ ΩM and every u ∈ C∞c (D;Rm).

Step 3: Reducing (5.28) to a dense subset D ⊂ C∞c (D;Rm). Let D ⊂ C∞c (D;Rm) be countable
and dense with respect to the strong Lq(D;Rm)-topology. Assume that there exists ΩM ∈ T with
P(ΩM ) = 1 such that, up to subsequences, (5.28) holds true for every ω ∈ ΩM and every u ∈ D.

Let now ω ∈ ΩM and u ∈ C∞c (D;Rm), and let (uk) ⊂ D be such that uk → u strongly in
Lq(D;Rm) as k → +∞. We have∣∣∣∣ ∑

xi∈Φ
2/M,ω
ε (D)

ˆ
Bε(εxi)

Xu
i (x, ω) dx− βn〈N2/M (Q)〉

ˆ
D

〈Xu(x, ·)〉dx
∣∣∣∣

≤
∣∣∣∣ ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

Xuk
i (x, ω) dx− βn〈N2/M (Q)〉

ˆ
D

〈Xuk(x, ·)〉dx
∣∣∣∣

+
∑

xi∈Φ
2/M,ω
ε (D)

ˆ
Bε(εxi)

∣∣∣Xu
i (x, ω)−Xuk

i (x, ω)
∣∣∣dx

+ βn〈N2/M (Q)〉
ˆ
D

∣∣∣〈Xu(x, ·)〉 − 〈Xuk(x, ·)〉
∣∣∣dx . (5.29)

The first term in the right-hand side of (5.29) converges to zero as ε → 0+ by assumption, since
uk ∈ D. For the second term, by the definition of Xu

i and by (5.19) we find that for every
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xi ∈ Φ
2/M,ω
ε (D)ˆ
Bε(εxi)

∣∣∣Xu
i (x, ω)−Xuk

i (x, ω)
∣∣∣dx ≤ Cκ,M ˆ

Bε(εxωi )

(
1 + |u|q−1 + |uk|q−1

)
|u− uk|dx

.
(
εn/q + ‖u‖Lq(Bε(εxi)) + ‖uk‖Lq(Bε(εxi))

)q−1

‖u− uk‖Lq(Bε(εxi))

. (εn/q + ‖u‖Lq(Bε(εxi)))
q−1‖u− uk‖Lq(Bε(εxi)) ,

where in the last inequality we used the fact that uk → u strongly in Lq(D;Rm). Adding up the

previous inequality over all xi ∈ Φ
2/M,ω
ε (D), using the fact that each ball Bε(εxj) overlaps with

at most a finite number (depending only on M) of other balls of the family (Bε(εxi))xi∈Φ
2/M,ω
ε (D)

,

and by a discrete Hölder inequality, we deduce∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

∣∣∣Xu
i (x, ω)−Xuk

i (x, ω)
∣∣∣

.
∑

xi∈Φ
2/M,ω
ε (D)

(εn/q + ‖u‖Lq(Bε(εxi)))
q−1‖u− uk‖Lq(Bε(εxi))

≤
( ∑
xi∈Φ

2/M,ω
ε (D)

(εn/q + ‖u‖Lq(Bε(εxi)))
q
) q−1

q
( ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

|uk − u|q
) 1
q

.
(
εnN2/M,ω

ε (D) +
∑

xi∈Φ
2/M,ω
ε (D)

ˆ
Bε(εxωi )

|u|q
) q−1

q ‖uk − u‖Lq(D)

≤
(
(εnNω

ε (D))q−1/q + ‖u‖q−1
Lq(D)

)
‖uk − u‖Lq(D) . (5.30)

Hence, by (5.30), the second term in the right-hand side of (5.29) converges to zero as k → +∞.
To conclude, we show that the third term in the right-hand side of (5.29) converges to zero as
k → +∞ as well. By the definition (5.23) and (5.19) we estimateˆ

D

∣∣∣〈Xu(x, ·)〉 − 〈Xuk(x, ·)〉
∣∣∣ dx ≤ ˆ

D

ˆ M

0

∣∣κ(u(x), y)− κ(uk(x), y)
∣∣h(y) dy dx

≤ Cκ,M
ˆ
D

(1 + |uk|q−1 + |u|q−1)|u− uk| ≤ Cκ,M (1 + ‖u‖q−1
Lq(D))‖uk − u‖Lq(D) , (5.31)

where we used that
´
R+
h(y) dy = 1 (see (H4)), and that uk → u strongly in Lq. This term is

indeed infinitesimal as k → +∞, so the proof of this step is complete.

Step 4: Proving (5.28) in D. Let v ∈ D. We estimate∣∣∣ ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

Xv
i (x, ω) dx− βn〈N2/M (Q)〉

ˆ
D

〈Xv(x, ·)〉dx
∣∣∣ ≤ avε(ω) + bvε(ω) ,

where

avε(ω) :=
∣∣∣ ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

〈Xv(x, ·)〉dx− βn〈N2/M (Q)〉
ˆ
D

〈Xv(x, ·)〉dx
∣∣∣ , (5.32)

and

bvε(ω) :=
∣∣∣ ∑
xi∈Φ

2/M,ω
ε (D)

ˆ
Bε(εxi)

(
Xv
i (x, ω)− 〈Xv(x, ·)〉

)
dx
∣∣∣ . (5.33)

We claim that there exists ΩvM ∈ T with P(ΩvM ) = 1, so that up to a deterministic subsequence
in ε > 0 (independent of v ∈ D),

lim
ε→0+

avε(ω) = lim
ε→0+

bvε(ω) = 0 ∀ω ∈ ΩvM . (5.34)

Note that since D is countable, by setting ΩM :=
⋂
v∈D

ΩvM , we obtain directly (5.28) in D.
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In what follows, to not overburden the notation, we omit the possible extraction of a subsequence
in ε > 0, as long as this can be chosen independently of the realisation ω ∈ Ω.

Substep 4.1: Rewriting (5.34). We start by rewriting avε . Since, by (P1), for every ω ∈ Ω and
every xi ∈ Φωε (D) we have Xv

i (x, ω) = 〈Xv(x, ·)〉 = 0 for every x ∈ ∂D, by setting Xv
i (x, ω) =

〈Xv(x, ·)〉 = 0 for every x ∈ Rn \ D, we obtain functions defined in the whole of Rn. We now
tessellate Rn into unitary cubes {Qj}j∈N with Qj := Q(zj) and {zj}j∈N ≡ Zn, and observe that

|x− εzj | ≤ (1 +
√
n/2)ε, for every x ∈ Bε(εxi), xi ∈ Φ2/M,ω(Qj) . (5.35)

Set Nε(D) := {j ∈ N : εQj ∩D 6= ∅}; noticing that εQj = Qε(εzj), by (5.32) we split

avε(ω) =
∣∣∣ ∑
j∈Nε(D)

( ∑
xi∈Φ

2/M,ω
ε (εQj)

ˆ
Bε(εxi)

〈Xv(x, ·)〉dx− βn〈N2/M (Q)〉
ˆ
εQj

〈Xv(x, ·)〉dx
)∣∣∣ ,
(5.36)

where we have used that 〈Xv(x, ·)〉 = 0 for every x ∈ Rn \D. Now, for every j ∈ Nε(D) we write∑
xi∈Φ

2/M,ω
ε (εQj)

ˆ
Bε(εxi)

〈Xv(x, ·)〉dx− βn〈N2/M (Q)〉
ˆ
εQj

〈Xv(x, ·)〉dx

=
∑

xi∈Φ
2/M,ω
ε (εQj)

( ˆ
Bε(εxi)

(
〈Xv(x, ·)〉 − 〈Xv(εzj , ·)〉

)
− βn

ˆ
εQj

(
〈Xv(x, ·)〉 − 〈Xv(εzj , ·)〉

)
dx

)

+ βn
(
N2/M,ω(Qj)− 〈N2/M (Q)〉

) ˆ
εQj

〈Xv(x, ·)〉dx . (5.37)

By (5.27) (for 〈Xv〉) and (5.35) we estimate for every x ∈ Bε(εxi) with xi ∈ Φ2/M,ω(Qj) =

Φ
2/M,ω
ε (εQj), and similarly for x ∈ εQj ,

|〈Xv(x, ·)〉 − 〈Xv(εzj , ·)〉| ≤ Cκ,M,‖v‖∞‖∇v‖∞|x− εzj | ≤ Cκ,M,‖v‖∞‖∇v‖∞(1 +
√
n/2)ε . (5.38)

Hence, from (5.36), (5.37) and (5.38), we can estimate

avε(ω) . Cκ,M,‖v‖∞‖∇v‖∞ε
∑

j∈Nε(D)

εnN2/M,ω
ε (εQj)

+
∣∣∣ ∑
j∈Nε(D)

(
N2/M,ω(Qj)− 〈N2/M (Q)〉

)ˆ
εQj

〈Xv(x, ·)〉dx
∣∣∣ ,

. C(M, v)ε(εnN2/M,ω
ε (D)) +

∣∣∣ ∑
j∈Nε(D)

(
N2/M,ω(Qj)− 〈N2/M (Q)〉

)ˆ
εQj

〈Xv(x, ·)〉dx
∣∣∣ .

In view of (5.15), to prove (5.34) for αvε , it then suffices to show that there exists ΩvM ∈ T with
P(ΩvM ) = 1, such that

lim
ε→0+

S1,ε(ω) = 0 ∀ω ∈ ΩvM , (5.39)

where

S1,ε(ω) :=
∑

j∈Nε(D)

αjε
(
N2/M,ω(Qj)− 〈N2/M (Q)〉

)
, αjε :=

ˆ
εQj

〈Xv(x, ·)〉dx . (5.40)

We now rewrite (5.34) for bvε in (5.33). First we split

bvε(ω) =
∣∣∣ ∑
j∈Nε(D)

∑
xi∈Φ

2/M,ω
ε (εQj)

ˆ
Bε(εxi)

X̃v
i (x, ω) dx

∣∣∣ ,
where we set

X̃v
i (x, ω) := Xv

i (x, ω)− 〈Xv(x, ·)〉 . (5.41)
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Then, proceeding as for avε(ω), by (5.27) for X̃v
i and (5.35), by a similar inequality as (5.38) we

get,

bvε(ω) . C(M, v)(εnN2/M,ω
ε (D))ε+ εn

∣∣∣ ∑
j∈Nε(D)

∑
xi∈Φ

2/M,ω
ε (εQj)

X̃v
i (εzj , ω)

∣∣∣ .
Hence, again by (5.15), to prove (5.34) for bvε , it suffices to show that there exists ΩvM ∈ T with
P(ΩvM ) = 1, such that

lim
ε→0+

S2,ε(ω) = 0 ∀ω ∈ ΩvM , (5.42)

where

S2,ε(ω) := εn
∑

j∈Nε(D)

∑
xωi ∈Φ

2/M,ω
ε (εQj)

X̃v
i (εzj , ω) . (5.43)

Substep 4.2: Rewriting (5.39) and (5.42). Assume that there exists a subsequence (εk)k inde-
pendent of the realisation ω ∈ Ω, with εk ↘ 0 as k → +∞, such that

∞∑
k=1

〈S2
l,εk
〉 < +∞ , for l = 1, 2 . (5.44)

We now show that then (5.39) and (5.42) follow. Indeed, for l = 1, 2, (5.44) implies in particular
that 〈 ∞∑

k=1

S2
l,εk

〉
< +∞ =⇒

∞∑
k=1

S2
l,εk

(ω) < +∞ for P−a.e. ω ∈ Ω .

In particular, limk→+∞ Sl,εk(ω) = 0 for P-a.e. ω ∈ Ω. As already remarked, the set of events
where the last assertion holds depends on M ∈ N and v ∈ D, and hence it is an admissible ΩvM as
in the claims.

Substep 4.3: Proving (5.44) for l = 1. We note that, by (P2), the deterministic (v-dependent)
coefficients (αjε) defined in (5.40) satisfy

|αjε| ≤ ‖〈Xv〉‖L∞(D)ε
n ≤ Λ εn , (5.45)

with Λ > 0 as in (5.26). Recalling that 〈Xv〉 ∈ W 1,∞(D) (recall (P3)) and 〈Xv〉 = 0 in Rn \D,
we get

S2
1,ε(ω) =

∑
j∈Nε(D)

(αjε)
2
(
N2/M,ω(Qj)− 〈N2/M (Q)〉

)2
+

∑
j 6=j′∈Nε(D)

αjεα
j′

ε

(
N2/M,ω(Qj)− 〈N2/M (Q)〉

)(
N2/M,ω(Qj′)− 〈N2/M (Q)〉

)
. (5.46)

Note that the thinning process Φ2/M inherits the properties (H1)–(H3) in Subsection 2.3 from Φ.
In particular, the stationarity condition (H1) for Φ2/M and (2.8) yield

〈N2/M (Qj)〉 = 〈N2/M (Q)〉, 〈(N2/M (Qj))
2〉 = 〈(N2/M (Q))2〉 for every j ∈ Nε(D) ,

and

〈N2/M (Qj)N
2/M (Qj′)〉 ≤ 〈(N2/M (Q))2〉 ≤ λ2 for every j, j′ ∈ Nε(D) . (5.47)

Then, taking the expected value in (5.46), by (5.45), (5.47) and (2.8), we have

〈S2
1,ε〉 . ε2n

(
λ2#Nε(D) +

∑
j 6=j′∈Nε(D)

|〈N2/M (Qj)N
2/M (Qj′)〉 − 〈N2/M (Q)〉2|

)
.λ εn + ε2n

∑
j 6=j′∈Nε(D)
|zj−zj′ |≤2

√
n

|〈N2/M (Qj)N
2/M (Qj′)〉 − 〈N2/M (Q)〉2|

+ ε2n
∑

j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

|〈N2/M (Qj)N
2/M (Qj′)〉 − 〈N2/M (Q)〉2| ,
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where we have also used the fact that #Nε(D) . Ln(D)ε−n, and split the sum over j 6= j′ ∈
Nε(D) into contributions “close to the diagonal” and “far from the diagonal”. For the “close”
contribution, by (5.47) and (2.8) we estimate∑
j 6=j′∈Nε(D)
|zj−zj′ |≤2

√
n

|〈N2/M (Qj)N
2/M (Qj′)〉−〈N2/M (Q)〉2| . λ2

∑
j∈Nε(D)

#{j′ : |zj−zj′ | ≤ 2
√
n} .λ #Nε(D) .

For the “far” contribution, by (2.9) applied, by stationarity, to the random variables N2/M (Q(zj−
zj′) and N2/M (Q(0)), we get∑

j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

|〈N2/M (Qj)N
2/M (Qj′)〉 − 〈N2/M (Q)〉2| .

∑
j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

C〈(N2/M (Q))2〉
1 + (|zj − zj′ | −

√
n)γ

.λ
∑

j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

1

|zj − zj′ |γ
,

where we have used the elementary fact that diam(Q) =
√
n. Hence, we estimate

〈S2
1,ε〉 .λ εn + ε2n

∑
j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

1

|zj − zj′ |γ
. (5.48)

To conclude the proof of (5.44) for l = 1, we are now left to estimate the second summand in
(5.48). To this end, note that for every j ∈ N,

{j′ ∈ N : |zj − zj′ | > 2
√
n} ⊂

∞⋃
`=1

{k ∈ N : zk ∈ ∂Q2`(zj)} .

Since |zj − zk| ≥ ` for every k ∈ N such that zk ∈ ∂Q2`(zj), and

#{k ∈ N : zk ∈ ∂Q2`(zj)} ≤ (2`)n − (2(`− 1))n . `n−1 ,

we can estimate ∑
j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

1

|zj − zj′ |γ
≤

∑
j∈Nε(D)

(∑
`≥1

∑
k∈N

zk∈∂Q2`(zj)

1

|zj − zk|γ
)

≤
∑

j∈Nε(D)

∑
`≥1

1

`γ
#{k ∈ N : zk ∈ ∂Q2`(zj)}

.

∑
`≥1

1

`1+(γ−n)

#Nε(D) .γ Ln(D)ε−n , (5.49)

where we used the assumption that γ > n. Gathering (5.48) and (5.49), if we choose a deterministic
(εk)↘ 0 such that

∑
k∈N ε

n
k < +∞, we obtain

∞∑
k=1

〈S2
1,εk
〉 .Λ,λ,D,γ

∞∑
k=1

εnk < +∞ ,

hence the desired summability condition (5.44) for S1,εk .

Substep 4.4: Proving (5.44) for l = 2. To simplify the presentation, it is convenient to introduce
some shorthand notation for S2,ε. Namely, for j ∈ N and ω ∈ Ω, set

Zj(ω) :=
∑

xi∈Φ2/M,ω(Qj)

X̃v
i (εzj , ω)
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so that, by (5.43), we have

S2
2,ε(ω) = ε2n

( ∑
j∈Nε(D)

Zj(ω)

)2

= ε2n
∑

j∈Nε(D)

Z2
j (ω) + ε2n

∑
j 6=j′∈Nε(D)

Zj(ω)Zj′(ω) .

By the definition of X̃v
i after (5.40) and by (5.26) for X̃v

i , we can estimate the diagonal term in
S2

2,ε(ω) as∑
j∈Nε(D)

Z2
j (ω) ≤

∑
j∈Nε(D)

( ∑
xi∈Φ2/M,ω(Qj)

‖X̃v
i (·, ω)‖L∞

)2

.Λ

∑
j∈Nε(D)

(N2/M,ω(Qj))
2 .

Therefore, for the expected value of S2
2,ε, by (2.8), we get

〈S2
2,ε〉 .Λ λ2ε2n#Nε(D) + ε2n

∑
j 6=j′∈Nε(D)

〈ZjZj′〉 .Λ,λ,D εn + ε2n
∑

j 6=j′∈Nε(D)

〈ZjZj′〉 , (5.50)

where we have used again that #Nε(D) . Ln(D)ε−n. We now estimate the last sum in the right-
hand side of (5.50). We start by splitting again the sum into contributions “close to the diagonal”
and “far from the diagonal”, as∑

j 6=j′∈Nε(D)

〈ZjZj′〉 =
∑

j 6=j′∈Nε(D)
|zj−zj′ |≤2

√
n

〈ZjZj′〉+
∑

j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

〈ZjZj′〉 . (5.51)

By the definition of Zj and by (P2), we can estimate

ZjZj′ =
∑

xi∈Φ2/M,ω(Qj)

∑
xi′∈Φ2/M,ω(Qj′ )

X̃v
i (εzj , ·)X̃v

i′(εzj′ , ·) ≤ Λ2N2/M (Qj)N
2/M (Qj′) ,

hence, by (5.47),

〈ZjZj′〉 ≤ Λ2〈N2/M (Qj)N
2/M (Qj′)〉 ≤ (Λλ)2 . (5.52)

For the contribution close to the diagonal in (5.51), using (5.52) we obtain∑
j 6=j′∈Nε(D)
|zj−zj′ |≤2

√
n

〈ZjZj′〉 =
∑

j∈Nε(D)

∑
j′∈Nε(D)

j′ 6=j, |zj−zj′ |≤2
√
n

〈ZjZj′〉

≤ (Λλ)2
∑

j∈Nε(D)

#{zj′ ∈ Zn : |zj′ − zj | ≤ 2
√
n} .Λ,λ,n #Nε(D) . (5.53)

Hence, from (5.50), by (5.51) and (5.53), we have

〈S2
2,ε〉 .Λ,λ,n,D εn + ε2n

∑
j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

〈ZjZj′〉 . (5.54)

We are now left to estimate the sum in the right-hand side of (5.54), namely the contribution far
from the diagonal. Let then j, j′ ∈ Nε(D) be such that |zj − zj′ | > 2

√
n and recall that

〈ZjZj′〉 =

〈 ∑
xi∈Φ2/M,ω(Qj)

∑
xi′∈Φ2/M,ω(Qj′ )

X̃v
i (εzj , ·)X̃v

i′(εzj′ , ·)
〉
. (5.55)

Let Θ
(2)
M (·, ·) denote the second-order factorial moment measure of the point process Φ2/M . Then,

by the Campbell Theorem (cf. (2.7)), (5.41), (5.55), and (2.11) we get

〈ZjZj′〉 =

ˆ

(Qj×Qj′ )×[0,M ]2

κ̃(v(εzj), y) κ̃(v(εzj), y
′)f2((x, y), (x′, y′)) dΘ

(2)
M (x, x′) dy dy′

=

ˆ

(Qj×Qj′ )×[0,M ]2

κ̃(v(εzj), y)κ̃(v(εzj′), y
′)K(|x− x′|, y, y′) dΘ

(2)
M (x, x′) dy dy′ , (5.56)
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where

κ̃(v(εzj), Y
ω
i ) := κ(v(εzj), Y

ω
i )− 〈κ(v(εzj), Yi)〉 .

To estimate (5.56), we note that for every x ∈ Qj and x′ ∈ Qj′ there holds

|zj − zj′ | ≤ |zj − x|+ |x− x′|+ |x′ − zj′ | ≤
√
n+ |x− x′| ≤ 1

2 |zj − zj′ |+ |x− x
′| , (5.57)

since |zj − zj′ | > 2
√
n. Hence, for every x ∈ Qj and x′ ∈ Qj′ , by (5.14) and (5.57) we have that,

|K(|x− x′|, y, y′)| ≤ C

(1 + |x− x′|γ)(1 + ys/(n−q))(1 + (y′)s/(n−q))

.γ
C

(1 + |zj − zj′ |γ)(1 + ys/(n−q))(1 + (y′)s/(n−q))
.

(5.58)

Appealing to (5.58), (P2) , (2.8), and recalling that s > n− q, we have∣∣〈ZjZj′〉∣∣ .γ CΛ2

1 + |zj − zj′ |γ
Θ

(2)
M (Qj ×Qj′)

(ˆ M

0

1

1 + ys/(n−q)
dy

)2

.γ
CΛ2

1 + |zj − zj′ |γ
〈N2/M (Qj)N

2/M (Qj′)〉
(

1 +

ˆ +∞

1

dy

ys/(n−q)

)2

.γ
C(Λλ)2

1 + |zj − zj′ |γ

(
1 +

ˆ +∞

1

dy

ys/(n−q)

)2

.Λ,λ,γ
1

|zj − zj′ |γ
. (5.59)

Finally, gathering (5.54) and (5.59), we get

〈S2
2,ε〉 .Λ,λ,n,D εn + ε2n

∑
j 6=j′∈Nε(D)
|zj−zj′ |>2

√
n

1

|zj − zj′ |γ
,

therefore the claim follows by (5.49), arguing as in the end of substep 4.3. �

Remark 5.7. Proposition 5.6 is the key result in the identification of the limit capacitary term
in the stochastic Γ-convergence result Theorem 3.2. This identification will be done via successive
approximations, and Section 6 (in particular Proposition 6.1) will be devoted to this.

We want to flag up that while the statement of Proposition 5.6 contains the thinning process

Φ
2/M
ε , the results in Section 6 are formulated for centres in the set Gε,M in (5.10), and Gε,M ⊂

Φ
2/M
ε . The technical reason for using Φ

2/M
ε in Proposition 5.6 is that the thinning process inherits

the properties (H1)–(H3) from Φ, while Gε,M , which depends further on the random safety layer
Dω
ε,b, does not. However, by (5.8), this choice is of no consequence in the proof of the results of

the next sections.

6. Discrete approximation of the limit capacitary term

The main result of this section is Proposition 6.1 below, where we state that the capacitary
term in (3.16) can be obtained as the limit of a “random” Riemann sum of the auxiliary capacities
(4.7), where the sum is restricted to the perforations centred in the set defined in (5.10).

Proposition 6.1. Let (εj)↘ 0, and let (uj), u ∈W 1,q
0 (D;Rm) ∩ L∞(D;Rm) satisfy

L := sup
j∈N
‖uj‖L∞(D;Rm) < +∞ , (6.1)

and uj ⇀ u weakly in W 1,q(D;Rm). Then, there exist Ω′ ∈ T with P(Ω′) = 1 such that for every
ω ∈ Ω′ we have (possibly along ω-independent subsequences)

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

ϕjθ,ρj,i(ū
ω
j,i) = λ

ˆ
D

ϕ(u) dx , (6.2)
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where Gωj,M is as in (5.10), ϕjθ,ρj,i as in (4.7), with ρ replaced by ρj,i (namely the mark associated

to xj,i), ūωj,i as in Lemma 5.2, and ϕ is defined in (3.15).

The rest of this section is devoted to the proof of Proposition 6.1. This will be carried out in a
number of intermediate steps, via successive approximations.

In what follows we assume that the sequence (uj) converges to u pointwise Ln-a.e. in D, which
can be achieved up to passing to a subsequence. Moreover, throughout this section we always
assume that 1/θ ∈ N, and that j ∈ N is so large that (4.10) holds true. Finally, we do not relabel
the (ω-independent) subsequences along which the limits as j → +∞ and as θ → 0+ are taken.

Our first step, Lemma 6.2 below, shows that in the discrete approximation (6.2), the auxiliary

capacity ϕjθ,ρ can be replaced by its limit in j, namely by the capacity ϕθ,ρ defined in (4.22).

Lemma 6.2. Under the same assumptions and notational conventions as in Proposition 6.1, there
exists Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′, we have

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

∣∣ϕjθ,ρj,i(ūωj,i)− ϕθ,ρj,i(ūωj,i)∣∣ = 0 , (6.3)

for every M ∈ N, where ϕθ,ρj,i is defined via (4.22), with ρ replaced by ρj,i.

Proof. Let M ∈ N be fixed. For j ∈ N and θ ∈ (0, 1), we define the function βjθ : (0,M ] 7→ R+ as

βjθ(ρ) := ‖ϕjθ,ρ − ϕθ,ρ‖L∞(BmL (0)) . (6.4)

In view of Corollary 4.5 and the fact that in (6.4) an essential sup is involved, the functions βjθ
are measurable. Moreover, by (4.22), βjθ → 0 pointwise in (0,M ] as j → +∞.

Let now τ ∈ (0, 1) be fixed. By the Egoroff Theorem there exists a measurable set Jθ,M,τ ⊂
(0,M ] such that

L1(Jθ,M,τ ) > M − τ and ‖βjθ‖L∞(Jθ,M,τ ) → 0 as j → +∞ . (6.5)

We now start estimating the sum in (6.3). For fixed j ∈ N and ω ∈ Ω, we get∑
xj,i∈Gωj,M

|ϕjθ,ρj,i(ū
ω
j,i)− ϕθ,ρj,i(ūωj,i)| ≤

∑
xj,i∈Gωj,M

(
|ϕjθ,ρj,i(ū

ω
j,i)|+ |ϕθ,ρj,i(ūωj,i)|

)
χ(0,M ]\Jθ,M,τ (ρj,i)

+
∑

xj,i∈Gωj,M

∣∣ϕjθ,ρj,i(ūωj,i)− ϕθ,ρj,i(ūωj,i)∣∣χJθ,M,τ (ρj,i) , (6.6)

since by (5.10) ρj,i ≤ M for xj,i ∈ Gωj,M . Moreover, for every xj,i ∈ Gωj,M , and for j ∈ N large

enough, by (4.8), (4.9), (4.18) and (4.23) we obtain

|ϕjθ,ρj,i(ū
ω
j,i)|+ |ϕθ,ρj,i(ūωj,i)| . |ūωj,i|q(ρj,i)n−q + θn , (6.7)

for some C > 0. Hence, from (6.6), using (6.7), (6.1) and (6.4), and since Gωj,M ⊂ Φωεj (D), we get∑
xj,i∈Gωj,M

|ϕjθ,ρj,i(ū
ω
j,i)− ϕθ,ρj,i(ūωj,i)|

.
∑

xj,i∈Gωj,M

(
Lq(ρj,i)

n−q + θn
)
χ(0,M ]\Jθ,M,τ (ρj,i) +

∑
xj,i∈Gωj,M

βjθ(ρj,i)χJθ,M,τ (ρj,i)

. Lq
∑

xj,i∈Φωεj
(D)

(ρj,i)
n−qχ(0,M ]\Jθ,M,τ (ρj,i) +

(
θn + ‖βjθ‖L∞(Jθ,M,τ )

)
(#Gωj,M ) . (6.8)

Define now the random variables Yj,i : Ω→ R+ as

Yj,i := (ρj,i)
n−qχ(0,M ]\Jθ,M,τ (ρj,i);
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then Lemma 5.4 (see (5.16)), applied to (Yj,i), ensures that there exists ΩM,θ,τ ∈ T with P(ΩM,θ,τ ) =
1 such that for every ω ∈ ΩM,θ,τ ,

lim
j→+∞

εnj
∑

xj,i∈Φωεj
(D)

Y ωj,i = 〈N(Q)〉Ln(D)〈Y 〉 = 〈N(Q)〉Ln(D)

ˆ +∞

0

ρn−qχ(0,M ]\Jθ,M,τ (ρ)h(ρ) dρ .

(6.9)
Note that, by (2.10), the function y : R+ → R+ defined as y(ρ) := ρn−qh(ρ) satisfies y ∈ L1(R+).

Let Ω′ ∈ T be defined as

Ω′ :=
⋂

M,θ−1,τ−1∈N

ΩM,θ,τ ; (6.10)

clearly P(Ω′) = 1, since Ω′ is a countable intersection of sets of probability 1. By (6.5), (6.8), (6.9)
and (5.15), for every ω ∈ Ω′ and for every T > 0, we find

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

|ϕjθ,ρj,i(ū
ω
j,i)− ϕθ,ρj,i(ūωj,i)| .L,λ,D

ˆ
(0,M ]\Jθ,M,τ

ρn−qh(ρ) dρ+ θn

. TL1((0,M ] \ Jθ,M,τ ) +

ˆ
{y(ρ)>T}

y(ρ) dρ+ θn

.L Tτ +

ˆ
{y(ρ)>T}

y(ρ) dρ+ θn ,

which holds true for every τ ∈ (0,M), and θ ∈ (0, 1). By taking first the limit as τ → 0+, then as
T → +∞, by using the fact that y ∈ L1(R+;R+) and finally by taking the limit as θ → 0+, we
obtain (6.3) in the set Ω′ defined in (6.10), and hence the claim. �

In the following lemma we derive a qualitative result for the capacity ϕθ,ρ.

Lemma 6.3. Under the same assumptions and notational conventions as in Proposition 6.1, there
exists Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′, we have

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

∣∣∣ϕθ,ρj,i(ūωj,i)−  
Bθεj/M (εjxj,i)

ϕθ,ρj,i(uj) dx
∣∣∣ = 0 , (6.11)

and

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

∣∣∣ 
Bθεj/M (εjxj,i)

ϕθ,ρj,i(uj) dx−
 
Bθεj/M (εjxj,i)

ϕθ,ρj,i(u) dx
∣∣∣ = 0 , (6.12)

for every fixed M ∈ N and θ ∈ (0, 1) with 1/θ ∈ N.

Proof. Let j ∈ N be large enough so that (4.10) holds true, and k ∈ N be fixed. Then, by (4.24)
and by the bound (6.1) that extends to (ūωj,i), for every ω ∈ Ω we can estimate

εnj
∑

xj,i∈Gωj,M

∣∣∣ϕθ,ρj,i(ūωj,i)−  
Bθεj/M (εjxj,i)

ϕθ,ρj,i(uj) dx
∣∣

≤ εnj
∑

xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

∣∣ϕθ,ρj,i(uj)− ϕθ,ρj,i(ūωj,i)∣∣dx
≤ εnj

∑
xj,i∈Gωj,M

CM

 
Bθεj/M (εjxj,i)

(
θn(q−1)/q + |uj |q−1 + |ūωj,i|q−1

)
|uj − ūωj,i|dx

. CM
(
Lq−1 + θn(q−1)/q

)
εnj

∑
xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

|uj − ūωj,i|dx , (6.13)
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where we used that, by (5.10), ρj,i ≤ M for every xj,i ∈ Gωj,M . Let now Cωj,i := C
kωj,i
εj ,θ,M

(εxj,i) be

the annulus defined as in Lemma 5.2 and, for every xj,i ∈ Gωj,M , set

ũj,i :=

 
Bθεj/M (εjxj,i)

uj dx .

By Hölder’s inequality, and since Cωj,i ⊂ Bθεj/M (εjxj,i), we can estimate the integral in the right-
hand side of (6.13) as 

Bθεj/M (εjxj,i)

|uj − ūωj,i|dx ≤
( 

Bθεj/M (εjxj,i)

|uj − ūωj,i|q dx
)1/q

.
( 

Bθεj/M (εjxj,i)

|uj − ũj,i|q dx+

 
Cωj,i

|ũj,i − ūωj,i|q dx
)1/q

.

( 
Bθεj/M (εjxj,i)

|uj − ũωj,i|q +
1

Ln(Cωj,i)

ˆ
Bθεj/M (εjxj,i)

|uj − ũj,i|q +

 
Cωj,i

|uj − ūωj,i|q
)1/q

.

Hence, by Poincaré’s inequality, and since Ln(Cωj,i) and diam(Cωj,i) differ from the corresponding
quantities of Bθεj/M (εjxj,i) only by a multiplicative constant (which can be bounded from above
and below uniformly in i, j and ω), we have 

Bθεj/M (εjxj,i)

|uj − ūωj,i|dx .k (θεj/M)
1−nq

(ˆ
Bθεj/M (εjxj,i)

|∇uj |q
)1/q

.

By adding up the estimate above over all i such that xj,i ∈ Gωj,M and by the discrete Hölder
inequality, we have∑
xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

|uj − ūωj,i| .k (θεj/M)
1−nq

∑
xj,i∈Gωj,M

(ˆ
Bθεj/M (εjxj,i)

|∇uj |q
)1/q

.k (θεj/M)
1−nq (#Gωj,M )

1− 1
q
( ∑
xj,i∈Gωj,M

ˆ
Bθεj/M (εjxj,i)

∣∣∇uj |q) 1
q

.k (θεj/M)
1−nq (#Gωj,M )

1− 1
q ‖∇uj‖Lq(D) , (6.14)

where in the last step we used the fact that the good perforations (Bθεj/M (εjxj,i))xj,i∈Gωj,M are

pairwise disjoint subsets of D. By (6.13) and (6.14) we then obtain the bound

εnj
∑

xj,i∈Gωj,M

∣∣∣ϕθ,ρj,i(ūωj,i)−  
Bθεj/M (εjxj,i)

ϕθ,ρj,i(uj)
∣∣ .θ,M,L,k εj

(
εnj #Gωj,M

)1− 1
q ‖∇uj‖Lq(D) .

(6.15)

In view of (5.12) and since (uj) is weakly convergent in W 1,q(D;Rm), by taking in (6.15) the limit
(superior) as j → +∞, we deduce (6.11).

The proof of (6.12) follows similarly. In particular, using again (4.24) and (6.1), we estimate

εnj
∑

xj,i∈Gωj,M

∣∣∣  
Bθεj/M (εjxj,i)

(
ϕθ,ρj,i(uj)− ϕθ,ρj,i(u)

)∣∣∣dx
≤ CMεnj

∑
xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

(
θn(q−1)/q + |uj |q−1 + |u|q−1

)
|uj − u|dx

. CM
(
Lq−1 + θn(q−1)/q

)
εnj (θεj/M)−n

∑
xj,i∈Gωj,M

ˆ
Bθεj/M (εjxj,i)

|uj − u|dx

.L,M,θ,D

ˆ
D

|uj − u|dx .L,M,θ,D ‖uj − u‖Lq(D) .
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Then, since uj is weakly convergent to u in W 1,q(D;Rm), taking again the limit (superior) as
j → +∞ in the above estimate, we obtain (6.12) . �

We are now ready for the proof of Proposition 6.1.

Proof of Proposition 6.1. In view of Lemmata 6.2 and 6.3 it suffices to show that there exists
Ω′ ∈ T with P(Ω′) = 1 and subsequences in j ∈ N and θ ∈ (0, 1) (not relabelled), such that for all

ω ∈ Ω′, and every u ∈W 1,q
0 (D;Rm) ∩ L∞(D;Rm),

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i(u) dx = 〈N(Q)〉
ˆ
D

ϕ(u) dx . (6.16)

We will prove (6.16) in a number of steps.

Step 1: Extending the sum in (6.16) to a thinning process with well-separated perforations upon

truncation. For M ∈ N, j ∈ N and ω ∈ Ω, let Φ
2/M,ω
εj (D) denote the thinning process defined in

(5.3). For every xj,i ∈ Φ
2/M,ω
εj (D) we define the truncated radius of the corresponding perforation

as ρj,i,M := min{ρj,i,M}. (Note that for xj,i ∈ Gωj,M we have that ρj,i ≤M , so the truncation is

not necessary.) We claim that there exists Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′,

lim
j→+∞
θ→0+

M→+∞

εnj

∣∣∣ ∑
xj,i∈Gωj,M

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i(u)−
∑

xj,i∈Φ
2/M,ω
εj

(D)

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i,M (u)
∣∣∣ = 0 ,

(6.17)
where it is important to mention that the order with which the limits are taken is j → +∞, θ → 0+

and finally M → +∞ (as stated also in (6.16)). To prove (6.17), we start by estimating the sum

over the centres in the thinning process Φ
2/M,ω
εj (D) which are not in the good set Gωj,M . For fixed

j ∈ N, by (4.23), (6.1), (5.1), Lemma 5.1, and recalling the definitions of Iωεj ,b and Iωεj ,g therein,

we have

εnj

∣∣∣∣ ∑
xj,i∈Φ

2/M,ω
εj

(D)\Gωj,M

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i,M (u) dx

∣∣∣∣
. εnj

∑
xj,i∈Φ

2/M,ω
εj

(D)\Gωj,M

(
(ρj,i,M )n−q

 
Bθεj/M (εjxj,i)

|u|q dx+ θn
)

. Lqεnj
∑

xj,i∈Φ
2/M,ω
εj

(D)\Gωj,M

(ρj,i,M )n−q + θn(εnjN
ω
εj (D))

.L ε
n
j

∑
xj,i∈Iωεj,b

(ρj,i)
n−q + εnj

∑
xj,i∈(Φ

2/M,ω
εj

(D)∩Iωεj,g)\Gωj,M

(ρj,i,M )n−q + θn(εnjN
ω
εj (D)) . (6.18)

By (5.6), (5.15) (and the fact that we will send θ → 0+), we just need to focus on the second term
in the right-hand side of (6.18) and show it is infinitesimal as j → +∞, θ → 0+ and M → +∞.
We split

(Φ2/M,ω
εj (D) ∩ Iωεj ,g) \G

ω
j,M = Iωj,M ∪ Jωj,M ,

where (recalling (5.10), (5.11))

Iωj,M := {xj,i ∈ Φ2/M,ω
εj (D) ∩ Iωεj ,g : ρj,i > M} ,

Jωj,M :=
{
xj,i ∈ Φ2/M,ω

εj (D) ∩ Iωεj ,g : ρj,i ≤M, dist(εjxj,i, D
ω
εj ,b) < εj/M

}
,

(6.19)

so that

εnj
∑

xj,i∈(Φ
2/M,ω
εj

(D)∩Iωεj,g)\Gωj,M

(ρj,i,M )n−q = εnj
∑

xj,i∈Iωj,M

(ρj,i,M )n−q + εnj
∑

xj,i∈Jωj,M

(ρj,i,M )n−q. (6.20)
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For the sum over Iωj,M , by (5.16) (applied to the random variables Yj,i := (ρj,i)
n−qχ(M,+∞)(ρj,i))

there exists ΩM ∈ T with P(ΩM ) = 1, such that for every ω ∈ ΩM we have

lim
j→+∞

εnj
∑

xj,i∈Iωj,M

(ρj,i)
n−q ≤ lim

j→+∞
εnj

∑
xj,i∈Φωεj

(D)

(ρj,i)
n−qχ(M,+∞)(ρj,i)

= 〈N(Q)〉Ln(D)

ˆ +∞

M

ρn−qh(ρ) dρ . (6.21)

Let Ω̃ :=
⋂
M∈N

ΩM ; note that P(Ω̃) = 1. Let ω ∈ Ω̃; by (6.21) and (2.10) we deduce that

lim
M→+∞

lim
j→+∞

εnj
∑

xj,i∈Iωj,M

(ρj,i)
n−q ≤ 〈N(Q)〉Ln(D) lim

M→+∞

ˆ +∞

M

ρn−qh(ρ) dρ = 0 . (6.22)

For the sum over Jωj,M in (6.20), we first note that by (5.8) (with δ := M−1), there exists ΩM ∈ T
with P(ΩM ) = 1, such that for every ω ∈ ΩM ,

lim
j→+∞

εnj #Jωj,M = 0 . (6.23)

Hence, we can apply Lemma 5.5 to the m.p.p. (Φ,Y), with Yj,i = (ρj,i)
n−q, over the set of indices

Jωj,M in (6.19), to obtain that for every ω ∈ ΩM

lim
j→+∞

εnj
∑

xj,i∈Jωj,M

(ρj,i)
n−q = 0 . (6.24)

Now we set Ω̃′ := Ω̃ ∩
(⋂

M∈NΩM
)
; then Ω̃′ ∈ T , P(Ω̃′) = 1, and Ω̃′ depends only on the m.p.p.

(Φ,R), but is independent of all the parameters εj , θ,M and the function u. For every ω ∈ Ω̃′, by
taking the limit (superior) in (6.18) as j → +∞, θ → 0+ and then M → +∞ in this order, and
by (6.20), (6.22), (6.24), (5.6), and (5.15), we arrive at

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈Φ
2/M,ω
εj

(D)\Gωj,M

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i,M (u) dx = 0 ,

which proves (6.17).

Step 2: Proof of a simplified version of (6.16) by (6.17). In view of (6.17), to prove (6.16) it
suffices to show that there exists Ω′ ∈ T with P(Ω′) = 1 and subsequences in j ∈ N and θ ∈ (0, 1)

(not relabelled), such that for all ω ∈ Ω′, and every u ∈W 1,q
0 (D;Rm) ∩ L∞(D;Rm)

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈Φ
2/M,ω
εj

(D)

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i,M (u) dx = 〈N(Q)〉
ˆ
D

ϕ(u) dx . (6.25)

First of all, by a standard density argument (along the very same lines as the arguments between
(5.28)–(5.31), using the bounds (4.23)– (4.27)), and by the Dominated Convergence Theorem we
may suppose without loss of generality that u ∈ C∞c (D;Rm).

To prove (6.25) we apply Proposition 5.6 to the m.p.p. (Φ,X u), for the space-dependent marks

Xu
j,i(x, ω) := ϕθ,ρωj,i,M (u(x))− ϕθ,ρωj,i,M (0) , (6.26)

and for the radii rεj := θεj/M , which satisfy (5.24) for fixed M ∈ N, θ ∈ (0, 1). We first check
that the marks satisfy the assumptions in the proposition. Comparing (6.26) with (5.22), we have
that in our case

κ(z, y) := ϕθ,y(z)− ϕθ,y(0), for (z, y) ∈ Rm × R+, (6.27)

and that Yj,i = ρj,i,M . Due to the truncation to M the marks Yj,i satisfy (5.13), since h ∈
L1(R+;R+). Moreover, due to the truncation to M they also satisfy (5.21). We now check
that the function κ in (6.27) satisfies the requirements for Proposition 5.6. First of all, κ is
Carathéodory and hence measurable, since by Corollary 4.5 the function z 7→ ϕθ,y(z) is continuous,
while y 7→ ϕθ,y(z) is increasing, and hence measurable. Moreover, κ(0, y) = 0 and κ is bounded
from below by (4.23), which implies that κ(z, y) ≥ −(C2 +C4) for every y ∈ [0,M ] and θ ∈ (0, 1).
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By (4.23) it is immediate to see that (5.18) holds true with Cκ = max{C2 +C4, C3} and r := n−q,
for every θ ∈ (0, 1); also, (4.24) guarantees the validity of (5.19), again for every θ ∈ (0, 1). Finally,
by (5.18) we have that, for every x ∈ Rn,

|〈Xu(x, ·)〉| =
ˆ +∞

0

|κ(u(x), y)|h(y) dy ≤ Cκ|u(x)|q
ˆ +∞

0

yn−qh(y) dy + Cκ

≤ Cκ|u(x)|qMn−q + Cκ,

where we have used that
´
R+
h = 1. Hence (5.23) is also satisfied.

By applying (5.25) to the m.p.p. (Φ,X u) and (5.16) to the m.p.p. (Φ2/M , ϕθ,ρ∧M (0)), we have
that for fixed M ∈ N and θ ∈ (0, 1) (with 1

θ ∈ N), there exists ΩM,θ ∈ T with P(ΩM,θ) = 1 and a
subsequence in j ∈ N (not relabelled) such that for every ω ∈ ΩM,θ,

lim
j→+∞

εnj
∑

xj,i∈Φ
2/M,ω
εj

(D)

( 
Bθεj/M (εjxj,i)

(ϕθ,ρj,i,M (u)− ϕθ,ρj,i,M (0)) dx
)

= 〈N2/M (Q)〉
ˆ
D

(
〈ϕθ,ρ∧M (u)〉 − 〈ϕθ,ρ∧M (0)〉

)
dx ,

and by Lemma 5.4 applied to the process Φ2/M for the marks
(
ϕθ,ρj,i,M (0)

)
i
,

lim
j→+∞

εnj
∑

xj,i∈Φ
2/M,ω
εj

(D)

ϕθ,ρj,i,M (0) = 〈N2/M (Q)〉Ln(D)〈ϕθ,ρ∧M (0)〉 ,

which gives

lim
j→+∞

εnj
∑

xj,i∈Φ
2/M,ω
εj

(D)

 
Bθεj/M (εjxj,i)

ϕθ,ρj,i,M (u(x)) dx = 〈N2/M (Q)〉
ˆ
D

〈ϕθ,ρ∧M (u)〉(x) dx .

(6.28)
Finally, we set

Ω′ :=
⋂

M, 1θ∈N

ΩM,θ ,

which by its definition only depends on the m.p.p. (Φ,R), and satisfies P(Ω′) = 1. Then for every
ω ∈ Ω′ using (4.25), Proposition 4.6, the fact that for Ln-a.e. x ∈ D and L1-a.e. ρ > 0,

ϕρ∧M (u(x))→ ϕρ(u(x)) as M → +∞ ,

and passing to the limit as θ → 0+ and then M → +∞ in (6.28), by the Dominated Convergence
Theorem and (5.17) we obtain (6.25) and conclude the proof. �

Remark 6.4. In the periodic setting, an important assumption for the validity of the analogue
of Proposition 6.1, i.e., [3, Proposition 4.3], was that the corresponding radii for the application
of the joining lemma therein were all equal to a constant multiple of the lattice spacing (with
constant less that 1/2) (cf. the Erratum [4]). Such a fact is also reflected here in the proof of
Proposition 6.1, where the radii of all the auxiliary spherical perforations are equal to θεj/M ,
M ∈ N, θ ∈ (0, 1), for all xj,i ∈ Gωj,M .

7. Proof of Theorem 3.2

7.1. The Γ-liminf inequality. In this subsection we prove the following result.

Proposition 7.1. Let (εj) ↘ 0. There exists Ω′ ∈ T with P(Ω′) = 1, and a deterministic

subsequence of (εj) (not relabelled), such that for every ω ∈ Ω′ and every (uj), u ∈ W 1,q
0 (D;Rm)

satisfying uj → u in L1(D;Rm), we have

lim inf
j→+∞

Fωεj (uj) ≥ F0(u) , (7.1)

where Fωεj and F0 are defined in (3.4) and (3.16) respectively.
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Proof. To prove (7.1) we follow closely the arguments in the periodic case (cf. [3, Section 5], and
[4]), and adapt them to our stochastic setting.

Without loss of generality, we assume that lim infj→+∞ Fωεj (uj) < +∞. Then

uj ≡ 0 on (Hω
εj ∩D) ∪ ∂D ,

where Hω
εj is defined as in (3.2), and by (3.3) and up to a non-relabelled subsequence,

uj ⇀ u weakly in W 1,q(D;Rm) as j → +∞ . (7.2)

Step 1: Truncating (uj) and u. Using [6, Lemma 3.5], for every L ∈ N and η > 0, there exists
RL ≥ L and a Lipschitz function ΨL : Rm 7→ Rm with Lipschitz constant at most 1, satisfying

ΨL(z) :=

{
z if |z| < RL ,

0 if |z| > 2RL ,

and such that for every ω ∈ Ω,

lim inf
j→+∞

Fωεj (uj) ≥ lim inf
j→+∞

Fωεj (ΨL(uj))− η . (7.3)

Moreover, setting

uLj := ΨL(uj) , uL := ΨL(u) , (7.4)

we also have that

(i) uLj ≡ 0 on (Hω
εj ∩D) ∪ ∂D , sup

j∈N
‖uLj ‖L∞(D) ≤ 2RL ,

(ii) uLj ⇀
j→+∞

uL and uL ⇀
L→+∞

u weakly in W 1,q(D;Rm) .
(7.5)

Step 2: Applying the Probabilistic Joining Lemma to (uLj ). Let now M,k ∈ N, θ ∈ (0, 1) (with
1
θ ∈ N) be fixed, and take j ∈ N large enough so that

θKj > 2kM2 , (7.6)

where Kj is as in (4.5). For ω ∈ Ω, let Gωj,M be the set defined in (5.10), with ε replaced by εj . By

Lemma 5.2 there exists Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′ and every xj,i ∈ Gωj,M
there exists kωj,i ∈ {0, . . . , k − 1} and corresponding annuli Cωj,i := C

kωj,i
εj ,θ,M

(εjxj,i), such that we

can construct a sequence (wωj ) ⊂ W 1,q
0 (D;Rm) satisfying properties (i) -(iv), with ūL,ωj,i and σ̄ωj,i

defined as in (ii) therein.
Note that the modified sequence (wωj ) vanishes on the perforations centred in Gωj,M , and on

∂D. Indeed, by Lemma 5.2 (i), we have that

wωj ≡ uLj in D \
⋃

xj,i∈Gωj,M

Cωj,i . (7.7)

Moreover, by (3.1), (4.5), (7.6), for j ∈ N large enough (with respect to k,M, θ) and for every
xj,i ∈ Gωj,M we have

αεjρj,i ≤ (εj/Kj)M ≤ 2−kθεj/M ,

and hence

Bαεj ρj,i(εjxj,i) ⊂ B2−kθεj/M (εjxj,i) ∀xj,i ∈ Gωj,M .

It then follows that ⋃
xj,i∈Gωj,M

Bαεj ρj,i(εjxj,i) ⊂ D \
⋃

xj,i∈Gωj,M

Cωj,i

and so by (7.7) and by (7.5)(i),

wωj ≡ uLj ≡ 0 on

( ⋃
xj,i∈Gωj,M

Bαεj ρj,i(εjxj,i) ∩D
)
∪ ∂D . (7.8)
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Moreover, since wωj ⇀
j→∞

u weakly in W 1,q(D;Rm),

sup
j∈N
‖wωj ‖W 1,q(D;Rm) ≤ C < +∞ , (7.9)

where the constant C > 0 might depend on L, u but not on ω ∈ Ω′.

Step 3: Splitting of the energy. By Lemma 5.2 (iv) we have

Fωεj (u
L
j ) =

ˆ
D

f(∇uLj ) dx ≥
ˆ
D\Eθ,M,ωj

f(∇wωj ) dx+

ˆ
Eθ,M,ωj

f(∇wωj ) dx− C

k
, (7.10)

where we set

Eθ,M,ω
j :=

⋃
xj,i∈Gωj,M

Bσ̄ωj,i(εjxj,i) .

In what follows we deal with the two integrals in the right-hand side of (7.10) separately. We will

show that the integral outside Eθ,M,ω
j will result in the first integral in F0, while the integral on

Eθ,M,ω
j will give the capacitary term in the limit.

Step 3.1: The energy contribution outside Eθ,M,ω
j . For every ω ∈ Ω′ we define the auxiliary

sequence

vωj :=

{
wωj in D \ Eθ,M,ω

j ,

ūL,ωj,i in Bσ̄ωj,i for each xj,i ∈ Gωj,M .

Note that vωj is a modification of wωj in D at no additional cost in terms of f , since vωj is piecewise

constant on Eθ,M,ω
j and f(0) = 0 by assumption, so thatˆ

D\Eθ,M,ωj

f(∇wωj ) dx =

ˆ
D

f(∇vωj ) dx . (7.11)

Moreover, by construction the sequence (vωj ) is bounded in W 1,q(D;Rm) independently of ω ∈ Ω′,
since by (7.5) and (7.9),

sup
j∈N
‖vωj ‖W 1,q(D;Rm) . RL + sup

j∈N
‖wωj ‖W 1,q(D;Rm) ≤ C < +∞ . (7.12)

We now show that there exists a set Ω′ ∈ T with P(Ω′) = 1 (which may be different from the one
in Step 2, but depends only on the m.p.p. (Φ,R), and hence will not be relabelled) such that for
every ω ∈ Ω′

vωj ⇀ uL weakly in W 1,q(D;Rm) as j → +∞ . (7.13)

Note that any subsequence (vωj ) is bounded in W 1,q(D;Rm) by (7.12), and hence admits a (not-

relabelled) convergent subsequence, converging weakly in W 1,q(D;Rm) to a function vω, that a
priori might be probabilistic. It therefore suffices to show that there exists Ω′ ∈ T with P(Ω′) = 1
such that for every ω ∈ Ω′,

vω ≡ uL Ln − a.e. in D .

We have that

vωj = wωj = uLj in D \
⋃

xj,i∈Φ
2/M,ω
j (D)

Bθεj/M (εjxj,i) ⊂ D \
⋃

xj,i∈Gωj,M

Bθεj/M (εjxj,i) .

In particular, this means that

(vωj − uLj )χωj = 0, where χωj := χD\
⋃

xj,i∈Φ
2/M,ω
j

(D)

Bθεj/M (εjxj,i) . (7.14)

By the stationarity assumption (H1) and (H3) of Subsection 2.3 for Φ2/M (these properties being
transferred to it by the corresponding ones of Φ), we have that Φ2/M is ergodic. Hence, Birkhoff’s
Ergodic Theorem (see, e.g., [26, Property 2.10]) guarantees that, since θ ∈ (0, 1), there exists a
set Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′

χωj ⇀ K > 0 weakly* in L∞ , (7.15)
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where K > 0 is a deterministic constant. From (7.14), (7.15), (7.5)(ii) and by the convergence
(up to subsequences) of vωj to vω, we then conclude that

0 =

ˆ
D

χωj |vωj − uLj |dx →
j→+∞

K

ˆ
D

|vω − uL|dx ,

and hence vω ≡ uL Ln-a.e. in D, as desired. This proves (7.13).
Then, by taking the lim inf as j → +∞ in (7.11), we obtain that for every ω in a set Ω′ ∈ T

with P(Ω′) = 1 (which depends only on the m.p.p. (Φ,R), but is independent of all the parameters
and the functions involved in the arguments),

lim inf
j→+∞

ˆ
D\Eθ,M,ωj

f(∇wωj ) dx = lim inf
j→+∞

ˆ
D

f(∇vωj ) dx ≥
ˆ
D

Qf(∇uL) dx , (7.16)

where we have used (7.13), and the fact that the functional
´
D
Qf(∇·) dx is the lower semicontin-

uous envelope of
´
D
f(∇·) dx with respect to the weak W 1,q(D;Rm)-topology (cf. [3]).

Step 3.2: The energy contribution in Eθ,M,ω
j . Let j ∈ N be large enough so that (7.6) is satisfied,

where Kj is as in (4.5), and let xj,i ∈ Gωj,M . We define ζωj,i : BθKj (0)→ Rm as

ζωj,i(y) :=

w
ω
j (εjxj,i + αεjy) in Bσ̄ωj,i/αεj (0) ,

ūL,ωj,i in BθKj (0) \Bσ̄ωj,i/αεj (0) ,
(7.17)

where σ̄ωj,i and ūL,ωj,i are defined as in Lemma 5.2(ii). In particular,

ζωj,i|∂Bσ̄ω
j,i
/αεj

(0) ≡ wωj |∂Bσ̄ω
j,i

(εjxj,i) ≡ ū
L,ω
j,i , (7.18)

and Bσ̄ωj,i/αεj (0) = B 3
4 2
−kω
j,iθKj/M

(0) ⊂ BθKj (0). Moreover, since xj,i ∈ Gωj,M , by (7.6) we have

that

αεjρj,i ≤ αεjM ≤
εj
Kj

M < εjM
θ2−k

M2
≤ 3

4
2−(k−1) θεj

M
≤ σ̄ωj,i .

By (7.17), (7.18), and (7.8), we have

ζωj,i − ū
L,ω
j,i ∈W

1,q
0 (BθKj (0);Rm) , ζωj,i|Bρω

j,i
(0) ≡ w

ω
j

∣∣
Bαεj ρj,i

(εjxj,i)
≡ 0 , (7.19)

i.e., ζωj,i is a competitor in the minimisation problem defining ϕjθ,ρj,i(ū
L,ω
j,i ) (see (4.7)).

By a change of variables we rewrite the energy contribution in (7.10) relative to the set Eθ,M,ω
j ,

as ˆ
Eθ,M,ωj

f(∇wωj ) dx =
∑

xj,i∈Gωj,M

ˆ
Bσ̄ω

j,i
(εjxj,i)

f(∇wωj (x)) dx

= αnεj

∑
xj,i∈Gωj,M

ˆ
Bσ̄ω

j,i
/αεj

(0)

f
(
∇wωj (εjxj,i + αεjy)

)
dy

= εnj
∑

xj,i∈Gωj,M

ˆ
Bσ̄ω

j,i
/αεj

(0)

αqεjf
(
α−1
εj ∇ζ

ω
j,i(y)

)
dy .

Recalling that f(0) = 0, since ∇ζωj,i ≡ 0 in BθKj (0) \Bσ̄ωj,i/αεj (0), for every xj,i ∈ Gωj,M we haveˆ
Bσ̄ω

j,i
/αεj

(0)

αqεjf
(
α−1
εj ∇ζ

ω
j,i(y)

)
dy =

ˆ
BθKj (0)

αqεjf
(
α−1
εj ∇ζ

ω
j,i(y)

)
dy

≥
ˆ
BθKj (0)

gj(∇ζωj,i(y)) dy ≥ ϕjθ,ρj,i(ū
L,ω
j,i ) ,

where we have used that f ≥ Qf , (3.5), (4.7), and (7.19). In conclusion,ˆ
Eθ,M,ωj

f(∇wωj ) dx ≥ εnj
∑

xj,i∈Gωj,M

ϕjθ,ρj,i(ū
L,ω
j,i ) . (7.20)
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Taking now in (7.20) the liminf as j → +∞, then (up to a not-relabelled subsequence) θ → 0+

and then M → +∞, and using (7.5) and Proposition 6.1, we deduce that there exists Ω′ ∈ T with
P(Ω′) = 1 (depending only on (Φ,R)) such that for every ω ∈ Ω′,

lim
M→+∞

lim
θ→0+

lim inf
j→+∞

ˆ
Eθ,M,ωj

f(∇wωj ) dx ≥ 〈N(Q)〉
ˆ
D

ϕ(uL) dx . (7.21)

Step 4: Conclusion. Taking in (7.10) the liminf as j → +∞, and then the (subsequential) limits
as θ → 0+ and M → +∞, and since the left-hand side of (7.10) is independent of θ,M , in view
of (7.16) and (7.21) we obtain that for P-a.e. ω ∈ Ω,

lim inf
j→+∞

Fωεj (u
L
j ) ≥

ˆ
D

Qf(∇uL) dx+ 〈N(Q)〉
ˆ
D

ϕ(uL)− C

k
. (7.22)

Combining (7.22), (7.3) and (7.4) we conclude that for P-a.e. ω ∈ Ω

lim inf
j→+∞

Fωεj (uj) ≥
ˆ
D

Qf(∇uL) dx+ 〈N(Q)〉
ˆ
D

ϕ(uL) dx− C

k
− η . (7.23)

By the arbitrariness of k, η, L > 0 we first let k → +∞ in (7.23), then η → 0+, and finally L→ +∞.
Then, (7.5)(ii), the lower semicontinuity of the functional

´
D
Qf(∇·) dx with respect to the weak

W 1,q(D;Rm)-topology and the continuity of
´
D
ϕ(·) dx with respect to strong Lq(D;Rm)-topology,

guarantee the existence of a set Ω′ ∈ T with P(Ω′) = 1 (depending only on (Φ,R)) such that for

every ω ∈ Ω′ and every (uj), u ∈W 1,q
0 (D;Rm) with uj ⇀

j→+∞
u weakly in W 1,q(D;Rm),

lim inf
j→+∞

Fωj (uj) ≥
ˆ
D

Qf(∇u) dx+ 〈N(Q)〉
ˆ
D

ϕ(u) dx = F0(u) ,

which concludes the proof of the proposition. �

7.2. The Γ-limsup inequality. In this subsection we prove the following result.

Proposition 7.2. Let (εj) ↘ 0. Let Ω′ ∈ T with P(Ω′) = 1 be such that the conclusions of

Proposition 7.1 hold true for every ω ∈ Ω′, and let u ∈W 1,q
0 (D;Rm). Then there exists a sequence

(uj) ⊂W 1,q
0 (D;Rm) satisfying uj → u in L1(D;Rm), and such that

lim sup
j→+∞

Fωεj (uj) ≤ F0(u) , (7.24)

where Fωεj and F0 are defined in (3.4) and (3.16) respectively.

Before embarking on the proof of the proposition, we present some auxiliary lemmata, that
can be thought of as partially constructing “correctors” in the spirit of [21, Lemma 3.1]. These
auxiliary results will be crucial in the construction of an admissible recovery sequence, namely
that vanishes on the entire set of perforations Hω

ε ∩D.
We first introduce the set of very good perforations as follows. Let ε > 0, M ∈ N, θ ∈ (0, 1)

(with 1/θ ∈ N) be fixed, and assume that

0 < θ <
3

8M
. (7.25)

For every ω ∈ Ω we define

Iωε,g,θ := {xi ∈ Iωε,g : ∃xk ∈ Iωε,g \ {xi} with ∂Bθε(εxi) ∩Bεrωε (εxk) 6= ∅} ,

where (rωε ) and Iωε,g are as in Lemma 5.1. These are the good centres that are not (θ+rωε )-separated
from other good centres. We recall that points in Iωε,g are at least 2rε-separated from one another
(cf. (5.7)). Recalling (5.10), we define the mildly good centers as

(MG)
ω
ε,θ,M := (Iωε,g \Gωε,M ) ∪ (Gωε,M ∩ Iωε,g,θ) , (7.26)

and the very good centers as

(V G)
ω
ε,θ,M := Gωε,M \ (MG)

ω
ε,θ,M . (7.27)
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In short, the very good centres are the subset of Gωε,M for which the corresponding balls are
deterministically separated, at scale ε, also from other good balls in Iωε,g, which is a priori not
guaranteed (see Remark 5.3).

We also use the shorthand notations (MG)
ω
j,θ,M := (MG)

ω
εj ,θ,M

and (V G)
ω
j,θ,M := (V G)

ω
εj ,θ,M

for a sequence (εj)↘ 0.
A fundamental property that we will use is that the mildly good perforations do not contribute

to the limit capacity, as made precise in the following lemma.

Lemma 7.3. Let (εj) ↘ 0. There exists Ω′ ∈ T with P(Ω′) = 1 such that for every ω ∈ Ω′ we
have (possibly along ω-independent subsequences)

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈(MG)ωj,θ,M

(ρj,i)
n−q = 0 . (7.28)

Proof. We show separately that

lim
M→+∞

lim
j→+∞

εnj
∑

xj,i∈(Iωεj,g
\Gωj,M )

(ρj,i)
n−q = 0 (7.29)

and

lim
M→+∞

lim
θ→0+

lim
j→+∞

εnj
∑

xj,i∈(Gωj,M∩Iωεj,g,θ)

(ρj,i)
n−q = 0 , (7.30)

so that (7.28) follows by (7.26).
Let Ω′ ∈ T be as in Lemma 5.1, and let M ∈ N, j ∈ N and θ ∈ (0, 1) (with 1/θ ∈ N) be such

that (by (7.25))

0 < rωεj < θ <
3

8M
. (7.31)

To prove (7.29), we first decompose in Ω′,

Iωεj ,g = (Iωεj ,g ∩ Φ2/M,ω
εj (D)) ∪ (Iωεj ,g \ Φ2/M,ω

εj (D))

= (Gωj,M ∪ Iωj,M ∪ Jωj,M ) ∪ (Iωεj ,g \ Φ2/M,ω
εj (D)) ,

where Iωj,M and Jωj,M are defined in (6.19), so that we can write

Iωεj ,g \G
ω
j,M = Iωj,M ∪ Jωj,M ∪ (Iωεj ,g \ Φ2/M,ω

εj (D)) . (7.32)

Hence, by (6.22) and (6.24), the claim (7.29) follows if we show that

lim
M→+∞

lim
j→+∞

εnj
∑

xj,i∈Iωεj,g\Φ
2/M,ω
εj

(D)

(ρj,i)
n−q = 0 . (7.33)

Let R ∈ N be fixed. Then we can write∑
xj,i∈Iωεj,g\Φ

2/M,ω
εj

(D)

(ρj,i)
n−q

≤
∑

xj,i∈Iωεj,g\Φ
2/M,ω
εj

(D)

(ρj,i)
n−qχ[0,R](ρj,i) +

∑
xj,i∈Iωεj,g\Φ

2/M,ω
εj

(D)

(ρj,i)
n−qχ(R,+∞)(ρj,i)

≤ Rn−q#
(
Iωεj ,g \ Φ2/M,ω

εj (D)
)

+
∑

xj,i∈Φωεj
(D)

(ρj,i)
n−qχ(R,+∞)(ρj,i). (7.34)

Since by (5.6) we have that εnj #Iωεj ,b → 0 as j → +∞, we deduce that there exists a set ΩM ∈ T ,

ΩM ⊂ Ω′, with P(ΩM ) = 1, such that

lim
j→+∞

εnj #
(
Iωεj ,g\Φ

2/M,ω
εj (D)

)
= lim
j→+∞

εnj #
(
Φωεj (D)\Φ2/M,ω

εj (D)
)

= (〈N(Q)〉−〈N2/M (Q)〉)Ln(D) ,

(7.35)



44 L. SCARDIA, K. ZEMAS, AND C. I. ZEPPIERI

for ω ∈ ΩM , where we have used (5.15) and (5.17). Moreover, by Lemma 5.4 applied to Yj,i :=
(ρj,i)

n−qχ(R,+∞)(ρj,i) we have that

lim
j→+∞

εnj
∑

xj,i∈Φωεj
(B)

(ρj,i)
n−qχ(R,+∞)(ρj,i) = 〈N(Q)〉〈ρn−qχ(R,+∞)(ρ)〉Ln(D) (7.36)

in a set of full probability ΩM,R. Hence, by (7.34), (7.35) and (7.36) it follows that P-a.e. in Ω

lim
j→+∞

εnj
∑

xj,i∈Iωεj,g\Φ
2/M,ω
εj

(D)

(ρj,i)
n−q ≤ Rn−q(〈N(Q)〉 − 〈N2/M (Q)〉)Ln(D)

+ 〈N(Q)〉〈ρn−qχ(R,+∞)(ρ)〉Ln(D) .

Now, by letting M → +∞, thanks to (5.17), we have

lim
M→+∞

lim
j→+∞

εnj
∑

xj,i∈Iωεj,g\Φ
2/M,ω
εj

(D)

(ρj,i)
n−q ≤ 〈N(Q)〉〈ρn−qχ(R,+∞)(ρ)〉Ln(D) .

Finally, by letting R → +∞, since 〈ρn−q〉 < +∞ by (2.10), we obtain (7.29), for every ω in a
set of probability 1, where the latter can be chosen independently of M ∈ N and θ ∈ (0, 1) (with
1/θ ∈ N). For the proof of (7.30), we claim that by the choice (7.31)

Gωj,M ∩ Iωεj ,g,θ ⊂ I
ω
εj ,g \ Φ2/M,ω

εj (D) . (7.37)

If (7.37) is proved, by proceeding as above for the proof of (7.33), we can conclude. So it remains
to prove (7.37).

To this aim, let xj,i ∈ Gωj,M ∩ Iωεj ,g,θ. Then there exists xj,k ∈ Iωεj ,g \ {xj,i} (and in fact a

posteriori xj,k ∈ Iωεj ,g \G
ω
j,M ) and y ∈ Rn such that

y ∈ ∂Bθεj (εjxj,i) ∩Bεjrωεj (εjxj,k) .

This and (7.31) imply that

|εjxj,i − εjxj,k| ≤ |εjxj,i − y|+ |y − εjxj,k| ≤ (θ + rωεj )εj < 2θεj <
3εj
4M

<
2εj
M

,

i.e., xj,i ∈ Iωεj ,g \ Φ
2/M,ω
εj (D) as we claimed in (7.37). �

We now present a construction of “partial correctors” in the spirit of [21, Lemma 3.1].

Lemma 7.4. There exists a set Ω′ ∈ T with P(Ω′) = 1 with the following property. Let (εj)↘ 0,
M ∈ N, and θ ∈ (0, 1) (with 1/θ ∈ N) such that (7.31) holds true. For every ω ∈ Ω′ there exists a
corrector function φωj,θ,M ∈W 1,q(D; [0, 1]) satisfying the following properties:

(i) φωj,θ,M ≡ 0 on Hω
εj ,b ∪

( ⋃
xj,i∈(MG)ωj,θ,M

Bαεj ρj,i(εjxj,i)
)
,

(ii) φωj,θ,M ≡ 1 on D \
(
Dω
εj ,b ∪

⋃
xj,i∈(MG)ωj,θ,M

Bεjrωεj
(εjxj,i)

)
,

(iii) lim
M→+∞

lim
θ→0+

lim
j→+∞

‖φωj,θ,M − 1‖W 1,q(D) = 0 .

(7.38)

Proof. First of all, for every ω ∈ Ω′ ∈ T as in Lemma 5.1, by the definition of the q-capacity in
(3.11) there exists φω0,j ∈W

1,q
0 (Dω

εj ,b
; [0, 1]) such that

φω0,j |Hωεj,b ≡ 1 ,

ˆ
Dωεj,b

|∇φω0,j |q dx ≤ 2Capq(H
ω
εj ,b, D

ω
εj ,b) .

By setting φω1,j := 1− φω0,j (extended to 1 in D \Dω
εj ,b

) we obtain a function φω1,j ∈W 1,q(D; [0, 1])

such that

φω1,j |Hωεj,b ≡ 0 , φω1,j |D\Dωεj,b ≡ 1 ,

ˆ
D

|∇φω1,j |q dx ≤ 2Capq(H
ω
εj ,b, D

ω
εj ,b) . (7.39)
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Analogously, for every xj,i ∈ (MG)
ω
j,θ,M , let φω0,j,i ∈W

1,q
0 (Bεjrωεj

(εjxj,i); [0, 1]) be such that

φω0,j,i|Bαεj ρj,i (εjxj,i)
≡ 1 ,

ˆ
Bεjrωεj

(εjxj,i)

|∇φω0,j,i|q dx ≤ 2Capq(Bαεj ρj,i(εjxj,i), Bεjrωεj
(εjxj,i)) .

Note that, all the functions φω0,i,j have disjoint supports. Proceeding as in the proof of (5.9), we
estimate

Capq
(
Bαεj ρj,i(εjxj,i), Bεjrωεj

(εjxj,i)
)
≤ cn,q

(
(αεjρj,i)

(q−n)/(q−1) − (εjr
ω
εj )

(q−n)/(q−1)
)1−q

. εnj (ρj,i)
n−q.

Set

φω2,j,θ,M := 1−
∑

xj,i∈(MG)ωj,θ,M

φω0,j,i ;

then φω2,j,θ,M ∈W 1,q(D; [0, 1]),

φω2,j,θ,M ≡ 0 on
⋃

xj,i∈(MG)ωj,θ,M

Bαεj ρj,i(εjxj,i) , φ
ω
2,j,θ,M ≡ 1 on D \

⋃
xj,i∈(MG)ωj,θ,M

Bεjrωεj
(εjxj,i) ,

and, since the functions φω0,j,i have disjoint supports (cf. (5.7)),ˆ
D

|∇φω2,j,θ,M |q dx =
∑

xj,i∈(MG)ωj,θ,M

ˆ
Bεjrωεj

(εjxj,i)

|∇φω0,j,i|q dx . εnj
∑

xj,i∈(MG)ωj,θ,M

(ρj,i)
n−q . (7.40)

Setting now

φωj,θ,M := φω1,j ∧ φω2,j,θ,M ∈W 1,q(D; [0, 1]) , (7.41)

it is clear by (7.39)-(7.41) that φωj,θ,M satisfies the claims (i) and (ii). To prove (iii), since

φωj,θ,M |∂D ≡ 1, by the Poincaré inequality in D it suffices to verify that

lim
M→+∞

lim
θ→0+

lim
j→+∞

ˆ
D

|∇φωj,θ,M |q dx = 0 . (7.42)

By (7.39) and (7.40) it is straightforward to estimateˆ
D

|∇φωj,θ,M |q dx ≤
ˆ
D

|∇φω1,j |q dx+

ˆ
D

|∇φω2,j,θ,M |q dx

. Capq(H
ω
εj ,b, D

ω
εj ,b) + εn

∑
xj,i∈(MG)ωj,θ,M

(ρj,i)
n−q .

The claim (7.42) then follows from (5.9) and (7.28) . �

We are now ready for the proof of the limsup inequality.

Proof of Proposition 7.2. For the proof of (7.24) we follow broadly the approach developed for the
periodic setting in [3, Section 6] and [4]. We note, however, that extra care has to be taken here
for the construction of an admissible recovery sequence to guarantee that it vanishes in the set
Hω
ε , due to the lack of separation of the perforations. We give the whole argument in detail for

the sake of completeness.
Let (uj) ⊂W 1,q

0 (D;Rm) be such that

uj⇀u weakly in W 1,q(D;Rm) as j → +∞ , (7.43)

and

lim
j→+∞

ˆ
D

f(∇uj) dx =

ˆ
D

Qf(∇u) dx . (7.44)

Note that the existence of a sequence (uj) satisfying (7.43) and (7.44) follows by the characteriza-
tion of

´
D
Qf(∇·) dx as the lower semicontinuous envelope of

´
D
f(∇·) dx with respect to the weak

W 1,q(D;Rm)-topology. By [5, Lemma C.5, Remark C.6] and [19, Lemma 1.2] we may also sup-

pose, without loss of generality, that (uj) ⊂ W 1,∞
0 (D;Rm) and that (|∇uj |q) are equi-integrable.
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We now modify the sequence (uj) to make it admissible for the energy Fωεj . In particular, the
functions uj need additionally to be set to zero on the perforations.

Let j ∈ N be large enough so that (4.10) is satisfied, where Kj is defined as in (4.5). Let
k,M ∈ N, θ ∈ (0, 1) (with 1/θ ∈ N) be fixed and assume that also (7.25) holds true. Let now
θ′ := 4θM

3 ; note that θ′ ∈ (0, 1/2) by (7.25). We apply Lemma 5.2, with the θ′ defined above,
to the sequence (uj), but where Gωj,M is replaced by the smaller set (V G)ωj,θ,M defined in (7.27).

Then we find a modified sequence (wωj ) ⊂W 1,q
0 (D;Rm) satisfying

(i) wωj ≡ uj in D \
⋃
xj,i∈(V G)ωj,θ,M

C0
εj ,θ′,M

(εjxj,i);

(ii) wωj ≡ ūωj,i on ∂Bσ̄ωj,i(εjxj,i), for every xj,i ∈ (V G)ωj,θ,M , where

ūωj,i :=

 
C0
εj,θ
′,M (εjxj,i)

uj dx , σ̄ωj,i :=
3

4

θ′εj
M

= θεj ; (7.45)

(iii) wωj ⇀ u weakly in W 1,q(D;Rm);

(iv)
∣∣∣ ´D f(∇wωj ) dx−

´
D
f(∇uj) dx

∣∣∣ ≤ Ck(θ′)n + C
k , where Ck > 0 can blow up as k → +∞;

(v) (wωj ) ⊂W 1,∞(D;Rm) and ‖wωj ‖L∞(D) ≤ ‖uj‖L∞(D) .

Note that, since (|∇uj |q) are equi-integrable, one can choose kωj,i = 0 in (i)-(ii) above for every

xj,i ∈ (V G)
ω
j,θ,M ⊂ Gωj,M . Moreover, following the explicit construction of the modified sequence

in the proof of Lemmata 4.7 and 5.2, one can see that also (wωj ) has equi-integrable q-gradients,
and that it satisfies (v).

We now proceed with the proof of the lim sup inequality (7.24) in two steps.

Step 1: Assuming that supj∈N ‖uj‖L∞(D) =: L < +∞. Let η > 0 be fixed. By the character-

ization of
´
D
Qf(∇·) dx as the lower semicontinuous envelope of

´
D
f(∇·) dx with respect to the

weak W 1,q(D;Rm)-topology, and by (3.5) and (4.7), for every xj,i ∈ (V G)
ω
j,θ,M ⊂ Gωj,M we can

pick a test function ζωj,i satisfying

ζωj,i − ūωj,i ∈W
1,q
0 (BθKj (0);Rm) , ζωj,i ≡ 0 on Bρωj,i(0) , (7.46)

such that ˆ
BθKj (0)

αqεjf(α−1
εj ∇ζ

ω
j,i) dx ≤ ϕjθ,ρj,i(ū

ω
j,i) + η . (7.47)

We now set

vωj,θ,M (x) :=

{
wωj (x) for x ∈ D \

⋃
xj,i∈(V G)ωj,θ,M

Bθεj (εjxj,i) ,

ζωj,i
(
α−1
εj (x− εjxj,i)

)
for x ∈ Bθεj (εjxj,i) , xj,i ∈ (V G)

ω
j,θ,M .

(7.48)

Recall that by property (7.45) and (7.46) we have that wωj ≡ ūωj,i on ∂Bθεj (εjxj,i) for every

xj,i ∈ (V G)
ω
j,θ,M . Hence vωj,θ,M ∈ W 1,q

0 (D;Rm), since (wωj ) ⊂ W 1,q
0 (D;Rm) (and actually in

W 1,∞
0 (D;Rm)), and with no loss of generality we can assume that Bθεj (εjxj,i) ⊂ D for every

xj,i ∈ (V G)ωj,θ,M by repeating a similar argument as the one presented right after (5.11) (see also

the proof of Proposition (5.2)). Moreover, by (7.46) and (7.48) we have that

vωj,θ,M = 0 in
⋃

xj,i∈(V G)ωj,θ,M

Bαεj ρj,i(εxj,i) . (7.49)

We now further modify vωj,θ,M to obtain a sequence that vanishes on all perforations. To this aim,
we set

Uωj,θ,M := φωj,θ,Mv
ω
j,θ,M , (7.50)

where the corrector φωj,θ,M is defined as in Lemma 7.4.

By (7.38)(i), (7.26), (7.27) and (7.49) we have that Uωj,θ,M = 0 in Hω
εj ; moreover, by (7.50) and

that vωj,θ,M = 0 on ∂D, we also have that Uωj,θ,M = 0 on ∂D. We next show that Uωj,θ,M ⇀ u

weakly in W 1,q(D;Rm), as j → +∞, θ → 0+ and M → +∞. We do so by proving a uniform
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bound for the energy (3.4) of (Uωj,θ,M ), which guarantees a bound on its q-gradients by (3.3), and

hence a bound on the W 1,q-norm of (Uωj,θ,M ) by the Poincaré inequality on D.
First we set for notational convenience

H̃ω
j,θ,M := Dω

εj ,b ∪
⋃

xj,i∈(MG)ωj,θ,M

Bεjrωεj
(εjxj,i) , D̃ω

j,θ,M :=
⋃

xj,i∈(V G)ωj,θ,M

Bθεj (εjxj,i) . (7.51)

Note that, by (5.5) and(5.7),

Ln(H̃ω
j,θ,M ) .

∑
xj,i∈Iωεj,b

(αεjρj,i)
n +

∑
xj,i∈(MG)ωj,θ,M

(εjr
ω
εj )

n

≤
∑

xj,i∈Iωεj,b

(εnj (ρj,i)
n−q)

n
n−q +

∑
xj,i∈Φωεj

(D)

(εjr
ω
εj )

n

≤
(
εnj

∑
xj,i∈Iωεj,b

(ρj,i)
n−q
) n
n−q

+ (εnjN
ω
εj (D))(rωεj )

n , (7.52)

where we used that, for α ≥ 1 and ti ≥ 0 for every i ∈ N,∑
i∈N

tαi ≤
(∑
i∈N

ti

)α
.

By (5.4)–(5.7) we have that Ln(H̃ω
j,θ,M )→ 0 as j → +∞. Analogously,

Ln(D̃ω
j,θ,M ) ≤ θn(εnjN

ω
εj (D)) . (7.53)

Finally we estimate the energy (3.4) of (Uωj,θ,M ). Using (7.48)–(7.50) and (3.3), we estimate

ˆ
D

f(∇Uωj,θ,M ) dx =

ˆ
D\D̃ωj,θ,M

f(∇Uωj,θ,M ) dx+

ˆ
D̃ωj,θ,M

f(∇Uωj,θ,M ) dx

≤
ˆ
D\(D̃ωj,θ,M∪H̃

ω
j,θ,M )

f(∇wωj ) dx+
∑

xωj,i∈(V G)ωj,θ,M

ˆ
Bθεj (εjxωj,i)

f(∇Uωj,θ,M ) dx

+ c2

ˆ
H̃ωj,θ,M

(
|φωj,θ,M∇vωj,θ,M +∇φωj,θ,M ⊗ vωj,θ,M |q + 1|

)
. (7.54)

We deal with each term on the right-hand side of (7.54) separately. For the first term, by (3.3)
and by property (iv) of (wωj ),

ˆ
D\(D̃ωj ∪H̃ωj,θ,M )

f(∇wωj ) dx ≤
ˆ
D

f(∇wωj ) dx+ c1

ˆ
D̃ωj,θ,M∪H̃

ω
j,θ,M

(1− |∇wωj |q) dx

≤
ˆ
D

f(∇uj) dx+ Ck(θ′)n +
C

k
+ c1Ln(D̃ω

j,θ,M ∪ H̃ω
j,θ,M ) . (7.55)

For the second term on the right-hand side of (7.54), by a simple change of variables, (7.38)(ii),
(7.47) and (7.48), for every xj,i ∈ (V G)

ω
j,θ,M we have

ˆ
Bθεj (εjxj,i)

f(∇Uωj,θ,M (x)) dx =

ˆ
Bθεj (εjxj,i)

f(α−1
εj ∇ζ

ω
j,i

(
α−1
εj (x− εjxj,i)

)
) dx

= εnj

ˆ
BθKj (0)

αqεjf(α−1
εj ∇ζ

ω
j,i(y)) dy ≤ εnj ϕ

j
θ,ρj,i

(ūωj,i) + ηεnj .
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Moreover, by (7.27) and (4.8),

εnj
∑

xj,i∈(V G)ωj,θ,M

ϕjθ,ρj,i(ū
ω
j,i) = εnj

∑
xj,i∈Gωj,M

ϕjθ,ρj,i(ū
ω
j,i)− εnj

∑
xj,i∈(MG)ωj,θ,M∩Gωj,M

ϕjθ,ρj,i(ū
ω
j,i)

≤ εnj
∑

xj,i∈Gωj,M

ϕjθ,ρj,i(ū
ω
j,i) + C2θ

n(εnjN
ω
εj (D)) .

Finally, we consider the third term on the right-hand side of (7.54). By the fact that 0 ≤ φωj,θ,M ≤
1, and that vωj,θ,M = wωj in H̃ω

j,θ,M by (7.48) and (7.51), we have

ˆ
H̃ωj,θ,M

(
|φωj,θ,M∇vωj,θ,M +∇φωj,θ,M ⊗ vωj,θ,M |q + 1

)
dx .

ˆ
H̃ωj,θ,M

(
|∇wωj |q + Lq|∇φωj,θ,M |q + 1

)
dx ,

(7.56)

where we have used that ‖wωj ‖L∞(D) ≤ ‖uj‖L∞(D) ≤ L < +∞, by property (v) of (wωj ) and by
the assumption in this step.

The upper bound estimate (7.54), together with (7.55)–(7.56), (7.53), yields
ˆ
D

f(∇Uωj,θ,M ) dx ≤
ˆ
D

f(∇uj) + εnj
∑

xj,i∈Gωj,M

ϕjθ,ρj,i(ū
ω
j,i)

+ C

ˆ
H̃ωj,θ,M

|∇wωj |q dx+ CLq
ˆ
D

|∇φωj,θ,M |q dx

+ CLn(H̃ω
j,θ,M ) + C(η + θn)(εnjN

ω
εj (D)) + Ck(θ′)n +

C

k
. (7.57)

By (7.44), (4.18), the growth condition (3.3), property (iv) for (wωj ), (7.42), (7.52), and (5.4)–(5.7)
it follows that

sup
M,θ,j

ˆ
D

f(∇Uωj,θ,M ) dx ≤ CL < +∞ ,

and hence

sup
M,θ,j

‖Uωj,θ,M‖W 1,q(D;Rm) ≤ CL < +∞ ,

for a constant CL > 0 independent of ω ∈ Ω. By (7.43), proceeding as for the proof of (7.13), we
deduce that for P-a.e. ω ∈ Ω,

Uθ,M,ω
j ⇀ u weakly in W 1,q(D;Rm) as j → +∞, θ → 0+, M → +∞ .

Finally, we show that the admissible sequence (Uθ,M,ω
j ) is a recovery sequence, up to a diagonal

procedure. Indeed, taking in (7.57) the limsup as j → +∞, and using the subadditivity of the
limsup, (7.44), the equi-integrability of (|∇wωj |q), (7.52) and (5.15), we deduce

lim
j→+∞

ˆ
D

f(∇Uωj,θ,M ) dx ≤
ˆ
D

Qf(∇u) dx+ lim
j→+∞

εnj
∑

xj,i∈Gωj,M

ϕjθ,ρωj,i
(ūωj,i)

+CLq lim
j→+∞

ˆ
D

|∇φωj,θ,M |q dx+ C(η + θn)〈N(Q)〉Ln(D)

+Ck(θM)n +
C

k
.

Passing further to the limit superior in the above inequality in θ → 0+, and M → +∞, using
Proposition 6.1 and (7.42) we get

lim
M→+∞

lim
θ→0+

lim
j→+∞

ˆ
D

f(∇Uωj,θ,M ) dx ≤
ˆ
D

Qf(∇u) dx+ 〈N(Q)〉
ˆ
D

ϕ(u) dx+ C(η + 1/k) .
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By finally choosing a diagonal sequence (ũωj ) ⊂ W 1,q
0 (D;Rm), with ũωj := Uωj,θj ,Mj

, we conclude

that for P-a.e. ω ∈ Ω (ũωj ) is admissible; i .e., ũωj |Hωεj∪∂D ≡ 0, and

lim sup
j→+∞

ˆ
D

f(∇ũωj ) dx ≤
ˆ
D

Qf(∇u) dx+ 〈N(Q)〉
ˆ
D

ϕ(u) dx+ C(η + 1/k) ,

where we have used that for P-a.e. ω ∈ Ω the sequence (ũωj ) converges to u weakly in W 1,q(D;Rm),

and hence also in L1(D;Rm).
Hence, (7.24) follows by the arbitrariness of k ∈ N and η ∈ (0, 1), with (ũωj ) as a recovery

sequence.

Step 2: Removing the uniform L∞-bound on (uj). This is done by following verbatim the final

argument in [3]. Indeed, assume first that u ∈W 1,q
0 (D;Rm)∩L∞(D;Rm), and let L := 4‖u‖L∞(D).

Let ΨL : Rm 7→ Rm be a Lipschitz function with Lipschitz constant at most 1 such that

ΨL(z) :=

{
z if |z| ≤ L/2 ,
0 if |z| ≥ L .

Let again (uj) ∈W 1,q
0 (D;Rm) be such that (7.43)-(7.44) hold true. Without loss of generality we

assume that uj → u pointwise Ln-a.e in D as j → +∞, and that (|∇uj |q) is equi-integrable on
D. We now set uLj := ΨL(uj). By the Ln-a.e. pointwise convergence uj to u we have that

Ln
(
{uLj 6= uj}

)
≤ Ln

(
{|uj | > ‖u‖L∞(D)}

)
−→ 0 as j → +∞ ,

hence, we also have that uLj ⇀ u weakly in W 1,q(D;Rm) as j → +∞. Furthermore, by the
equi-integrability of (|∇uj |q) we obtain

lim
j→+∞

ˆ
D

f(∇uLj ) dx = lim
j→+∞

ˆ
D

f(∇uj) dx =

ˆ
D

Qf(∇u) dx ,

and we can therefore repeat all the reasonings of Step 1, with (uLj ) in the place of (uj) in order to
obtain the desired limsup inequality.

Finally, given an arbitrary u ∈ W 1,q
0 (D;Rm), we can approximate it by a sequence (uL) ⊂

W 1,q
0 (D;Rm) ∩ L∞(D;Rm) with respect to the strong W 1,q(D,Rm)-topology. Then, for P-a.e.

ω ∈ Ω by the lower semicontinuity of the functional

F
′′ω
0 := Γ- lim sup

j→+∞
Fωεj

with respect to the strong Lq(D;Rm)-topology (cf. [5, Remark 7.8]), we obtain

F
′′ω
0 (u) ≤ lim inf

L→+∞
F
′′ω
0 (uL) = lim

L→+∞
F0(uL) = F0(u) ,

which, by the definition of F ′′ω0 , is just another way of writing the desired limsup inequality in the
general case. The proof is now complete. �
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their applications, Collége de France Seminar, Res. Notes in Math. Vol. III (1982).

[13] D. J. Daley, D. Vere-Jones. An introduction to the theory of point processes. Vol.I: Elementary theory and
methods. Probability and its applications, Springer-Verlag New York (2003).

[14] D. J. Daley, D. Vere-Jones. An introduction to the theory of point processes. Vol.II: General theory and

structures. Probability and its applications, Springer-Verlag New York (2008).
[15] G. Dal Maso, A. Defranceschi. Limits of nonlinear Dirichlet problems in varying domains. Manuscripta

Math., 61 (1988), 251–278.

[16] G. Dal Maso, A. Garroni. New results on the asymptotic behaviour of Dirichlet problems in perforated
domains. Math. Models Methods Appl. Sci., 4(3) (1994), 373–407.

[17] H. Federer, W. Ziemer. The Lebesgue set of a function whose distribution derivatives are p-th power sum-

mable. Indiana Univ. Math. J., 22(2) (1972), 139–158.
[18] M. Focardi. Homogenisation of random fractional obstacle problems via Γ-convergence. Comm. in PDEs,

34(12) (2009), 1607–1631.

[19] I. Fonseca, S. Müller, P. Pedregal. Analysis of concentration and oscillation effects generated by gradients.
SIAM J. Math. Anal., 29(3) (1996), 736–756.

[20] A. Giunti. Convergence rates for the homogenization of the Poisson problem in randomly perforated domains.
Netw. Heterog. Media, 16(3) (2021), 341–375.
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