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Abstract. This article aims to build bridges between several notions of viscosity
solution of first order dynamic Hamilton-Jacobi equations. The first main result
states that, under assumptions, the definitions of Gangbo-Nguyen-Tudorascu and
Marigonda-Quincampoix are equivalent. Secondly, to make the link with Lions’
definition of solution, we build a regular extension of the Hamiltonian in L2

IP×L2
IP.

This extension allows to give an existence result of viscosity solution in the sense
of Gangbo-Nguyen-Tudorascu, as a corollary of the existence result in L2

IP × L2
IP.

We also give a comparison principle for rearrangement invariant solutions of the
extended equation. Finally we illustrate the interest of the extended equation by
an example in Multi-Agent Control.
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1. Introduction

In this article, we are interested in Hamilton-Jacobi equations in the space of
Wasserstein P2(Rd). Such equations arise naturally in many different fields. Up to
my knowledge, the fist appearance can be dated to 2008 on the one hand in Dif-
ferential Games with incomplete informations [8], on the other hand in [16] with
an equation coming from Fluid Mechanics. These kind of equations also appear for
instance in Mean Field Games (see [19],[6], [15], [7] among others) and Multi-Agent
Control ([20], [23], [10], [3]...). In many cases, the viscosity solution of such equation
is expected to be the limit of a sequence of solutions of Hamilton-Jacobi in finite
dimension. In the setting of Multi-Agent optimal control, trajectories in the space
of Wasserstein aim to model trajectories of flocks, herds or crowds with a high num-
ber of individuals. The position of the agents at a time t is represented through
a probability measure µt. A natural question is weather the value function can be
obtained as a limit, as N → +∞ of a sequence of value functions, each one being the
appropriate value of a control problem in (Rd)N of N trajectories of N agents in Rd.
The answer is positive and was proved in [9] in a quite general case. At the level of
solutions of Hamilton-Jacobi equations, this is done [15] and [7] for some equations
arising in Mean Field Games.

We focuses on dynamic first order Hamilton-Jacobi-Bellman equation on the space
of Wasserstein and on a time interval [0, T [ with the shape:

(HJ) ∂tu(t, µ) +H(µ,Dµu(t, µ)) = 0 ∀(µ, t) ∈ P2(Rd)× [0, T [
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where H : (µ, p) ∈ P2(Rd) × L2
µ(Rd) 7→ H(µ, p) ∈ R. This equation will be coupled

with a final condition
u(T, µ) = G(µ) ∀µ ∈ P2(Rd)

with G : P2(Rd)→ R bounded uniformly continuous.
Several notions of viscosity solutions in P2(Rd) exists in the literature. We can
cite among other the definitions of Cardaliaguet-Quincampoix [8], Gangbo-Nugyen-
Tudorascu [16], Ambrosio-Feng [2], Lions [19] (see also [6]), Marigonda-Quincampoix
[20], [23], [24], Badreddine-Frankowska [3], [4], or more recently Conforti-Kraaij-
Tonon [11] and Jerhaoui-Zidani [21], [22].
We concentrate on the notions of Gangbo-Nugyen-Tudorascu, Marigonda-Quincampoix
and Lions. In the continuity of [17] and [24], we aim to establish bridges between
these three notions. In a first step, we will deal with the two first definitions.

The definition of subsolution of Gangbo-Nugyen-Tudorascu requires a notion of
superdifferential. Namely for u : [0, T ] × P2(Rd) → R, (t0, µ0) ∈ [0, T [×P2(Rd), the
couple (pt, pµ) ∈ R× L2

µ0
(Rd,Rd) belongs to D+u(t0, µ0) if:

∀(t, ν) ∈ [0, T ]× P2(Rd), γ ∈ Πo(µ0, ν) :

u(t, ν)−u(t0, µ0) ≤ pt×(t−t0)+

∫
R2d

pµ(x)·(y−x) dγ(x, y)+o

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
,

and pµ ∈ Tµ0(Rd), the tangent space to P2(Rd) at µ0 (see section 2.1). Then,
classically, u is a viscosity subsolution of (HJ) if for all (t0, µ0) ∈ [0, T [×P2(Rd):

pt +H(µ0, pt) ≥ 0 ∀(pt, pµ) ∈ D+u(t0, µ0).

The definition of subsolution of Marigonda-Quincampoix will be called strict vis-
cosity subsolution and requires the notion of approximate superdifferential D+

ε u(·, ·)
associated to the definition above with ε > 0 in the spirit of [12]. Then the map u
is a strict viscosity subsolution of (HJ) if it exists C : P2(Rd)→ [0,+∞[ (with some
regularity assumption) such that for all (t0, µ0) ∈ [0, T [×P2(Rd):

pt +H(µ0, pt) ≥ −C(µ0)ε ∀(pt, pµ) ∈ D+u(t0, µ0).

The first main result of this paper states that, under some assumptions on H, both
notions of strict and non-strict viscosity solutions are equivalent. As done in [12] in
finite dimension, for this type of result some regularity of H is needed with respect
to the couple (µ, p) which belongs to the domaine of H:

(1) F2(Rd) := {(µ, p) : µ ∈ P2(Rd), p ∈ L2
µ(Rd,Rd)}.

The question of a suitable convergence in F2(Rd) is not easy and was already ad-
dressed in [1] p 127 and in [24], section 3.4. A good regularity assumption to get
equivalence between strict and non-strict solutions is the following one:

(2) lim
n→+∞

W2((Id× pn)]µn, (Id× p)]µ) = 0⇒ lim
n→+∞

H(µn, pn) = H(µ, p)

for any (µ, p), (µn, pn)n in F2(Rd). The other significant difficulty is to express the
notion of strict solutions in terms of quite regular test functions. It was already
proved in [24] that the definition of strict solution is equivalent to a definition in-
volving test functions v : [0, T ]×P2(Rd)→ R. Nevertheless a test function at a point
(t0, µ0) is only differentiable at (t0, µ0) with no guarantee away from this point. We
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will introduce a class of more regular test functions w. Their superdifferential is non-
empty everywhere, and for any (tn, µn)n converging to (t0, µ0), up to a subsequence,
we can find (pt,n, pµ,n)n in D+v(tn, µn) converging to the derivative of w at (t0, µ0).

To introduce viscosity solutions to (HJ) in the sense of Lions, considering a com-
plete probability space (Ω, B(Ω), IP), we need the lift U of u and H of H:

U(t,X) := u(t,X]IP) ∀(t,X) ∈ [0, T [×L2
IP(Ω,Rd)

where X]IP is the law of X,

(3) H(X, p ◦X) := H(µ, p) ∀(µ, p) ∈ F2(Rd), X ∈ L2
IP(Ω,Rd) with X]IP = µ.

Moreover an extension H of H to all L2
IP(Ω,Rd)× L2

IP(Ω,Rd) is involved. Then u is
a viscosity solution of (HJ) in the sense of Lions if it is a viscosity solution of

(HJ2) ∂tU + H(X,DU(t,X)) = 0 ∀(t,X) ∈ [0, T [×L2
IP(Ω,Rd).

This notion is relative to the choice of the extension H. The question is: what
would be a good choice of extension H of H? The answer depends on the expected
properties of H. Hereafter we discuss several choices of extensions. In [17], to define
the extension H(X,Z) for some (X,Z) ∈ L2

IP(Ω,Rd) × L2
IP(Ω,Rd), the authors use

the orthogonal projection poX(Z) ◦X of Z, on

{p ◦X : p ∈ TX]IP(Rd)} where poX(Y ) ∈ TX]IP(Rd).

The set TX]IP(Rd) being the tangent space to P2(Rd) at X]IP (see subsection 2.1).
Then, they choose H(X,Z) = H(X, poX(Z) ◦ X) = H(µ, poX), we will denote this
extension HGT. This choice is motivated by the following outstanding result of [17]:

Z ∈ D+U(X)⇒ poX(Z) ∈ D+u(X]IP) where U is the lift of u.

This extension is of particular interest as it gives the equivalence: u is a viscos-
ity solution of (HJ) (in the sense of Gangbo-Nguyen-Tudorascu) if and only if its
lift U is a solution of (HJ2). Another possibility, appearing in [10], is given by:
H(X,Z) = H(X, pX(Z) ◦X) = H(X]IP, pX(Z)) where pX(Z) ◦X is the orthogonal
projection on

HX := {p ◦X : p ∈ L2
X]IP(Ω,Rd)}.

We will denote this extension by HCMQ. Unfortunately both HGT and HCMQ fail
to be regular on (X,Z) even if H is quite nice. Let us illustrate this by a simple
example.

Example 1.1. In dimension d = 1, we consider the following Hamiltonian on F2(R) :

H(µ, p) = ‖p‖L2
µ
.

We choose the probability space:

(Ω, B(Ω), IP) with Ω = [−1/2; 1/2], IP = L1b[−1/2; 1/2]

where B([−1/2, 1/2]) is the Borelian tribe. Consider the following probabilities on
P2(R): µn = nL1b[−1

2n ,
1

2n ], ν = 1
2(δ1 + δ−1) and the optimal transport map from

µn to ν: Tn(x) = −1[− 1
2n
,0[(x) + 1]0, 1

2n
](x). Then

pn(x) = (x+ 1)1[− 1
2n
,0[(x) + (x− 1)1]0, 1

2n
](x) belongs to Tµn(Rd)

and H(µn, pn) = W 2
2 (µn, ν) =

1

12n2
− 1

2n
+ 1.
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The probability µn can be represented in L2
IP(Ω,R) by Xn(ω) = ω

n , so we get:

HCMQ(Xn, pn ◦Xn) = HGT(Xn, pn ◦Xn) = H(µn, pn) =
1

12n2
− 1

2n
+ 1.

Then, passing to the limit, (Xn)n converges to 0 (of law δ0), and (pn◦Xn)n converges
to Z = 1[− 1

2
,0[ − 1]0, 1

2
] of law ν. As Tδ0(Rd) = L2

δ0
(Ω,Rd) can be identified to R, we

easily see that pX(Z) = poX(Z) = 0. Finally:

HCMQ(X,Z) = HGT(X,Z) = H(δ0, 0) = 0 < 1 = W2(δ0, ν) = lim
n→+∞

W2(µn, ν)

= lim
n→+∞

HGT (Xn, pn ◦Xn) = lim
n→+∞

HCMQ(Xn, pn ◦Xn).

The inequality is due to the fact that the Hamiltonian HGT and HCMQ do not capture
the fact that the optimal plan between δ0 and ν divide masses.

In the example above, a natural choice of extension is H(X,Z) = ‖Z‖L2
IP
which is

indeed used in [19] and [6]. In the present paper we aim to build a regular extension,
namely continuous. Again, the question of a good topology on F2(Rd) arises. We
show that if H has a continuous extension H, necessarily, H satisfies (2). Conversely,
assuming H is uniformly continuous with respect to this convergence, we can extend
H to H continuously on L2

IP(Ω,Rd)2. This regularity allows to give an existence
result for viscosity solution of (HJ) (Theorem 4.7) (in the sense of Gangbo-Nguyen-
Tudorascu), using the results of Crandall and Lions [13]. We also show that this
extension is meaningful and give a specific comparison principle (note that classic
comparison principle will also apply).

The paper is organized as follows. In section 2, we will give the definitions and
notations and recall useful results. We will also give two example of Hamiltonians
which will be used all along the article. Section 3 is devoted to strict and non strict
solutions. After giving the definitions in subsection 3.1, subsection 3.2 deals with
test functions and regular test functions. Finally we prove the equivalence between
strict and non strict solution in subsection 3.3. In Section 4 , we build a regular
H (subsection 4.1) as a consequence we get an existence result for (HJ). Then, in
subsection 4.2, we study the properties of rearrangement invariant viscosity solutions
of the extended equation and give a comparison principle. We end the section by
an example (subsection 4.3) which emphasize that this extension is meaningful for
Optimal Control problems. Finally the Appendix 5 contains a density result in
P2(Rd × Rd × Rd).

2. Preliminaries

2.1. Optimal transport and the space of Wasserstein. We fix and integer
d ∈ N∗. For any N ∈ N∗ (= d, 2d, 3d...), we denote by P2(RN ) the space of
Wasserstein:

P2(RN ) = {µ ∈ P(RN ) :

∫
RN
|x|2 dµ(x) < +∞}

where P(RN ) is the set of probability measures on RN and | · | is the Euclidian norm.
We will write m2(µ) for the moment of order 2 of µ ∈ P2(Rd):

m2(µ) :=

∫
Rd
|x|2 dµ(x).
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We will denote by π1 and π2 the first and second projection on Rd × Rd:
π1 : Rd × Rd → Rd,

(x, y) 7→ x
π2 : Rd × Rd → Rd.

(x, y) 7→ y

we will also use:
π1,2 : Rd × Rd × Rd → Rd × Rd,

(x, y, z) 7→ (x, z)
π1,3 : Rd × Rd → Rd.

(x, y, z) 7→ (x, z)

For any T ∈ L2
µ(RN ,RN ′), µ ∈ P2(RN ), the push forward T]µ ∈ P2(RN ′) is

defined by:

(T]µ)(A) = µ(T−1(A)) for all A in the Borel Tribe B(RN ′).
The space P2(RN ) is a Polish space while equipped with the Wasserstein distance
defined for all µ, ν ∈ P2(RN ):

W2(µ, ν) = inf

{(∫
RN×RN

|x− y|2 dγ(x, y)

)1/2

: γ ∈ Π(µ, ν)

}
where Π(µ, ν) = {γ ∈ P2(RN × RN ) : p1]γ = µ, p2]γ = ν} is called the set of
transport plans.
The infimum is always a minimum and the set of optimal transport plans is denoted
by Πo(µ, ν). When µ is absolutely continuous with respect to the Lebesgue measure
there exists a so called optimal transport map T ∈ L2

µ(RN ,RN ) such that T]µ = ν
and:

Πo(µ, ν) = {(Id× T )]µ}.
We recall the following result:

Proposition 2.1. Let (Ω, B(Ω), IP) any probability space with Ω a Polish space,
B(Ω) the Borel tribe and IP without atom. Let µ ∈ P2(RN ), then it exists T : Ω→ RN
that pushes forward IP to µ: T]IP = µ.

We will use the tangent space to P2(Rd) at µ ∈ P2(Rd) (see [1], section 8.4.):

Tµ(Rd) = {λ(Id− T ) : λ > 0, (Id× T )]µ ∈ Πo(µ, T ]µ)}L
2
µ(Rd,Rd)

= {∇ϕ : ϕ ∈ C∞c (Rd)}
L2
µ(Rd,Rd)

.

We refer to [25] and [1] for more informations on P2(Rd).

2.2. L2
IP-representation of the space of Wasserstein. Let (Ω, B(Ω), IP) a fixed

probability space satisfying the assumptions of Proposition 2.1. Then, for any µ ∈
P2(RN ) it exists X ∈ L2

IP(Ω,RN ) such that µ = X]IP. The norm and the scalar
product of this space will be simply denoted ‖ · ‖ and 〈·, ·〉. It holds:

W2(µ, ν) = min {‖X − Y ‖ : X]IP = µ, Y ]IP = ν} .
The following lemma is very useful while considering two random variables with

the same law:

Lemma 2.2. Let X,Y ∈ L2
P(Ω,Rd) such that X]P = Y ]P. Then, for any ε > 0,

there exists τ : Ω→ Ω bijective satisfying:
(i) τ and τ−1 are measure-preserving that is τ]P = τ−1]P = P,
(ii) ‖Y −X ◦ τ‖L∞P (Ω,Rd) ≤ ε.
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We also have:

Lemma 2.3. a) For any Xn, X in L2
IP, we have:

‖Xn −X‖ → 0⇒W2(Xn]IP, X]IP)→ 0.

b) For any µn, µ in P2(Rd), if W2(µn, µ) → 0 then it exists (Xn)n, X in L2
IP

such that:
‖Xn −X‖ → 0.

For any u : P2(Rd)→ R, we call lift of u the map:

U : X ∈ L2
IP(Ω,Rd) 7→ U(X) = u(X]IP) ∈ R.

This map is said to be rearrangement invariant, that is: U(X) = U(Y ) for all
X,Y ∈ L2

IP(Ω,Rd) such that X]IP = Y ]IP.
Note that u is continuous in P2(Rd) iff its lift U is continuous in L2

IP(Ω,Rd).
We recall the definition of the Fréchet superdifferential of any map V : L2

IP(Ω,Rd)→
R:

Definition 2.4. Let X0, Z ∈ L2
P(Ω,Rd), pt ∈ R, t0 ∈ [0, T [. We will write that

(pt, Z) ∈ D+U(t0, X0) iff for all (t, Y ∈ L2
IP(Ω,Rd):

V (t, Y )− V (t0, X0) ≤ pt(t− t0)〈Z, Y −X0〉+ o (‖Y −X0‖) .
The set D+U(t0, X0) is called the (Fréchet) superdifferential of V at (t0, X0). We
have symmetric definitions for the (Fréchet) subdifferential of V .

If H : L2
IP(Ω,Rd)× L2

IP(Ω,Rd)→ R, U is a viscosity subsolution of

∂tU(t,X) +H(X,DXU(t,X)) = 0∀t ∈ [0, T [, X ∈ L2
IP(Ω,Rd)

if for all (t0, X0) ∈ [0, T [×L2
IP(Ω,Rd), all (pt, Z) ∈ D+U(t0, X0), it holds:

pt +H(X0, Z) ≥ 0.

The definition is symmetric for viscosity supersolution.
For any X ∈ L2

IP(Ω,Rd), we denote HX := {p ◦X : p ∈ L2
X]IP(Ω,Rd)}.

The orthogonal projection of Y ∈ L2
IP(Ω,Rd) on HX (see [24], Lemma 2.3) is given

by pX(Y ) ◦X with

pX(Y ) := x 7→
∫
Rd
ydγx(y) where γ := (X × Y )]IP.

We will also consider the orthogonal projection poX(Y ) ◦ X of Y ∈ L2
IP(Ω,Rd) on

{p ◦ X : p ∈ TX]IP(Rd)} for a fixed X ∈ L2
IP(Ω,Rd). When γ = (X × Y )]IP is an

optimal transport plan, we have: poX(Y ) = pX(Y ). The following is fundamental:

Proposition and Definition 2.5. (see [6], [17] and [24]) Let U : L2
IP(Ω,Rd) → R

be rearrangement invariant and differentiable at X ∈ L2
IP(Ω,Rd) of law µ, then it

exists p ∈ Tµ(Rd) such that DU(X) = p ◦X.
If U is the lift of u : P2(Rd) → R, then we say that u is differentiable at µ and we
denote Dµu = p.

Example 2.6. (see [6] and [1])
(i) Let ϕ ∈ C∞c (Rd) and u : µ ∈ P2(Rd) 7→ u(µ) =

∫
Rd ϕ(x) dµ(x). Then for all

µ0 ∈ P2(Rd), u is differentiable at µ0 and Dµu(µ0) = ∇ϕ.
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(ii) Let ν0 ∈ P2(Rd) and u : µ ∈ P2(Rd) 7→ u(µ) = W 2
2 (µ, ν0). Then u is differentiable

at µ0 if and only if Πo(µ0, ν0) = {(Id×T )]µ0} for some T ∈ L2
µ0

(Rd,Rd) and in this
case: Dµu(µ0)(x) = 2(x− Tx).

2.3. Other notations and objects. In all the article we will say that ω : [0,+∞[→
[0,+∞[ is a modulus of continuity if it is continuous, non-decreasing and such that
ω(0) = 0. Moreover we will call (R, t) ∈ [0,+∞[2 7→ ωR(t) = ω(R, t) a local modulus
if ωR(·) is a modulus of continuity for any R ≥ 0 and ω is continuous and non-
decreasing in both variables.

2.4. Example of Hamiltonians and assumptions. We will always assume the
following minimal regularity of H:

(4) ∀µ ∈ P2(Rd), p ∈ L2
µ(Rd) 7→ H(µ, p) is continuous .

We have two typical examples in mind for the Hamiltonian H:

Example 2.7. We first consider a Hamiltonian appearing in [16] and [17]:

H1(µ, p) :=
1

2

∫
Rd
|p(x)|2dµ(x) + V(µ).

We will assume that it exists a local modulus (R, t) 7→ ωR(t) such that for all R > 0,

|V(µ)− V(ν)| ≤ ωR(W2(µ, ν)) ∀µ, ν ∈ P2(Rd) with m2(µ),m2(ν) ≤ R2.

The Hamiltonian H1 satisfies the following regularity property:
for all µ, ν ∈ P2(Rd), p ∈ L2

µ(Rd,Rd), q ∈ L2
ν(Rd,Rd) with

m2(µ) + ‖p‖2L2
µ
≤ R2, m2(ν) + ‖q‖2L2

ν
≤ R2,

it holds:

|H1(µ, p)−H1(ν, q)| ≤ RW2(p]µ, q]ν) + ωR(W2(µ, ν))(5)
≤ RW2((Id× p)]µ, (Id× q)]ν) + ωR(W2((Id× p)µ, (Id× q)ν)).(6)

Indeed, by the triangular inequality applied to W2:

H1(µ, p)−H1(ν, q) =
1

2

(
W 2

2 (p]µ, δ0)−W 2
2 (q]ν, δ0)

)
+ V(µ)− V(ν)

≤ 1

2
(W2(p]µ, δ0) +W2(p]µ, δ0))W2(p]µ, q]ν) + V(µ)− V(ν).

Note that, in particular, (5) implies for all p, q ∈ L2
µ with ‖p‖L2

µ
, ‖q‖L2

µ
≤ R:

(7) |H1(µ, p)−H1(µ, q)| ≤ R‖p− q‖L2
µ(Rd,Rd).

Remark 2.8. With our definition of viscosity solution (see definition 3.6), the Hamil-
ton Jacobi equation considered in [16] is in fact:

−∂tu(µ, t)−H1(µ,Dµu(µ, t)) = 0

together with an initial condition u(0, µ0) = G(µ0).
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Example 2.9. We will also consider an example coming from [20] and [23]:

H2(µ, p) := inf

{∫
Rd
f(x,u(x), µ) · p(x) dµ(x) : u : Rd → U Borel

}
whereU is a compact, convex and separable Banach space and f : Rd×U×P2(Rd)→
Rd satisfies the following assumptions:

• f is affine in u, that is for all (x, µ) ∈ Rd × P(Rd), u,v ∈ U and t ∈ [0, 1]:

f(x, (1− t)u + tv, µ) = (1− t)f(x,u, µ) + tf(x,v, ν),

• f is continuous and it exists L > 0 such that for all (x,u, µ) ∈ Rd×U×P2(Rd)
and (y, ν) ∈ Rd × P2(Rd):

|f(x,u, µ)− f(y,u, ν)| ≤ L (W2(µ, ν) + |x− y|) .

The Hamiltonian H2 satisfies the following regularity properties:

Lemma 2.10. It exists M ≥ 0 depending only on f such that

|H2(µ, p)−H2(ν, q)| ≤ (M + 4LR)W2((Id× p)]µ, (Id× q)]ν))

for all R > 0 and all µ, ν ∈ P2(Rd), p ∈ L2
µ(Rd,Rd), q ∈ L2

ν(Rd,Rd) such that:

m2(µ) + ‖p‖2L2
µ
≤ R2, m2(ν) + ‖q‖2L2

ν
≤ R2.

Moreover, for all µ,∈ P2(Rd), p ∈ L2
µ(Rd,Rd), q ∈ L2

ν(Rd,Rd) such that m2(µ) ≤
R2, it holds:

|H2(µ, p)−H2(µ, q)| ≤ (M + 4LR)‖p− q‖L2
µ(Rd,Rd).

Proof. First, setting M := maxu∈U |f(0,u, δ0)|, note that for any Borel map x ∈
Rd 7→ u(x) ∈ U, ρ ∈ P2(Rd) and γ ∈ P2(R2d), using the Lipschitz regularity of f , it
holds:∫
R2d

|f(x2,u(x1), ρ)|2dγ(x1, x2) ≤
∫
R2d

|f(0,u(x1), δ0)+L(|x2|+W2(ρ, δ0)) |2dγ(x1, x2)

so that if
∫
|x2|2 dγ(x1, x2) ≤ R2 and m2(ρ) ≤ R2:

(8)
(∫

R2d

|f(x2,u(x1), ρ)|2dγ(x1, x2)

)1/2

≤M + 2LR

Set µ, ν ∈ P2(Rd), p ∈ L2
µ(Rd,Rd), q ∈ L2

ν(Rd,Rd) as in the lemma. Take ε > 0
and u ε-optimal forH2(µ, p), then choosingm(x1, y1, x2, y2) ∈ Πo((Id× p)]µ, (Id× q)]ν)),
we have:

H2(µ, p) ≥
∫
Rd
f(x1,u(x1), µ) · p(x1) dµ(x1)− ε

≥
∫
R4d

[f(x1,u(x1), µ)− f(x2,u(x1), ν)] · y1 dm(x1, y1, x2, y2)

+

∫
R4d

f(x2,u(x1), ν) · y1 dm(x1, y1, x2, y2)− ε

≥
∫
R4d

[f(x1,u(x1), µ)− f(x2, u(x1), ν)] · y1 dm(x1, y1, x2, y2)

+

∫
R4d

f(x2,u(x1), ν) · y2 dm(x1, y1, x2, y2)
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+

∫
R4d

f(x2,u(x1), ν) · (y1 − y2) dm(x1, y1, x2, y2)− ε

then, disintegrating m as

m(x1, y1, x2, y2) = mx2,y2(x1, y1)δq(x2)(y2)dν(x2),

by Jensen’s inequality and the affine property of f , we get:

H2(µ, p) ≥
∫
R4d

[f(x1,u(x1), µ)− f(x2,u(x1), ν)] · y1 dm(x1, y1, x2, y2)

+

∫
Rd
f

(
x2, [

∫
u(x1)dmx2,q(x2)(x1, y1)], ν

)
· q(x2) dν(x2)

+

∫
R4d

f(x2,u(x1), ν) · (y1 − y2) dm(x1, y1, x2, y2)− ε

and by Cauchy-Schwarz:

H2(µ, p) ≥ −R
[∫

R4d

|f(x1,u(x1), µ)− f(x2,u(x2), ν)|2dm
]1/2

+H2(ν, q)−
[∫

R4d

|f(x2,u(x1), ν)|2dm
]1/2(∫

|y1 − y2|2dm
)1/2

− ε.

Finally by inequality (8), the Lipschitz property of f and the choice of m:

H2(µ, p) ≥ H2(ν, q)− LR

[(∫
|x1 − x2|2dm

)1/2

+W2(µ, ν)

]

−(M + 2LR)×W2((Id× p)]µ, (Id× q)]ν))− ε

≥ H2(ν, q)− (M + 4LR)W2((Id× p)]µ, (Id× q)]ν))− ε.

The conclusion follows by making ε→ 0. �

All over the article, we will use the following assumptions on H, or similar ones:
(A0) It exists a local modulus (R, t) 7→ ωR(t) such that:

|H(µ, p)−H(ν, q)| ≤ ωR(W2((Id× p)]µ, (Id× q)]ν))

for all (µ, p), (ν, q) in F2(Rd) such that:

m2(µ) + ‖p‖2L2
µ
≤ R2, m2(ν) + ‖q‖2L2

ν
≤ R2.

(A1) It exists k : [0,+∞[→ R a modulus of continuity such that for all for all
µ ∈ P2(Rd), p ∈ L2

µ(Rd,Rd), q ∈ L2
ν(Rd,Rd) with

m2(µ) ≤ R2, ‖p‖L2
µ
≤ R, ‖q‖L2

µ
≤ R,

it holds:
|H(µ, p)−H(µ, q)| ≤ k(R)‖p− q‖L2

µ
.
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3. Viscosity solutions and strict viscosity solutions

3.1. Definitions of viscosity solutions. In this section we introduce two differ-
ent notions of viscosity solutions. The first one was introduced in [16] by Gangbo,
Nguyen and Tudorascu, while the second one (that we call strict viscosity solution)
comes from the work of Marigonda and Quincampoix ([20] and [24]).

We introduce the definitions of superdifferential ([16] and [17]) and approximate
superdifferential ([20], [23], [24]) of a function u : [0, T ]× P2(Rd)→ R:

Proposition and Definition 3.1 (Superdifferential and Approximate Superdiffer-
entials).
Let (t0, µ0) ∈ [0, T [×P2(Rd) and ε ≥ 0. The ε-superdifferential of u at (t0, µ0) is the
set D+

ε u(t0, µ0) of elements (pt, pµ) ∈ R× L2
µ0

(Rd,Rd) such that:

• pµ ∈ Tµ0(Rd) (see subsection 2.1)
• for all (t, ν) ∈ [0, T ]× P2(Rd), γ ∈ Πo(µ0, ν) :

u(t, ν)− u(t, µ0) ≤ pt(t− t0) +

∫
R2d

pµ(x) · (y − x) dγ(x, y)

+ε
√
|t− t0|2 +W 2

2 (µ0, ν) + o

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
.

Or, equivalently to the last inequality:

u(t, ν)− u(t0, µ0) ≤ pt × (t− t0) +

∫
R2d

pµ(x) · (y − x) dγ(x, y)

+ε
√
|t− t0|2 + ‖y − x‖2

L2
γ

+ o
(√
|t− t0|2 + ‖y − x‖2

L2
γ

)
for all (t, ν) ∈ [0, T ]× P2(Rd), γ ∈ Π(µ0, ν).

The ε-subdifferential is defined in a symmetric way: D−ε u(t0, µ0) = −D+
ε (−u)(t0, µ0).

When ε = 0, we will talk about superdifferential and subdifferential and we will
write D+u(t0, µ0) and D−u(t0, µ0).

In this definition we slightly abused notations by writing:

‖y − x‖L2
γ

=

(∫
Rd×Rd

|y − x|2 dγ(x, y)

)1/2

.

Remark 3.2. • If D−u(t0, µ0) ∩ D+u(t0, µ0) 6= ∅, then u is differentiable at
(t0, µ0) and D−u(t0, µ0) = D+u(t0, µ0) = {Du(t0, µ0)} (see [17] for the de-
tails).

• The continuity of u implies that D+u is non empty in a dense subset of
[0, T ]× P2(Rd) (see [24]).

Example 3.3. If ν ∈ P2(Rd) is fixed, the map u : µ 7→W 2
2 (µ, ν) is super-differentiable

everywhere (see [1]), more precisely for every γ(x, y) ∈ Πo(µ0, ν), the map x 7→
2
(
x−

∫
Rd ydγ

x(y)
)
belongs to D+u(µ0).



11

Remark 3.4. The approximate superdifferential used in [24] is slightly smaller than
in the above definition, the pµ being constrained to be in a strictly smaller subset of
Tµ0(Rd). Thanks to Proposition 3.11 (see also Remark 3.12) bellow, this difference
doesn’t change the definition of viscosity solutions.
In [20] and [23], the superdifferential is even smaller but is not suitable to prove the
comparison principle inside these articles and should be changed to the definition of
[24] or to the present definition.

The superdifferential of u is linked to the superdifferential of its lift U by the
following result (we refer to subsection 2.2 for the meaning of the notations pX and
poX):

Proposition 3.5. (see [17], Theorem 3.17 and [24], Proposition 3.14) Let (t0, µ0) ∈
[0, T [×P2(Rd).

(i) If (pt, pµ) belongs to D+u(t0, µ0) and X]IP = µ0, then (pt, pµ◦X) ∈ D+U(t0, X).
(ii) Let (pt, ξ) belongs to D+U(t0, X) and X]IP = µ0, then:

(pt, pX(ξ) ◦X), (pt, p
o
X(ξ) ◦X) ∈ D+U(t0, X),

(iii) Let (pt, ξ) belongs to D+U(t0, X) and X]IP = µ0, and X]IP = µ0, then

(pt, p
o
X(ξ)) ∈ D+u(t0, µ0).

The definitions of viscosity solutions and strict viscosity solutions follows:

Definition 3.6 (Viscosity Solutions [16], [17]). Let w : [0, T ] ×P2(Rd) → R con-
tinuous.

• w is a viscosity subsolution of (HJ) if for all (t0, µ0) ∈ [0, T [×P2(Rd):
pt +H(µ0, pt) ≥ 0 ∀(pt, pµ) ∈ D+w(t0, µ0).

• w is a viscosity supersolution of (HJ) if for all (t0, µ0) ∈ [0, T [×P2(Rd):
pt +H(µ0, pt) ≤ 0 ∀(pt, pµ) ∈ D−w(t0, µ0).

• w is a viscosity solution if it is both a supersolution and a subsolution.

Definition 3.7 (Strict viscosity solutions). Let w : [0, T ]×P2(Rd)→ R continuous.
• w is a strict viscosity subsolution of (HJ) if it exists

C : P2(Rd)→ [0,+∞[

bounded on bounded sets such that for all (t0, µ0) ∈ [0, T [×P2(Rd):
pt +H(µ0, pt) ≥ −C(µ) ε ∀(pt, pµ) ∈ D+

ε w(t0, µ0).

• w is a strict viscosity supersolution of (HJ) if if it exists

C : P2(Rd)→ [0,+∞[

bounded on bounded sets such that for all (t0, µ0) ∈ [0, T [×P2(Rd):
pt +H(µ0, pt) ≤ C(µ) ε ∀(pt, pµ) ∈ D−ε w(t0, µ0).

• w is a strict viscosity solution if it is both a strict supersolution and a stict
subsolution.

Remark 3.8. In the definition of [24], C(·) is constant, nevertheless, all the results of
[24] used here work for a non constant C(·).
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Remark 3.9. The terminology "strict viscosity subsolution" is borrowed from [12]
(see also [14]). Nevertheless, the notion introduced in [12] is slightly different. Adapt-
ing it to our setting gives a new notion of subsolution that we call Lions’ strict vis-
cosity subsolution:
w is a strict viscosity subsolution of (HJ) if for all ε > 0, (t0, µ0) ∈ [0, T [×P2(Rd):

pt + sup
{
H(µ0, pt + ξ) : ‖ξ‖L2

µ
≤ ε
}
≥ 0 ∀(pt, pµ) ∈ D+

ε w(t0, µ0).

We define in the same way Lions’ strict viscosity supersolution. The following result
can be easily proved:

Lemma 3.10. Assume H satisfies the following assumption:
(A′1) It exists k : [0,+∞[→ R a modulus of continuity such that for all for all

µ ∈ P2(Rd), p, q ∈ L2
µ(Rd,Rd) with m2(mu) ≤ R2, it holds:

|H(µ, p)−H(µ, q)| ≤ k(R)‖p− q‖L2
µ
.

Then, if u is a Lions’ strict viscosity subsolution (resp. supersolution) of (HJ),
it is also a strict viscosity subsolution (resp. supersolution) of (HJ) as written in
Definition 3.7.

Note that the assumption (A′1) is stronger than (A1). It is satisfied by the Hamil-
tonian H2 of Example 2.9, but not by H1 of Example 2.7.

The following useful property allows to restrict the set of elements of the super-
differential in the definitions of strict viscosity solutions:

Proposition 3.11. For any µ0 ∈ P2(Rd), let Fµ0 ⊂ L2
µ0

(Rd,Rd) a dense subset
of Tµ0(Rd). Let w : [0, T ] × P2(Rd) → R continuous and assume the regularity
assumption (4) on H holds.

• The function w is a strict subsolution of (HJ) if and only if it exists

C : P2(Rd)→ [0,+∞[

bounded on bounded sets such that for all (t0, µ0) ∈ [0, T [×P2(Rd)

pt +H(µ0, pµ) ≥ −C(µ0) ε ∀(pt, pµ) ∈ D+
ε w(t0, µ0) ∩ (R× Fµ0).

• In particular, the function w is a strict subsolution of (HJ) if and only if it
exists

C : P2(Rd)→ [0,+∞[

bounded on bounded sets such that for all (t0, µ0) ∈ [0, T [×P2(Rd)

pt +H(µ0,∇ϕ) ≥ −C(µ0) ε ∀ϕ ∈ C∞c (Rd), (pt,∇ϕ) ∈ D+
ε w(t0, µ0).

Proof: Assume it exists

C : P2(Rd)→ [0,+∞[

bounded on bounded sets such that for all (t0, µ0) ∈]0, T [×P2(Rd)

pt +H(µ0, pµ) ≥ −C(µ0) ε ∀(pt, pµ) ∈ D+
ε w(t0, µ0) ∩ (R× Fµ0).

Le us prove w is a strict supersolution of (HJ) (the opposite implication is straight-
forward).
Let (t0, µ0) in [0, T [×P2(Rd) and (pt, pµ) ∈ D+

ε w(t0, µ0), for any δ > 0, take pδ ∈ Fµ0
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such that ‖pµ − pδ‖2L2
µ0

≤ δ. Then, using Cauchy-Schwarz inequality, we have for all

(t, ν) ∈ [0, T [×P2(Rd) and all γ ∈ Πo(µ0, ν):

u(t, ν)− u(t0, µ0) ≤ pt(t− t0) +

∫
Rd×Rd

pµ(x) · (y − x) dγ(x, y)

+ε
√
|t− t0|2 +W 2

2 (µ0, ν) + o

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
≤ pt(t− t0) +

∫
pδ(x) · (y − x) dγ +

∫
(pµ − pδ)(x) · (y − x) dγ(x, y)

+ε
√
|t− t0|2 +W 2

2 (µ0, ν) + o

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
≤ pt(t− t0) +

∫
pδ(x) · (y − x) dγ(x, y)

+(ε+ δ)
√
|t− t0|2 +W 2

2 (µ0, ν) + o

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
.

This proves (pt, pδ) belongs to D+
ε+δw(t0, µ0) so that:

pt +H(µ0, pδ) ≥ −C(µ0)(ε+ δ).

The result follows by making δ tend to 0 using (4).
QED.

Remark 3.12. • One can choose as dense subset of Tµ0(Rd) the convex cone
generated by the optimal displacement or anti-diplacements:

dis−(µ0) := {λ(T − Id) : λ > 0, (Id× T )]µ ∈ Πo(µ, T ]µ)},
dis+(µ0) := {λ(Id− T ) : λ > 0, (Id× T )]µ ∈ Πo(µ, T ]µ)}.

In [24], the subdifferential is restricted to the set dis−(µ0) while the subdif-
ferential is restricted to dis+(µ0) (see also [20] and [23]).
• Note that the proof of Proposition 3.11 requires to use the stronger notion
of strict subsolutions and does not work for non-strict viscosity solutions.

3.2. Test functions and regular tests functions. In this section, we study how
the notion of strict viscosity solution can be expressed with test functions satisfying
some regularity of the sub/superdifferential.

Definition 3.13 (ε-Test functions). Let u : [0, T ]×P2(Rd)→ R, ε > 0 and (t0, µ0) ∈
[0, T [×P2(Rd).

The map v : [0, T ]× P2(Rd)→ R is an ε-supertest function for u at (t0, µ0) if:
• v is continuous, differentiable at (t0, µ0),
• u(t0, µ0) = v(t0, µ0),
• it exists r > 0 such that u(t, ν) ≤ v(t, ν) + ε

√
|t− t0|2 +W 2

2 (µ0, ν) for all
(t, ν) ∈ [0, T [×P2(Rd) with |t− t0|2 +W 2

2 (µ0, ν) < r2.

The map v is an ε-subtest function for u at (t0, µ0) if −v is an ε-supertest function
for −u at (t0, µ0).
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The following result can be proved by slightly adapting the proof of Theorem 3.30
in [24]:

Proposition 3.14. Let u : [0, T ]× P2(Rd)→ R be continuous and U its lift.
Assume (4) holds then the following assertions are equivalent:

(i) u is a strict viscosity subsolution of (HJ),

(ii) there exists C : P2(Rd)→ [0,+∞[ bounded on bounded sets, such that:
for all ε > 0, all (t0, µ0) ∈ [0, T [×P2(Rd) and all ε-supertest function v of u
at (t0, µ0)

∂tv(t0, µ0) +H(µ0, Dµv(t0, µ0)) ≥ −C(µ0)ε.

Remark 3.15. As done in [24], we can also define strict viscosity solutions using
rearrangement invariant ε-test functions V : [0, T ]× L2

IP(Ω,Rd) → R and the lift H
of H defined by (3).

In order to prove the equivalence between strict and non-strict viscosity solutions,
we need more regular test functions:

Definition 3.16 (Regular test functions). Let u : [0, T ] × P2(Rd) → R be contin-
uous and (t0, µ0) ∈ [0, T [×P2(Rd). We denote by S+(u, t0, µ0) the set of functions
v : [0, T ]× P2(Rd)→ R which write as:

v(t, ν) = u(t0, µ0) + pt × (t− t0) +

∫
Rd
ϕd(ν − µ0) + ξ

(√
|t− t0|2 +W 2

2 (ν, µ0)

)
such that:

(9)

 pt ∈ R, ϕ ∈ C∞c (Rd)
∃R > 0 and σ ∈ C1([0, R[) ∩ C([0,+∞[) such that ξ(t) = tσ(t),
ξ is non decreasing and ξ′(0) = σ(0) = 0.

Similarly we define S−(u, t0, µ0) the set of functions v : [0, T ]× P2(Rd)→ R which
write as:

v(t, ν) = u(t0, µ0) + pt × (t− t0) +

∫
Rd
ϕd(ν − µ0)− ξ

(√
|t− t0|2 +W 2

2 (ν, µ0)

)
with again (9).

Remark 3.17. Note that a function v of S+(u, t0, µ0) with R > 0 as above satisfy:
• for all µ ∈ P2(Rd) with W 2

2 (µ, µ0) < R, v(·, µ) is in C1(]t0 − α, t0 + α[) with
α =

√
R2 −W 2

2 (µ, µ0),
• ∂tv(t0, µ0) = pt, Dµv(t0, µ0) = ∇ϕ.

We will see (Proposition 3.20) that v has non-empty superdifferential around
(t0, µ0) thanks to the regularity of ξ and W 2

2 (·, µ0).
The following result holds:

Proposition 3.18. Let u : [0, T ] × P2(Rd) → R be continuous. Assume (4) holds,
then the following assertions are equivalent:

(i) u is a strict viscosity subsolution of (HJ),
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(ii) there exists C : P2(Rd)→ [0,+∞[, bounded on bounded sets, such that:
for all ε > 0, all (t0, µ0) ∈]0, T [×P2(Rd):

∂tv(t0, µ0) +H(µ0, Dµv(µ0)) ≥ −C(µ)ε,

for all ε-supertest function v of u at (t0, µ0) belonging to S+(u, t0, µ0).
The symmetric result holds for supersolution using S−(u, t0, µ0).

The proof is very similar to the proof of Proposition 3.14 and uses the following
lemma (Lemma 3.1.8. in [5]).

Lemma 3.19. Let R > 0 and ω :]0, R]→ R be a non-decreasing measurable bounded
map such that limt→0+ ω(t) = 0. Then it exists ω0 : [0,+∞[→ R continuous such
that:

a) ω(τ) ≤ ω0(τ) for all τ ∈]0, R2 ],
b) ω0(0) = 0,
c) the function ρ(r) = rω0(r) is in C1([0, R[) and ρ′(0) = 0.

Sketch of Proposition 3.18:
We prove only (ii) ⇒ (i). Using Propostion 3.11, it is enough to prove that for all
(pt,∇ϕ) ∈ D+

ε (t0, µ0) we have:

pt +H(µ0,∇ϕ) ≥ −C(µ0)ε.

The aim is then to build a function v of S+(u, t0, µ0) which is an ε-supertest function
and such that:

∂tv(t0, µ0) = pt, Dµv(t0, µ0) = ∇ϕ.
Set

α := lim sup
|t−t0|2+W 2

2 (µ0,ν)→0

u(t, ν)−
(
u(t0, µ0) + pt(t− t0) +

∫
ϕ d(ν − µ0)

)
√
|t− t0|2 +W 2

2 (µ0, ν)
− ε.

If α ≤ 0 then setting v(t, ν) := u(t0, µ0) + pt(t − t0) +

∫
ϕ d(ν − µ0), the proof is

concluded.
Assume now α > 0 and set for all r > 0

ω(r) = sup
|t−t0|2+W 2

2 (µ0,ν)≤r2

u(t, ν)−
(
u(t0, µ0) + pt(t− t0) +

∫
ϕ d(ν − µ0)

)
√
|t− t0|2 +W 2

2 (µ0, ν)
− ε

This function is non-decreasing, bounded on some ]0, R[, and it satisfies limr→0+ ω(r) = 0.

Moreover, we can prove it is measurable. Then, we set for all (t, ν) with
√
|t− t0|2 +W 2

2 (µ0, ν) <
R
2 :

v(t, ν) := u(t0, µ0) + pt(t− t0) +

∫
ϕd(ν − µ0) + ρ

(√
|t− t0|2 +W 2

2 (µ0, ν)

)
where ρ is given by Lemma 3.19 Then v belongs to S+(u, t0, µ0) and satisfies:

∂tv(t0, µ0) = pt, Dµv(t0, µ0) = ∇ϕ, v(t0, µ0) = u(t0, µ0)

∀ν such that
√
|t− t0|2 +W 2

2 (µ0, ν) <
R

2
: u(t, ν) ≤ v(t, ν)+ε

√
|t− t0|2 +W 2

2 (µ0, ν).

The result is proved.
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QED.

Reducing the set of test functions to S+(u, t0, µ0) is interesting because of the nice
regularity properties contained in the following result:

Proposition 3.20. Let v ∈ S+(u, t0, µ0) and R as in the definition 3.16. Then:
(i) For all (t, µ) ∈ [0, T [×P2(Rd) such that |t − t0|2 + W 2

2 (µ, µ0) < R2 the su-
perdifferential D+v(t, µ) is not empty. More precisely, taking γ ∈ Πo(µ, µ0),
we have (qt, qµ) ∈ D+v(t, µ) with:

qt := pt +
ξ′
(√
|t− t0|2 +W 2

2 (µ, µ0)
)

√
|t− t0|2 +W 2

2 (µ, µ0)
(t− t0),

qµ(x) := ∇ϕ(x) +
ξ′
(√
|t− t0|2 +W 2

2 (µ, µ0)
)

√
|t− t0|2 +W 2

2 (µ, µ0)

(
x−

∫
Rd
y dγx(y)

)
.

(ii) Considering a sequence (tn, µn)n∈N converging to (t0, µ0), it exists N ∈ N
and (qt,n, qµ,n) ∈ D+v(tn, µn) defined for n > N such that:

lim
n→ +∞
n > N

W2((Id× qµ,n)]µn, (Id×Dµv(t0, µ0))]µ0) = 0,

lim
n→ +∞
n > N

|qt,n − ∂tv(t0, µ0)| = 0.

To prove this proposition, we need the following lemma:

Lemma 3.21. Let u : [0, T ]×P2(Rd), (t0, µ0) ∈ [0, T [×P2(Rd) and h : I → R where
I ⊂ R is an open intervall containing u(t0, µ0). We assume (pt, pµ) ∈ D+u(t0, µ0)
and h is non-increasing, derivable in u(t0, µ0). Then:

h′(u(t0, µ0))× (pt, pµ) ∈ D+(h ◦ u)(t0, µ0).

Proof: As h is derivable at u(t0, µ0) and h′(u(t0, µ0)) ≥ 0, for any (t, µ) ∈
]0, T [×P2(Rd) and any γ ∈ Πo(µ0, µ):

h(u(t, µ)) = h(u(t0, µ0)) + h′(u(t0, µ0)) (u(t, µ)− u(t0, µ0)) + o (u(t, µ)− u(t0, µ0))

≤ h(u(t0, µ0)) + h′(u(t0, µ0))

[
pt(t− t0) +

∫
Rd×Rd

pµ(x) · (y − x) dγ(x, y)

]
+h′(u(t0, µ0))o

(√
|t− t0|2 +W 2

2 (µ, µ0)

)
+ o

(√
|t− t0|2 +W 2

2 (µ, µ0)

)
.

QED

Remark 3.22. In particular if h(t) = ξ(
√
t) with ξ like in the definition 3.16, then

setting w(t, µ) = h
(
|t− t0|2 +W 2

2 (µ, µ0)
)
and taking γ(x, y) ∈ Πo(µ, µ0), we get:

ξ′
(√
|t− t0|2 +W 2

2 (µ, µ0)
)

√
|t− t0|2 +W 2

2 (µ, µ0)
×
[
t− t0 ,

(
x−

∫
ydγx(y)

)]
∈ D+w(t, µ)
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for all (t, µ) ∈]0, T [×P2(Rd) satisfying
√
|t− t0|2 +W 2

2 (µ, µ0) < R.

Proof of Proposition 3.20: Let v as in the proposition.
(i) Take (t, µ) ∈ [0, T [×P2(Rd) satisfying

√
|t− t0|2 +W 2

2 (µ, µ0) < R and γ(x, y) ∈
Πo(µ, µ0). Using Remark 3.22, we get (i).

(ii) Let (t, µ) as above and (qt, qµ) defined as in (i). Clearly:

lim
t→t0
|qt − pt| = 0.

Moreover, by Jensen inequality:

‖x−
∫
Rd
y dγx(y)‖L2

µ
:=

(∫
Rd
|x−

∫
Rd
ydγxn(y)|2dµ(x)

)1/2

≤
(∫

Rd×Rd
|x− y|2dγ(x, y)

)1/2

= W2(µ, µ0).

Then :

W2((Id× qµ)]µ, (Id×∇ϕ)]µ)) ≤
(∫

Rd×Rd
|x− y|2 + |qµ(x)−∇ϕ(y)|2dγ(x, y)

)1/2

≤W2(µ, µ0) +

(∫
Rd×Rd

|qµ(x)−∇ϕ(x) +∇ϕ(x)−∇ϕ(y)|2 dγn(x, y)

)1/2

≤W2(µ, µ0)+
ξ′
(√
|t− t0|2 +W 2

2 (µ, µ0)
)

√
|t− t0|2 +W 2

2 (µ, µ0)
‖x−

∫
Rd
y dγx(y)‖L2

µ

∫
Rd

+Lip(∇ϕ)W2(µ, µ0)

≤W2(µ, µ0) [1 + (Lip(∇ϕ))] +
ξ′
(√
|t− t0|2 +W 2

2 (µ, µ0)
)

√
|t− t0|2 +W 2

2 (µ, µ0)
W2(µ, µ0)

which tends to 0 as n→ +∞. We conclude by Remark 3.17
QED.

3.3. Equivalence between strict and non-strict viscosity solutions. Using
the last results of the previous section, we are able to show, under certain regularity
assumptions of H, that every viscosity solution of (HJ) is a strict solution.

Theorem 3.23. Assume H is continuous in the following sense:

lim
n→+∞

W2((Id× pn)]µn, (Id× p)]µ) = 0⇒ lim
n→+∞

H(µn, pn) = H(µ, p)

for any µ, µn ∈ P2(Rd), pn ∈ L2
µn(Rd,Rd), p ∈ L2

µ(Rd,Rd).
(i) Assume moreover the following assumption:

(A′1) It exists k : [0,+∞[→ R a modulus of continuity such that for all for
all µ ∈ P2(Rd), p ∈ L2

µ(Rd,Rd), q ∈ L2
ν(Rd,Rd) with m2(µ) ≤ R2, it holds:

|H(µ, p)−H(µ, q)| ≤ k(R)‖p− q‖L2
µ
.

Then, u : [0, T ] × P2(Rd) → R (continuous) is a strict viscosity subsolution
(resp. supersolution) of (HJ), if and only if it is a viscosity subsolution (resp.
supersolution) of (HJ).
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(ii) Assume now, we have only assumption (A1): It exists k : [0,+∞[→ R a
modulus of continuity such that for all for all µ ∈ P2(Rd), p ∈ L2

µ(Rd,Rd),
q ∈ L2

ν(Rd,Rd) with

m2(µ) ≤ R2, ‖p‖L2
µ
≤ R, ‖q‖L2

µ
≤ R,

it holds:
|H(µ, p)−H(µ, q)| ≤ k(R)‖p− q‖L2

µ
.

Moreover assume u : [0, T ] × P2(Rd) → R is such for all µ0 ∈ P2(Rd), it
exists L(µ0) > 0 and O(µ0) a neighborhood of µ0 such that:

|u(t, µ0)− u(t, µ)| ≤ L(µ0)W2(µ0, µ) ∀t ∈ [0, T ], ∀µ ∈ O(µ0).

Then u is a strict viscosity subsolution (resp. supersolution) of (HJ), if and
only if it is a viscosity subsolution (resp. supersolution) of (HJ).

The proof of this result is based upon the appendix of [12].

Proof:
1. We first show that if u is a viscosity subsolution and H satisfies (A1′), it is a

strict viscosity subsolution.
By Proposition 3.18, it is enough to show that it exists C : P2(Rd)→ R+, bounded
on bounded sets, such that, taking an ε-supertest v ∈ S+(u, t0, µ0), it holds

∂tv(t0, µ0) +H(µ0, Dµv(t0, µ0)) ≥ −C(µ0)ε,

for any (t0, µ0) ∈ [0, T [×P2(Rd) and ε > 0.

Let (t0, µ0) ∈]0, T [×P2(Rd), ε > 0, R > 0 and v ∈ S+(u, t0, µ0) such that:

(10)

 u(t, ν) ≤ v(t, ν) + ε
√
|t− t0|2 +W 2

2 (ν, µ0)

∀(t, ν) ∈]0, T [×P2(Rd),
√
|t− t0|2 +W 2

2 (ν, µ0) < R
u(t0, µ0) = v(t0, µ0).

Note that this easily implies for all (t, ν) ∈ [0, T [×P2(Rd) with√
|t− t0|2 +W 2

2 (ν, µ0) < R:

(11) [u(t0, µ0)− v(t0, µ0)]− [u(t, ν)− v(t0, µ0)] ≥ −ε
√
|t− t0|2 +W 2

2 (ν, µ0).

We aim to build an element (pt,pµ) of the non approximate superdifferential
D+u(tδ, µδ) where (tδ, µδ) is close to (∂v(t0, µ0), Dµv(t0, µ0)) and µδ is close to µ0.
This will lead to:

pt +H(µδ,pµ) ≥ 0

and we will conclude using the regularity properties of H.

Step 1: Let α ∈]0, 1[ such that

(12) α < min

{
t0
R
,
T − t0
R

}
so that |t− t0| ≤ Rα⇒ t ∈]0, T [. Moreover choose δ such that:

(13) (δ + ε)δ ≤ Rα

2
.
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Denote by U and V the lifts of u and v respectively and X0 ∈ L2
IP(Ω,Rd) such

that X0]IP = µ0. We introduce the following continuous functional defined for all
Y ∈ L2

IP(Ω,Rd), t ∈ [0, T ]:

Φδ(t, Y ) := U(t, Y )− V (t, Y )− ε
√
|t− t0|2 + c2(Y,X0) + δ− |t− t0|

2

δ
− ‖Y −X0‖2

δ

where we have use the notation: c(X,Y ) = W 2
2 (X]IP, Y ]IP) for allX,Y ∈ L2

IP(Ω,Rd).
Then set:

Wδ(Y ) :=


maxt∈[0,T ]

{
Φδ(t, Y ) :

√
|t− t0|2 + ‖Y −X0‖2 ≤ Rα

}
if ‖Y −X0‖ ≤ Rα,

−∞ elsewhere.

We notice that Wδ is upper semi-continuous and satisfies lim‖Y ‖→+∞Wδ(Y ) = −∞.
By Stegall’s variationnal principal (see for instance [6]), it exists Xδ, ξδ in L2

IP(Ω,Rd)
such that:

(14) ∀Y ∈ L2
IP(Ω,Rd), Wδ(Y ) ≤Wδ(Xδ) + 〈ξδ, Y −Xδ〉,

with ‖ξδ‖ ≤ δ .
We set µδ := Xδ]IP and

tδ ∈ argmaxt∈[0,T ]

{
Φδ(t, Y ) :

√
|t− t0|2 + ‖Y −X0‖2 ≤ Rα

}
.

By the choice of α, we have tδ ∈]0, T [.
Note that

√
|tδ − t0|2 + ‖Xδ −X0‖2 ≤ Rα, in the next section we prove a better

estimation.

Step 2: Estimation of
√
|tδ − t0|2 + ‖Xδ −X0‖2.

By (14), we have:

[U(t0, X0)− V (t0, X0)]− [U(tδ, Xδ)− V (tδ, Xδ)]

≤ −ε
√
|tδ − t0|2 + c(Xδ, X0)2 + δ − |t0 − tδ|

2

δ
− ‖X0 −Xδ‖2

δ
+ 〈ξδ, X0 −Xδ〉

which implies:

[u(t0, µ0)−v(t0, µ0)]− [u(tδ, µδ)−v(tδ, µδ)]+
|t0 − tδ|2

δ
+
‖X0 −Xδ‖2

δ
≤ δ‖X0−Xδ‖.

Then, applying (11):

−ε
√
|tδ − t0|2 +W 2

2 (µδ, µ0) +
|t0 − tδ|2

δ
+
‖X0 −Xδ‖2

δ
≤ δ‖X0 −Xδ‖

which implies:

|t0 − tδ|2

δ
+
‖X0 −Xδ‖2

δ
≤ (δ + ε)

√
|tδ − t0|2 + ‖Xδ −X0‖2.

We conclude by (13):

(15)
√
|tδ − t0|2 + ‖Xδ −X0‖2 ≤ (δ + ε)δ ≤ Rα

2
.
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Step 3: Building an element of the superdifferential of u(tδ, µδ).
Let (t, Y ) ∈ [0, T [×P2(Rd) such that:

√
|tδ − t|2 + ‖Xδ − Y ‖2 < Rα

2 . Then, by (15),√
|t0 − t|2 + ‖X0 − Y ‖2 < Rα, and, by (14):

Φδ(t, Y ) ≤ Φδ(tδ, Yδ) + 〈ξδ, Y −Xδ〉.
Then, as by derivation:

|t0 − t|2 + ‖X0 − Y ‖2 − |t0 − tδ|2 − ‖X0 −Xδ‖2

= 2
tδ − t0
δ

(t− tδ) + 2〈Xδ −X0

δ
, Y −Xδ〉+ o

(
|t− tδ‖2 + ‖Xδ − Y ‖2

)
we get for all (t, Y ) ∈]0, T [×P2(Rd) :

U(t, Y )− V (t, Y )− ε
√
|t− t0|2 + c2(Y,X0) + δ

≤ U(tδ, Xδ)− V (tδ, Xδ)− ε
√
|tδ − t0|2 + c2(Xδ, X0) + δ

+〈2Xδ −X0

δ
+ ξδ, Y −Xδ〉+ 2

tδ − t0
δ

(t− tδ) + o
(√
|t− tδ|2 + ‖Y −Xδ‖2

)
.

In other words
(

2 tδ−t0δ , 2Xδ−X0
δ + ξδ

)
belongs to the superdifferential at (tδ, Xδ) of

the following map:

(t, Y ) 7→ U(t, Y )− V (t, Y )− ε
√
|t− t0|2 + c2(Y,X0) + δ

wich is rearrangement invariant as U , V and c are.
Then, by Proposition 3.5, setting qδ := poXδ

(
2Xδ−X0

δ + ξδ

)
∈ Tµδ(Rd) (see subsection

2.2), it holds:

(16) ‖qδ‖L2
µδ
≤
∥∥∥∥2
Xδ −X0

δ
+ ξδ

∥∥∥∥
L2

IP

and for all (t, ν) ∈ [0, T [×P2(Rd), for all π ∈ Π(µδ, ν):

u(t, ν)− v(t, ν)− ε
√
|t− t0|2 +W 2

2 (ν, µ0) + δ

≤ u(tδ, µδ)− v(tδ, µδ)− ε
√
|tδ − t0|2 +W 2

2 (µδ, µ0) + δ

+

∫
Rd×Rd

qδ(x) · (y − x)dπ(x, y) + 2
tδ − t0
δ

(t− tδ) + o

(√
|t− tδ|2 +W 2

2 (ν, µδ)

)
.

Set ∆δ :=
√
|tδ − t0|2 +W 2

2 (µδ, µ0) + δ and take γδ(x, y) in Πo(µδ, µ0), denote by
γ̄δ the following element of Tµδ(Rd):

γ̄δ(x) := x−
∫
Rd
ydγxδ (y).

Then, by Example 3.3, the vector 1
∆δ

(tδ − t0, γ̄δ) belongs to the superdifferential at
(tδ, νδ) of

(t, ν) 7→
√
|t− t0|2 +W 2

2 (ν, µ0) + δ.

We then get, for all (t, ν) ∈]0, T [×P2(Rd), for all π ∈ Π(µδ, ν):

u(t, ν) ≤ u(tδ, µδ) + v(t, ν)− v(tδ, µδ) +

∫
Rd×Rd

(
qδ(x) + ε

γ̄δ(x)

∆δ

)
· (y − x)dπ(x, y)
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+

(
2
tδ − t0
δ

+ ε
tδ − t0

∆δ

)
(t− tδ) + o

(√
|t− tδ|2 +W 2

2 (ν, µδ)

)
.

Finally by Proposition 3.20 and Estimation (15), it exists (pt,δ, pµ,δ) ∈ D+v(tδ, µδ)
such that:

(17) lim
δ→0

W2((Id× pµ,δ)]µδ, (Id,Dµv(t0, µ0))]µ0) = 0, lim
δ→0

pt,δ = ∂tv(t0, µ0).

We end this Step by concluding:

(18)
([

2
tδ − t0
δ

+ ε
tδ − t0

∆δ
+ pt,δ

]
;

[
qδ + ε

γ̄δ
∆δ

+ pµ,δ

])
∈ D+u(tδ, µδ).

Step 4: Estimations.
Here, we give some estimations in order to understand the behavior of the element
of D+u(tδ, µδ) build in the next section when δ will go to zero.

By (15) and the definition of ∆δ, we have:

(19)
∥∥∥∥2

(tδ − t0)

δ

∥∥∥∥ ≤ 2(δ + ε),

∥∥∥∥ε(tδ − t0)

∆δ

∥∥∥∥ ≤ ε.
Again by (15), the definition of qδ and (14):

(20) ‖qδ‖L2
µδ
≤
∥∥∥∥2

(Xδ −X0)

δ
+ ξδ

∥∥∥∥ ≤ 3δ + 2ε.

Finally, by Jensen’s inequality (similarly to the proof of Proposition 3.20, (ii)):

(21)
∥∥∥∥ε γ̄δ∆δ

∥∥∥∥
L2
µδ

≤ εW2(µ0, µδ)

∆δ
≤ ε.

Step 5: Conclusion.
By (18), as u is a viscosity subsolution of (HJ), it holds:[

2
tδ − t0
δ

+ ε
tδ − t0

∆δ
+ pt,δ

]
+H

(
µδ,

[
qδ + ε

γ̄δ
∆δ

+ pµ,δ

])
≥ 0.

Setting Rδ =
√
m2(µδ), by assumption (A1′) and by (20) and (21) the last inequality

implies:

pt,δ +H(µδ, pµδ) ≥ −k(Rδ)(3δ + 3ε)−
[
2
tδ − t0
δ

+ ε
tδ − t0

∆δ

]
≥ (−2− 3k(Rδ))(δ + ε)

where we used (19) for the last inequality. Then it exists c > 0 such that:

pt,δ +H(µδ, pµδ) ≥ −ck(Rδ)(δ + ε).

Then, sending δ to 0, using the continuity of k and H and (17) :

∂tv(t0, µ0) +H(µ0, Dµv(t0, µ0)) ≥ −ck
[√

m2(µδ)
]
ε

the result follow by setting for all µ ∈ P2(Rd): C(µ) := ck
[√

m2(µδ)
]
.
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2. In the case (ii), we adapt Step 5 as follows. Arguing as in [24], Proposition
3.23, for δ and ε small enough:

p ∈ D+
ε u(tδ, µδ)⇒ ‖p‖L2

µδ
≤ L(µ0) + ε+ 1 ≤ L(µ0) + 2.

Then, setting, Rδ =
√
m2(µδ), by assumption (A1):

H
(
µδ,

[
qδ + ε

γ̄δ
∆δ

+ pµ,δ

])
−H(µδ, pµδ) ≤ 3k(L(µ0) + 2 +Rδ)(δ + ε).

The sequel follows by the same arguments as above.
QED.

4. Regular L2
IP-extension of the Hamilton-Jacobi equation and

rearrangement invariant viscosity solutions

4.1. Building a suitable regular Hamiltonian on L2
IP×L2

IP. As seen, in the intro-
duction, when H is regular enough, we aim to build H : L2

IP(Ω,Rd)×L2
IP(Ω,Rd)→ R

such that:
(a) H(X, p ◦X) = H(X]IP, p) for all X ∈ L2

IP(Ω,Rd), p ∈ L2
X]IP(Rd,Rd),

(b) H is continuous in L2
IP(Ω,Rd)× L2

IP(Ω,Rd),
(c) H is suitable to treat some control problem in P2(Rd).

The point (c) will be considered in section 4.3. Some properties of the corresponding
equation

(HJ2) ∂tU(t,X) + H(X,DXU(t,X)) = 0, ∀t ∈ [0, T [, ∀X ∈ L2
IP(Ω,Rd)

will be studied in section 4.2.
We consider the following distance on F2(Rd) (recall 1):

dF2((µ, p), (ν, q)) = W2((Id× p)]µ, (Id× q)]ν) ∀(µ, p), (ν, q) ∈ F2(Rd).

The regularity of H with respect to dF2 already appeared to be interesting (Theorem
3.23). Moreover we have seen that both H1 and H2 are indeed locally uniformly
continuous for this distance. We may also introduce H defined on transport plans
supported on graphs:

H((Id× p)]µ) := H(µ, p) ∀(µ, p) ∈ F2(Rd).

The idea is now to extend H to all P2(Rd) (for the distance W2). This is possible if
H is regular enough with respect to dF2 . Then, denoting the extension again by H,
we will set:

H(X,Z) := H((X,Z)]IP) for all (X,Z) ∈ L2
IP(Ω,Rd)× L2

IP(Ω,Rd).

The following proposition states that dF2-regularity of H is mandatory to get (b),
moreover the strategy above works to build H with all the desired properties.

Proposition and Definition 4.1. Let H : F2(Rd)→ R.
1) Assume it exists H : L2

IP(Ω,Rd)×L2
IP(Ω,Rd)→ R such that (a) and (b) holds.

Then H is dF2-continuous.
2) Assume (A0) holds (see subsection 2.4):
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(i) Then it exists a unique H satisfying (a) and (b), it is defined by:

H(X,Z) := lim
n→+∞

H(µn, pn)

for any sequence (µn, pn)n converging to (X,Z)]IP in (F2(Rd), dF2).
We call H the regular L2

IP-extension of H.
(ii) H is rearrangement invariant in L2

IP(Ω,Rd×Rd), that is for all X, Z, X ′, Z ′ ∈
L2

IP(Ω,Rd):

H(X,Z) = H(X ′, Z ′) if (X,Z)]IP = (X ′, Z ′)]IP.

(iii) The following map that we call the plan extension of H is also well
defined:

H(γ) := H(X,Z) for any (X,Z) such that (X,Z)]IP = γ.

It is the unique continuous map on P2(Rd×Rd) such that H((Id×p)]µ) =
H(µ, p) for every (µ, p) ∈ F2(Rd). Moreover the lift of H is H.

(iv) H is W2-uniformly continuous on balls and H is L2
IP-uniformly continu-

ous on balls.

The key point to prove the proposition is the following density result:

Lemma 4.2. (Transport maps and plans) It holds:
(i) Plans supported by graphs are dense in the set of plans:

P2(Rd × Rd) = {(Id× p)]µ : µ ∈ P2(Rd), p ∈ L2
µ(Rd,Rd)}

W2
,

(ii) or equivalently:
L2

IP(Ω,Rd)× L2
IP(Ω,Rd) =

{(X, p ◦X) : X ∈ L2
IP(Ω,Rd), p ∈ L2

X]IP(Rd,Rd)}
‖·‖

L2
IP

(Ω,Rd)2 .

Proof of the lemma: (i) can be proved similarly as Lemma 5.1. The main ideas
are taken from Theorem 1.32 p24 of [25]: If µ, ν ∈ P2(Rd) are compactly supported
and µ is atomless, then:

Π(µ, ν) = {(Id× T )]µ : T ∈ L2
µ(Rd), T ]µ = ν}

W2
.

(ii) let us prove the equivalence with (i). The implication (ii)⇒ (i) is quite clear, let
us prove the opposite. Let (X,Y ) ∈ L2

IP(Ω,Rd)×L2
IP(Ω,Rd) and set γ := (X,Y )]IP,

by (i), it exists (µn, pn) ∈ F2(Rd) such that

lim
n→+∞

W2((Id× pn)]µn, γ) = 0.

Then, by Lemma 2.3, it exists (Xn)n in L2
IP(Ω,Rd) and (X̄, Ȳ ) ∈ L2

IP(Ω,Rd) ×
L2

IP(Ω,Rd) such that:

Xn]IP = µn, lim
n→+∞

‖(Xn, pn ◦Xn)− (X̄, Ȳ )‖ = 0, (X̄, Ȳ )]IP = γ.

Moreover, as (X̄, Ȳ ) and (X,Y ) have the same law, by Lemma 2.2, it exists τn : Ω→
Ω, bijective, such that τ]IP = τ−1]IP = IP and:

‖(X,Y )− (X̄ ◦ τn, Ȳ ◦ τn)‖ ≤ 1/n.

Finally:

lim
n→+∞

‖(Xn ◦ τn, pn ◦Xn ◦ τn)− (X,Y )‖
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≤ lim
n→+∞

‖(Xn ◦ τn, pn ◦Xn ◦ τn)− (X̄ ◦ τn, Ȳ ◦ τn)‖+ ‖(X̄ ◦ τn, Ȳ ◦ τn)− (X,Y )‖

≤ lim
n→+∞

(∫
Ω
|Xn(τn(ω))− X̄(τn(ω))|2 + |pn ◦Xn(τn(ω))− Ȳ (τn(ω))|2dIP(ω)

)1/2

+ 1/n

≤ lim
n→+∞

(∫
Ω
|Xn(ω)− X̄(ω)|2 + |pn ◦Xn(ω)− Ȳ (ω)|2d(τn]IP)(ω)

)1/2

≤ lim
n→+∞

‖(Xn, pn ◦Xn)− (X̄, Ȳ )‖ = 0.

To conclude, a general (X,Y ) ∈ L2
IP(Ω,Rd) × L2

IP(Ω,Rd), can be approximated in
L2

IP(Ω,Rd) by a sequence (Zn, pn◦Zn)n = (Xn◦τn, pn◦Xn◦τn)n with Zn ∈ L2
IP(Ω,Rd)

and pn ∈ L2
IP(Rd,Rd).

QED.

Proof of the Proposition 4.1: 1) Assume (µn, pn) converges to (µ, p) in
(F2, dF2). Then it exists (Xn)n in L2

IP(Ω,Rd) such that:

lim
n→+∞

‖Xn −X‖2L2
IP

+ ‖pn ◦Xn − p ◦X‖2L2
IP

= 0, Xn]IP = µn, X]IP = µ.

By regularity of H and (a), it holds:

lim
n→+∞

H(µn, pn) = lim
n→+∞

H(Xn, pn ◦Xn) = H(X, p ◦X) = H(µ, p).

2) First define the following application:

H : {(Id× p)]µ : µ ∈ P2(Rd), p ∈ L2
µ(Rd,Rd)} → R
(Id× T )]ν 7→ H(ν, T )

This map is W2-uniformly continuous on balls and using Lemma 4.2, it can be ex-
tended to aW2 continuous map, again denoted H on P2(Rd×Rd) which is uniformly
continuous on balls. Then we denote by H the lift of H. By construction, it is
rearrangement invariant and L2

IP-uniformly continuous on balls. QED.

Remark 4.3. In [17], the author introduced a slightly different notion of rearrange-
ment invariance for Hamiltonians. Namely H : L2

IP(Ω × Rd) × L2
IP(Ω × Rd) → R is

said to be rearrangement invariant in the sense of [17] if for all X,Z ∈ L2
IP(Ω×Rd):

H(X ◦ τ, Z ◦ τ) = H(X,Z) for all τ : Ω→ Ω, one to one with τ]IP = τ−1]IP = IP.

By Lemma 2.2, this notion is equivalent to the classic one on L2
IP(Ω,Rd ×Rd) when

H is continuous.

Example 4.4. Turning back to Example 2.7:

H1(µ, p) :=
1

2

∫
Rd
|p(x)|2 dµ(x) + V(µ).

Then, with the assumptions of Example 2.7, the regular L2
IP-extension H1 and the

plan extension H1 of H1 are:

H1(X,Z) =
1

2
‖Z‖2 + V(X]IP), H1(γ) =

1

2

∫
Rd×Rd

|z|2 dγ(x, z) + V(π1]γ).
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Moreover, it exists a local modulus of continuity (R, t) 7→ ωR(t) such that:

H1(γ1)−H1(γ2) ≤ RW2(π2]γ1, π2]γ2) + ωR(W2(π1]γ1, π1]γ2))

for all R > 0 and all γ1, γ2 ∈ P2(Rd × Rd) such that m2(πi]γj) ≤ R2 for i, j = 1, 2,

H1(X1, Z1)−H1(X2, Z2) ≤ R‖Z1 − Z2‖+ ωR(‖X1 −X2‖)
for all X1, X2, Z1, Z2 ∈ L2

IP(Ω,Rd) such that ‖Xi‖, ‖Zi‖ ≤ R for i = 1, 2.

In the example 2.9, the extension is a bit more difficult to guess:

Lemma 4.5. Let us consider the following Hamiltonian on F2(Rd):

H2(µ, p) := inf

{∫
Rd
f(x,u(x), µ) · p(x) dµ(x) : u : Rd → U Borel

}
with the assumptions of Example 2.9. Then, the plan extension of H2 is given for all
γ ∈ P2(Rd × Rd) by:

H2(γ) = inf

{∫
R2d

f(x,v(x, z), π1]γ) · z dγ(x, z) : v : R2d → U Borel
}

and its lift H2 is defined for all (X,Z) ∈ (L2
IP(Ω,Rd))2 by:

H2(X,Z) = inf

{∫
Ω
f(X,v(X,Z), X]IP) · Z dIP : v : R2d → U Borel

}
.

Moreover it exists M > 0 such that we have the regularity properties:

H2(γ1)−H2(γ2) ≤ (M + 4LR)W2(γ1, γ2)

for all R > 0 and all γ1, γ2 ∈ P2(Rd ×Rd) such that m2(πi]γj) ≤ R2, for i, j = 1, 2,

H2(X1, Z1)−H2(X2, Z2) ≤ (M + 4LR)‖(X1, Z1)− (X2, Z2)‖
for all R > 0 and all Xi, Zi ∈ L2

IP(Ω,Rd) such that ‖Xi‖, ‖Zi‖ ≤ R for i = 1, 2.

Proof: Clearly H2((Id × p)]µ) = H2(µ, p) for every (µ, p) ∈ F2(Rd). Then,
proving the continuity of H2 is enough to show that H2 is the plan extension of H2.
Similarly to the proof of Lemma 2.10, we prove the regularity property above for the
following functional on P2(Rd × Rd):

G(γ) = inf

{∫
R2d

f(x,v(x, z), π1]γ) · z dγ(x, z) : v : R2d → U Borel
}

so that it is the unique plan extension of H2. The sequel is straightforward.
QED.

Remark 4.6. Let us consider the extended equation (HJ2) together with the final
condition U(T,X) = G(X]IP). A consequence of the rearrangement invariance of
H that was proved in [17] is the following: if the extended equation has a unique
solution U , then it is rearrangement invariant. Then, setting u(t, µ) = U(t,X) for
any X ∈ L2

IP(Ω,Rd) of low µ, we get a solution for the equation (HJ), together with
the final condition u(T, µ) = G(µ).

In view of the previous remark, using the work of M. Crandall and P.-L. Lions
([13]) and the above construction of H, we get the existence Theorem bellow for (HJ)
together with the final condition u(T, µ) = G(µ) but only in the open time interval
]0, T [.
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Theorem 4.7 (Existence Theorem). Assume H : F2(Rd)→ R satisfy the following
assumptions:

(A0) It exists a local modulus (R, t) 7→ ωR(t) such that:

|H(µ, p)−H(ν, q)| ≤ ωR(W2((Id× p)]µ, (Id× q)]ν))

for all (µ, p), (ν, q) in F2(Rd) such that:

m2(µ) + ‖p‖2L2
µ
≤ R2, m2(ν) + ‖q‖2L2

ν
≤ R2.

(A′′1) It exists a local modulus (R, t) 7→ σR(t) such that:

|H(µ, p)−H(µ, q)| ≤ σR(‖p− q‖L2
µ
)

for all (µ, p), (µ, q) in F2(Rd) such that:

‖p‖L2
µ

+ ‖p− q‖L2
µ
≤ R.

(A2) It exists a modulus of continuity ξ such that, for all R ≥ 0 and λ > 0, it
exists a second modulus of continuity ξλ,R such that:

H(ν, λ(Id− S))−H(µ, λ(T − Id))

≤ ξ

(
λ‖S − Id‖2L2

ν
+ ‖S − Id‖L2

ν

)
+ ξλ,R

(
W2((Id× T )]µ, (S × Id)]ν)

)
for all (µ, T ), (ν, S) in F2(Rd) such that:

m2(µ) + ‖T‖2L2
µ
≤ R2, m2(ν) + ‖S‖2L2

ν
≤ R2.

Assume moreover G is uniformly continuous. Then, it exists u a solution of (HJ)
on ]0, T [×P2(Rd) satisfying u(T, µ) = G(µ) for all µ ∈ P2(Rd) and m a modulus of
continuity, (R, t) 7→ mR(t) a local modulus such that:

|u(t, µ)− u(s, ν)| ≤ m(W2(µ, ν)) +mR(|t− s|)

for all µ, ν ∈ P2(Rd), s, t ∈]0, T ] and m2(ν) ≤ R2.

Proof: Step 1: By (A0) and Proposition and Definition 4.1, 2), H admits a
rearrangement invariant H such that:

(22) |H(X,Z)−H(Y,Z ′)| ≤ ωR(‖X − Y ‖+ ‖Z − Z ′‖)

for all X,Y, Z, Z ′ in L2
IP(Ω,Rd) such that:

‖X‖, ‖Y ‖ , ‖Z‖, ‖Z ′‖ ≤ R.

Denote by H its lift. We aim to apply Theorem 1.1. in [13] to (HJ2).

Step 2: We start by checking assumption (H2) of p 373 of [13].
Let X, Z1, Z2 in L2

IP(Ω,Rd) with ‖Z1‖+‖Z1−Z2‖ ≤ R, setting $ := (X,Z1, Z2)]IP,
applying Lemma 5.1, it exists (µn)n in P2(Rd), pn, qn ∈ L2

µn(Rd,Rd) for all n ∈ N
such that:

lim
n→+∞

W2((Id× pn × qn)]µn, $) = 0,

‖pn − qn‖L2
µn
≤ R.
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Note that: limn→+∞ ‖pn − qn‖2L2
µn

=
∫
R3d |z1 − z2|2d$(x, z1, z2). By (A1”) and the

definition of H, we get:

|H(π1,2]ω)−H(π1,3]ω)| ≤ σR

([∫
R3d

|z1 − z2|2d$(x, z1, z2)

]1/2
)

or, equivalently:
|H(X,Z1)−H(X,Z2)| ≤ σR(‖Z1 − Z2‖).

This implies:

|H(X,Y )−H(X,Y + λ
X

‖X‖
)| ≤ ωR(λ)

for all λ > 0, X,Y ∈ L2
IP(Ω,Rd), X 6= 0, λ+ ‖Y ‖ ≤ R. Following [12], (1,15), let us

take ζ ∈ C1(R) such that

ζ(r) = 0 for r ≤ 1, ζ(r) = 2r − 4 for r ≥ 3, and 0 ≤ ζ ′ ≤ 2.

Then take for any X ∈ L2
IP(Ω,Rd): v(X) = ζ(‖X‖). We have:

lim inf
‖X‖→+∞

v(X)

‖X‖
= 2 > 1, ‖Dv(X)‖ ≤ 2

X

‖X‖
∀X 6= 0, Dv(0) = 0.

It then holds:

(23) |H(X,Y )−H(X,Y + λDv(X))| ≤ ωR(2λ)

for all λ > 0, X,Y ∈ L2
IP(Ω,Rd), ‖Y ‖+ λ ≤ R.

Step 3: Now check assumption (H3) of p 373 of [13].
Take γ = γ(x, y) ∈ P2(Rd×Rd) and R = 1

2m2(γ). By Lemma 4.2, it exists sequences
(µn, Tn)n and (νn, Sn)n in F2(Rd) such that:

lim
n→+∞

W2((Id× Tn)]µn, γ) = lim
n→+∞

W2((Sn × Id)]νn, γ) = 0.

Then assumption (A2) implies for n big enough:

lim
n→+∞

|H(νn, λ(Sn − Id))−H(µn, λ(Id− Tn))| ≤ ξ

(
λ‖x− y‖2L2

γ
+ ‖x− y‖L2

γ

)
for all λ > 0. It exists a sequence (Xn)n and X, Y in L2

IP(Ω,Rd) such that:

lim
n→+∞

‖Xn −X‖2 + ‖Tn ◦Xn − Y ‖2 = 0

(X,Y )]IP = γ, Xn]IP = µn.

Then limn→+∞ ‖λ(T ◦Xn −Xn)− λ(Y −X)‖ = 0 which implies

lim
n→+∞

W2((Id× λ(Id− Tn))]µn, (π1, λ(π1 − π2))]γ) = 0.

In the same way limn→+∞W2((Id×λ(Sn− Id)]νn, (π2, λ(π1−π2)]γ) = 0. So finally
we get:

|H((π2, λ(π1 − π2))]γ)−H((π1, λ(π1 − π2))]γ))| ≤ ξ

(
λ‖x− y‖2L2

γ
+ ‖x− y‖L2

γ

)
.

As this is true for any γ ∈ P2(Rd × Rd), we have also:

|H(Y, λ(X − Y ))−H(X,λ(X − Y ))| ≤ ξ

(
λ‖X − Y ‖2 + ‖X − Y ‖

)
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for all λ > 0, X,Y ∈ L2
IP(Ω,Rd).

Step 4: By step 1, 2 and 3, all assumptions of [13], Theorem 1.1 are satisfied.
Then, (HJ2) together with U(T,X) = G(X]IP) has a unique solution U0. Moreover
it exists m a modulus of continuity, (R, t) 7→ mR(t) a local modulus such that:

|U0(t,X)− U0(s, Y )| ≤ m(‖X − Y ‖) +mR(|t− s|)

for all s, t ∈ [0, T ], X,Y in L2
IP(Ω,Rd). As recalled in Remark 4.6, it is rearrangement

invariant, the sequel follows. QED.

Example 4.8. The Hamiltonian H1 of Example 2.7 satisfies (A′′1), let us prove it
satisfies (A2) provided

V(µ)− V(ν) ≤ ω(W2(µ, ν)) ∀µ, ν ∈ P2(Rd)

for some modulus of continuity ω. Indeed, take µ, ν, S, T, λ,R as in the theorem and
π ∈ Πo((Id× T )]µ, (S × Id)]ν). Note that π has the following shape:

π(x, x′, y, y′) = δT (x)(x
′)⊗ δS(y)(y

′)⊗ γ(x, y) with γ ∈ Π(µ, ν)

and W2((Id×T )]µ, (S×Id)]ν)2 =

∫
Rd×Rd

|x−Sy|2+|Tx−y|2 dγ(x, y) ≥W 2
2 (µ, S]ν).

Then, denoting by C all positive constants independent of λ and R:

H1(ν, λ(S − Id))−H1(µ, λ(Id− T )) = λ2(‖S − Id‖2L2
ν
− ‖T − Id‖2L2

µ
) + V(ν)−V(µ)

≤ λ2

∫
Rd×Rd

|Sy − x+ x− Tx+ Tx− y|2dγ(x, y)

−λ2‖T − Id‖2L2
µ

+ V(ν)− V(S]ν) + V(S]ν)− V(µ)

≤ Cλ2W2((Id× T )]µ, (S × Id)]ν)2 + ω(W2(ν, S]ν)) + ω(W2(µ, S]ν))

≤ Cλ2W2((Id× T )]µ, (S × Id)]ν)2 + ω

([
2

∫
|Sy|2 + |y|2 dν(y)

]1/2
)

+ω(W2((Id× T )]µ, (S × Id)]ν))

≤ Cλ2W2((Id× T )]µ, (S × Id)]ν)2 + ω(R) + ω(W2((Id× T )]µ, (S × Id)]ν)).

Example 4.9. The Hamiltonian H2 of Example 2.9 satisfies (A′′1) provided f is
bounded, moreover it also satisfies (A2). Again, take µ, ν, S, T, λ,R as in the theorem
and π ∈ Πo((Id× T )]µ, (S × Id)× ν) with:

π(x, x′, y, y′) = δT (x)(x
′)⊗ δS(y)(y

′)⊗ γ(x, y).

SetM := supw∈U |f(0,w, δ0)|. Take ε > 0 and u an ε-optimal control forH2(µ, λ(Id−
T )). Set v(y) =

∫
u(x)dγy(x). Then, denoting by C or C ′ all positive constants in-

dependent of λ and R:

H2(ν, λ(S − Id)) ≤
∫
Rd
f(y,v(y), ν) · λ(y − S(y)) dν(y)

≤
∫
Rd
f(S(y),v(y), ν) · λ(y − S(y)) dν(y) + Lλ‖Id− S‖2L2

ν
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(by use of Cauchy-Schwarz and the Lipschitz property of f)

≤
∫
f(S(y),u(x), ν) · λ(y − S(y))dγ(x, y) + Lλ‖Id− S‖2L2

ν

(by definition of v and affinity of f)

≤
∫
f(x,u(x), S]ν)·λ(y−S(y))dγ(x, y)+CLRλW 2

2 ((Id×T )]µ, (S×Id)]ν)+2Lλ‖Id−S‖2L2
ν

≤
∫
f(x,u(x), µ)·λ(y−S(y))dγ(x, y)+C ′LRλW 2

2 ((Id×T )]µ, (S×Id)]ν)+C ′Lλ‖Id−S‖2L2
ν

(again by use of Cauchy-Schwarz and the Lipschitz property of f two times to change
ν in S]ν, S(y) in x first and then S]ν into µ in the argument of f )

≤
∫
f(x,u(x), µ) ·λ(T (x)−x)dµ(x) +

∫
f(x,u(x), µ) ·λ(x−S(y) + y−T (x))dµ(x)

+C ′LRλW 2
2 ((Id× T )]µ, (S × Id)]ν) + 2CLλ‖Id− S‖2L2

ν

≤ H2(µ, λ(Id−T ))+ε+C(M+2RL)λW 2
2 ((Id×T )]µ, (S×Id)]ν)+2CLλ‖Id−S‖2L2

ν

using (8). The result follows by making ε tend to 0.

4.2. Rearrangement invariant viscosity solutions in L2
IP. Here we consider two

types of Hamiltonians: H : P2(Rd × Rd) → R and its lift H : L2
IP(Ω,Rd)2 → R. We

are interested in rearrangement invariant viscosity solutions of (HJ2).
We will use the following result appearing in [24]:

Lemma 4.10. Let U : [0, T ] × L2
P(Ω,Rd) → R be rearrangement invariant. Set

X0, Z ∈ L2
P(Ω,Rd), (t0, pt) ∈ [0, T [×R such that (pt, Z) ∈ D+U(t0, X0).

Then for any couple (X ′0, Z
′) ∈ L2

P(Ω,Rd)2 such that (X ′0, Z
′)]IP = (X0, Z)]IP, it

holds:
(pt, Z

′) ∈ D+U(t0, X
′
0).

This lemma emphasizes that it is meaningful to look at elements Z ∈ DU+(X)
as couples (X,Z) and more precisely to consider their joint laws γ = (X,Z)]IP. It
justifies the introduction of H and the assumption of rearrangement invariance for
extended Hamiltonians starting from H : F2(Rd)→ R and their lifts H. In the same
spirit, we will use the following notion of sub/superdifferential which was introduced
in the book [1] of Ambrosio, Gigli and Savaré (see Definition 10.3.1. p241):

Definition 4.11. Let u : [0, T ] × P2(Rd) → R. Let (t0, µ0) ∈ [0, T [×P2(Rd) and
γ ∈ P2(Rd × Rd).

(i) We say that (pt, γ) belongs to the AGS-superdifferential of u at (t0, µ0) iff:
for all (t, ν) ∈ [0, T ]×P2(Rd), and $(x, y, z) ∈ P2(R3d) such that π1,3]$ =

γ, π2]$ = ν, it holds

u(t, ν)−u(t0, µ0) ≤ pt(t−t0)+

∫
R3d

z·(y−x) d$(x, y, z)+o
(√
|t− t0|2 + ‖x− y‖2

L2
$

)
.

We denote the set of (pt, γ) satisfying this property by D+
AGSu(t0, µ0).
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(ii) We say that (pt, γ) belongs to the AGS-subdifferential of u at (t0, µ0) iff for
all (t, ν) ∈ [0, T ] × P2(Rd), and $(x, y, z) ∈ P2(R3d) such that π1,3]$ = γ,
π2]$ = ν, it holds

u(t, ν)−u(t0, µ0) ≥ pt(t−t0)+

∫
R3d

z·(y−x) d$(x, y, z)+o
(√
|t− t0|2 + ‖x− y‖2

L2
$

)
.

We denote the set of (pt, γ) satisfying this property by D−AGSu(t0, µ0).

Example 4.12. Let pt ∈ R, t0 ∈ [0, T [,X,Z ∈ L2
IP(Ω,Rd), γ(x, z) = [(X×Z)]IP](x, z) ∈

Π(µ0, ν).

• As noticed in [24], if U is the lift of u:

(pt, Z) ∈ D±U(t0, X)⇔ (pt, γ) ∈ D±AGSu(t0, µ0).

• Moreover, by Proposition 3.5, if γ ∈ D±AGSu(t0, µ), then:

(pt, (Id× pX(Z))]µ0) , and (pt, (Id× poX(Z))]µ0) belong to D±AGSu(t0, µ).

• Fix λ > 0 and assume γ(x, z) = [(X × Z)]IP](x, z) ∈ Πo(µ0, ν) is an optimal
transport plan. Abusing slightly notations we will denote by πx and πz the
first and second projections from Rd × Rd to Rd. Let u(µ) := λW 2

2 (µ, ν),
then, (see Theorem 10.2.2. p236 of [1]):

γ̄ = (πx × (2λ(πx − πz)))]γ = (X × 2λ(X − Z))]IP ∈ D+
AGSu(µ0).

Also by the remark above:(
Id× 2λ(Id−

∫
z dγ

•
(z))

)
]µ0 = (X × 2λ(X − pX(Z)))]IP ∈ D+

AGSu(µ0)

where
∫
z dγ•(z) denotes the map x 7→

∫
z dγx(z).

The AGS-superdifferential satisfies two nice convexity properties:

Lemma 4.13. (Convexity properties of D+
AGSu) Let u : [0, T ] × P2(Rd) → R. Let

(t0, µ0) ∈ [0, T [×P2(Rd) and (p0, γ0), (p1, γ1) in D+
AGSu(t0, µ0).

(i) (Convexity) Let λ ∈ [0, 1], set (pλ, γλ) = (1 − λ)(p0, γ0) + λ(p1, γ1), then
(pλ, γλ) ∈ D+

AGSu(t0, µ0).

(ii) (Displacement convexity) Set ω(x, z0, z1) := γx1 (z1)⊗γx0 (z0)⊗µ0(x) and take
λ ∈ [0, 1]. Then, defining

γ̄λ := (πx × ((1− λ)πz0 + λπz1))]ω

we have ((1− λ)p0 + λp1, γ̄λ) ∈ D+
AGSu(t0, µ0). Here we have denoted by πz0

and πz1 the second and third projections of Rd × Rd × Rd.

Note that, for any regular ϕ, by definition of γ̄λ:∫
ϕ(x, z) dγ̄λ(x, z) =

∫
ϕ(x, (1− λ)z0 + λz1) dω(x, z0, z1).

Proof: Assume for simplicity that u does not depend on the times variable.



31

(i) Take ω(x, y, z) ∈ P2(Rd×Rd×Rd) and such that π1,3]ω = γλ set ν = π2]ω. Then
ω can be written as a convex combination:

ω(x, y, z) = ωx,z(y)⊗ γλ(x, z) = (1− λ)ωx,z(y)⊗ γ0(x, z) + λωx,z(y)⊗ γ1(x, z).

Then as γi ∈ D+
AGS,εu(t0, µ0) (i = 0, 1), we have:

u(ν) ≤ u(µ) +

∫
R3d

z · (y − x)dωx,z(y)dγi(x, z) + o
(
‖y − x‖L2

ωx,z⊗γi

)
.

By convex combination:

u(ν) ≤ u(µ)+

∫
R3d

z·(y−x)dω(x, y, z)+o
(

(1− λ)‖y − x‖L2
ωx,z⊗γ0

+ λ‖y − x‖L2
ωx,z⊗γ1

)
.

We conclude as by concavity of τ 7→
√
τ :

(1− λ)‖y − x‖L2
ωx,z⊗γ0

+ λ‖y − x‖L2
ωx,z⊗γ1

≤

√
(1− λ)

∫
R3d

|y − x|2dωx,z(y)dγ0(x, z) + λ

∫
R3d

|y − x|2dωx,z(y)dγ1(x, z)

=

(∫
R3d

|y − x|2dω(x, y, z)

)1/2

.

(ii) It exists (X,Z0, Z1) ∈ L2
IP(Ω,Rd)3 such that ω = (X,Z0, Z1)]IP. Then γ̄λ =

(X × ((1− λ)Z1 + λZ2)) and, setting U the lift of U : Zi ∈ D+U(X) for i = 1, 2. By
convexity of D+U(X), we also have that ((1−λ)Z1 +λZ2) belongs to D+U(X) and
we conclude by the first point of Example 4.12.

QED.

An easy consequence of the first point of Example 4.12 is the following result:

Proposition 4.14. Let U : [0, T ] × L2
IP(Ω,Rd) → R continuous. Assume U is

rearrangement invariant and let u : [0, T ]×P2(Rd)→ R associated (u(t, µ) = U(t,X)
for any X such that X]IP = µ).
U is a viscosity subsolution of (HJ2) iff for all (t0, µ0) ∈]0, T [×P2(Rd) an all (pt, γ) ∈
D+
AGSu(t0, µ0):

pt +H(γ) ≥ 0.

The symmetric property holds for supersolutions.

Remark 4.15. Like in Section 3, it is also possible to define strict solutions for (HJ2)
and to adapt the proof of Theorem 3.23.

The regularity of the extension built in the previous section allows to use classic
results of uniqueness for the equation (HJ2) together with some final condition. As
shown by the result bellow, we can also prove some results specific to rearrangement
invariant solutions.

Proposition 4.16 (Comparison principle for rearrangement invariant solutions).
Let H : L2

IP(Ω,Rd)×L2
IP(Ω,Rd)→ R be a rearrangement invariant Hamiltonian. We

assume moreover that:
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• (Ā1) It exists k > 0 such that for all R > 0, and all X,Z1, Z2 ∈ L2
IP(Ω,Rd)

with ‖Z1‖, ‖Z2‖ ≤ R, ‖X‖ ≤ R:

(24) H(X,Z1)−H(X,Z2) ≤ k(1 +R)‖Z1 − Z2‖,

• (Ā2) it exists ωH : R+ → R+ a modulus of continuity such that for all µ, ν ∈
P2(Rd), we can find a pair X,Y ∈ L2

IP(Ω,Rd) with (X,Y )]IP ∈ Πo(µ, ν) and:

(25) H(Y, λ(Y −X))−H(X,λ(Y −X)) ≤ ωH(‖X − Y ‖+ λ‖X − Y ‖2) ∀λ > 0.

Let U1, U2 : [0, T ] × L2
IP(Ω,Rd) → R two rearrangement invariant, uniformly

continuous mapping. Namely it exists ω1, ω2 two modulus of continuity such that:

Ui(t,X)− Ui(s, Y ) ≤ ωi
(

(‖X − Y ‖2 + |t− s|2)1/2
)
, i = 1, 2.

Assume that U1 (resp. U2) is a viscosity subsolutions (resp. supersolution) of (HJ2)
such that:

Ui(T,X) = G(X]IP) ∀X ∈ L2
IP(Ω,Rd), i = 1, 2.

for some G : P2(Rd)→ R.

Then, it holds: U1 ≤ U2.

The proof will reduce to a classic one by using the following lemma:

Lemma 4.17 (Stegall’s Variationnal Principle in P2(Rd)). Let v : P2(Rd)×P2(Rd)→
R and V : L2

IP(Ω,Rd)×L2
IP(Ω,Rd)→ R it lift. Assume that V is l.s.c. and coercive.

Let δ > 0,
(i) it exists µδ, νδ in P2(Rd), pδ ∈ L2

µδ
(Ω,Rd), qδ ∈ L2

νδ
(Ω,Rd) such that

‖pδ‖L2
µδ
≤ δ, ‖qδ‖L2

νδ
≤ δ and

(26) v(µδ, νδ) ≤ v(µ, ν) +

∫
R2d

pδ(x) · (y−x) dγµ(x, y) +

∫
R2d

qδ(x) · (y−x) dγν(x, y)

for all γµ ∈ Π(µδ, µ), γν ∈ Π(νδ, ν);

(ii) for all Xδ ,Yδ in L2
IP(Ω,Rd) of law µδ, νδ,

(27) V (Xδ, Yδ) ≤ V (X,Y ) + 〈pδ ◦Xδ, X −Xδ〉+ 〈qδ ◦ Yδ, Y − Yδ〉

for all X, Y in L2
IP(Ω,Rd);

(iii) it exists p̄δ ∈ Tµδ(Rd), q̄δ ∈ Tνδ(Rd) such that, replacing pδ by p̄δ and qδ by
q̄δ, (26) holds for all optimal γµ ∈ Πo(µδ, µ), γν ∈ Πo(νδ, ν) and (27) holds
for all X, Y with (Xδ, X)]IP ∈ Πo(µδ, X]IP), (Yδ, Y )]IP ∈ Πo(νδ, Y ]IP);

(iv) for all γµ ∈ Π(µδ, µ), γν ∈ Π(νδ, ν):

v(µδ, νδ) ≤ v(µ, ν) +

∫
R2d

p̄δ(x) · (y − x) dγµ(x, y) +

∫
R2d

q̄δ(x) · (y − x) dγν(x, y)

+o
(
‖y − x‖L2

γµ

)
+ o

(
‖y − x‖L2

γν

)
;
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(v) for all Xδ ,Yδ in L2
IP(Ω,Rd) of law µδ, νδ,

V (Xδ, Yδ) ≤ V (X,Y ) + 〈p̄δ ◦Xδ, X −Xδ〉+ 〈q̄δ ◦ Yδ, Y − Yδ〉

+o(‖X −Xδ‖) + o(‖Y − Yδ‖);
for all X, Y in L2

IP(Ω,Rd).

Proof of Lemma 4.17: Proof of (i). Let δ0 > 0. By Stegall’s variationnal
principle (see for instance [6], Theorem 8.8.), it exists X0, Y0, ξ0, ζ0 in L2

IP(Ω,Rd)
such that

‖ξ0‖, ‖ζ0‖ ≤ δ0,

V (X0, Y0) + 〈ξ0, X0〉+ 〈ζ0, Y0〉 ≤ V (X,Y ) + 〈ξ0, X〉+ 〈ζ0, Y 〉 ∀X,Y ∈ L2
IP(Ω,Rd).

Set µδ = X0]IP, νδ = Y0]IP, then, for all µ, ν ∈ P2(Rd), $µ(x, y, z), $ν(x, y, z) ∈
P2(Rd × Rd × Rd) such that

π1,3]$µ = (X0, ξ0)]IP, π1,3]$ν = (Y0, ζ0)]IP, π2]$µ = µ, π2]$ν = ν,

it holds:

v(µδ, νδ) ≤ v(µ, ν) +

∫
R3

z · (y − x) d$µ(x, y, z) +

∫
R3d

z · (y − x) d$ν(x, y, z).

Denote by γµδ the plan (X0, ξ0)]IP and by γνδ the plan (Y0, ζ0)]IP which disintegrate
in γµδ(x, z) = γxµδ(z) ⊗ µδ(x) and γνδ(x, z) = γxνδ(z) ⊗ νδ(x). Let γµ ∈ Π(µδ, µ),
γν ∈ Π(νδ, ν) and set:

$µ(x, y, z) = γxµδ(z)⊗ γµ(x, y), $ν(x, y, z) = γxνδ(z)⊗ γν(x, y).

Then, it holds:

v(µδ, νδ) ≤ v(µ, ν) +

∫
R3

z · (y−x) dγxµδ(z)dγµ(x, y) +

∫
R3d

z · (y−x) dγxνδ(z)dγν(x, y)

=

∫
R2

[∫
Rd
z dγxµδ(z)

]
· (y − x) dγµ(x, y) +

∫
R2d

[∫
Rd
z dγxνδ(z)

]
· (y − x) dγν(x, y).

(i) follows by taking pδ(x) :=
∫
Rd z dγ

x
µδ

(z) and qδ :=
∫
Rd z dγ

x
νδ

(z).

Proof of (iii). Let p̄δ the projection of pδ on Tµδ(Rd), then for all γµ ∈ Πo(µδ, µ),
γν ∈ Πo(νδ, ν), disintegrating γµ, it holds:

v(µδ, νδ) ≤ v(µ, ν) +

∫
R2d

pδ(x) · (y − x) dγxµ(y)dµδ(x) +

∫
R2d

qδ(x) · (y − x) dγν(x, y)

≤ v(µ, ν) +

∫
Rd
pδ(x) ·

([∫
Rd
ydγxµ(y)

]
− x
)
dµδ(x) +

∫
R2d

qδ(x) · (y − x) dγν(x, y)

and as x 7→
[∫

Rd ydγ
x
µ(y)

]
− x belongs to Tµδ(Rd):

v(µδ, νδ) ≤ v(µ, ν)+

∫
Rd
p̄δ(x)·

([∫
Rd
ydγxµ(y)

]
− x
)
dµδ(x)+

∫
R2d

qδ(x)·(y−x) dγν(x, y)

≤ v(µ, ν) +

∫
R2d

p̄δ(x) · (y − x) dγxµ(y)dµδ(x) +

∫
R2d

qδ(x) · (y − x) dγν(x, y).

Repeating this idea for qδ gives the result.
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Proof of (iv). Take now πµ ∈ Π(µδ, µ), πν ∈ Π(νδ, ν), γµ, γν as above and ε > 0,
ϕ ∈ C∞c (Rd,Rd) such that ‖∇ϕ− p̄δ‖L2

µδ
≤ ε. Then, using Lemma 3.3 of [17]:

v(µδ, νδ) ≤ v(µ, ν) +

∫
R2d

p̄δ(x) · (y − x) dγµ(x, y) +

∫
R2d

q̄δ(x) · (y − x) dγν(x, y)

≤ v(µ, ν) +

∫
R2d

∇ϕ(x) · (y−x) dγµ(x, y) + ε‖y−x‖L2
γµ

+

∫
R2d

q̄δ(x) · (y−x) dγν(x, y)

≤ v(µ, ν) +

∫
R2d

∇ϕ(x) · (y − x)dπµ(x, y) + o(‖y − x‖2L2
πµ

) + ε‖y − x‖L2
πµ

+

∫
R2d

q̄δ(x) · (y − x) dγν(x, y)

≤ v(µ, ν) +

∫
R2d

p̄δ(x) · (y − x)dπµ(x, y) + o(‖y − x‖2L2
πµ

) + 2ε‖y − x‖L2
πµ

+

∫
R2d

q̄δ(x) · (y − x) dγν(x, y).

Repeating the same idea for q̄δ and making ε go to zero gives the result.
QED.

Proof of Proposition 4.16: We set:

M := max
t∈[0,T ]

(|U1(t, 0)|+ |U2(t, 0)|).

All along the proof we will denote by C any constant depending only on k and M .
Assume by contradiction that

(28) −ξ := inf
[0,T ]×L2

IP(Ω,Rd)

(U2 − U1) < 0.

We set, for any t1, t2 ∈ [0, T ], X1, X2 ∈ L2
IP(Ω,Rd):

Φ(t1, t2, X1, X2) :=

U2(t2, X2)−U1(t1, X1)+
1

2ε

(
W 2

2 (X1]IP, X2]IP) + |t1 − t2|2
)
+
α

2

(
‖X1‖2 + ‖X2‖2

)
−ηt2

depending on ε ∈]0, 1[, α > 0 and η > 0 such that:

(29) η >
ξ

2T
.

We introduce also for all X1, X2 ∈ L2
IP(Ω,Rd):

Ψ(X1, X2) := min
t1,t2∈[0,T ]

Φ(t1, t2, X1, X2).

The mapping Ψ is rearrangement invariable separately in both variable, l.s.c. and
coercive. Let δ > 0. Then, by applying Lemma 4.17 and thanks to (25), we can find
X̄1, X̄2 in L2

IP(Ω,Rd), p1 ∈ L2
X̄1]IP

(Rd,Rd), p2 ∈ L2
X̄2]IP

(Rd,Rd) such that:

(30) ‖X̄1 − X̄2‖ = W2(X̄1]IP, X̄2]IP), ‖p1‖L2
X̄1]IP

, ‖p2‖L2
X̄2]IP

≤ δ,

(31)
Ψ(X̄1, X̄2)+〈p1◦X̄1, X̄1〉+〈p2◦X̄2, X̄2〉 ≤ Ψ(X1, X2)+〈p1◦X̄1, X1〉+〈p2◦X̄2, X2〉, ∀X1, X2,

(32)
H(X̄1, λ(X̄1− X̄2))−H(X̄2, λ(X̄1− X̄2)) ≤ ωH(‖X̄1− X̄2‖+λ‖X̄1− X̄2‖2) ∀λ > 0.
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Then, by definition if Ψ, (30) and (31), it exists t̄1, t̄2 ∈ [0, T ] such that for all
t1, t2, X1, X2:
(33)

U2(t̄2, X̄2)− U1(t̄1, X̄1) + 1
2ε

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

)
+ α

2

(
‖X̄1‖2 + ‖X̄2‖2

)
− ηt̄2 + 〈p1 ◦ X̄1, X̄1〉+ 〈p2 ◦ X̄2, X̄2〉

≤ U2(t2, X2)− U1(t1, X1) + 1
2ε

(
‖X1 −X2‖2 + |t1 − t2|2

)
+ α

2

(
‖X1‖2 + ‖X2‖2

)
− ηt2 + 〈p1 ◦ X̄1, X1〉+ 〈p2 ◦ X̄2, X2〉.

Step 1: We prove some estimates on r and ρ defined by:

(34) r :=
(
‖X̄1‖2 + ‖X̄2‖2

)1/2
, ρ :=

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|

)1/2
.

First, applying (33) with X1 = X2 = 0, t1 = t2 = t̄2 and recalling the definition of
M > 0, we get:

U2(t̄2, X̄2)− U1(t̄1, X̄1) +
1

2ε

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

)
+
α

2

(
‖X̄1‖2 + ‖X̄2‖2

)
− ηt̄2 + 〈p1 ◦ X̄1, X̄1〉+ 〈p2 ◦ X̄2, X̄2〉

≤M − ηt̄2.

Then, by (30), we get:

(35)
1

2ε

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

)
+
α

2

(
‖X̄1‖2 + ‖X̄2‖2

)
≤ 2M+δ

(
‖X̄1‖+ ‖X̄2‖

)
.

Firstly this implies that r satisfies α
2 r

2 −
√

2δr − 2M ≤ 0 so that r ≤ 1
α(
√

2δ +√
2δ2 + 4Mα) and:

(36) r :=
(
‖X̄1‖2 + ‖X̄2‖2

)1/2 ≤ C ( δ
α

+
1√
α

)
, lim

δ→0
αr ≤ C

√
α.

Secondly, (35) combined with (36) gives 1
2ερ

2 ≤ 2M + C
(
δ2

α + δ√
α

)
. So that:

(37) ρ2 ≤ εC
(

1 +
δ2

α
+

δ√
α

)
, lim

δ→0

ρ

ε
≤ C√

ε
, lim

ε→0
lim
α→0

lim
δ→0

ρ = 0, .

Applying (33) with (t2, X2) = (t̄2, X̄2), (t1, X1) = (t̄2, X̄2), we get:

−U1(t̄1, X̄1) +
1

2ε

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

)
+
α

2
‖X̄1‖2 + 〈p1 ◦ X̄1, X̄1〉

≤ −U1(t̄2, X̄2) +
α

2
‖X̄2‖2 + 〈p1 ◦ X̄1, X̄2〉.

So that, using again (36) :

ρ2

2ε
≤ ω1(ρ) +

α

2

(
‖X̄1 − X̄2‖2 + 2‖X̄1‖ × ‖X̄1 − X̄2‖

)
+ δ‖X̄1 − X̄2‖

≤ ω1(ρ) +
α

2

(
ρ2 + 2Cρ

(
δ

α
+

1√
α

))
+ δρ

≤ ω1(ρ) + C(αρ2 + ρ(δ +
√
α)).

Finally we get:

(38) lim
ε→0

lim
α→0

lim
δ→0

ρ2

ε
:= lim

ε→0
lim
α→0

lim
δ→0

‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

ε
= 0.
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Step 2: We now assume that t̄1, t̄2 6= T and get a contradiction. By (33) with
(t2, X2) = (t̄2, X̄2) and (t1, X1) in [0, T [×L2

IP(Ω,Rd), we have:

U1(t1, X1)− U1(t̄1, X̄1)

≤ 1

2ε

(
‖X1 − X̄2‖2 − ‖X̄1 − X̄2‖2 + |t1 − t̄2|2 − |t̄1 − t̄2|2

)
+
α

2
(‖X1‖2 − ‖X̄1‖2) + 〈p1 ◦ X̄1, X1 − X̄1〉

≤ 1

2ε

(
‖X1 − X̄1‖2 + 2〈X1 − X̄1, X̄1 − X̄2〉+ |t1 − t̄1|2 + 2(t1 − t̄1)× (t̄1 − t̄2)

)
+
α

2
(‖X1 − X̄1‖2 + 2〈X1 − X̄1, X̄1〉) + 〈p1 ◦ X̄1, X1 − X̄1〉

≤ 〈X̄1 − X̄2

ε
+ αX̄1 + p1 ◦ X̄1, X1 − X̄1〉+

t̄1 − t̄2
ε

(t1 − t̄1)

+ o
(

(‖X1 − X̄1‖2 + |t1 − t̄1|2)1/2
)
.

This proves that:

(39)
(
t̄1 − t̄2
ε

,
X̄1 − X̄2

ε
+ αX̄1 + p1 ◦ X̄1

)
∈ D+U1(t̄1, X̄1)

Similarly, applying (33) with (t1, X1) = (t̄1, X̄1) and (t2, X2) in [0, T [×L2
IP(Ω,Rd),

we get:

(40)
(
t̄1 − t̄2
ε

+ η,
X̄1 − X̄2

ε
− αX̄2 − p2 ◦ X̄2

)
∈ D−U2(t̄2, X̄2)

As by assumption, U1 is a subsolution and U2 is a supersolution, using (39) and (40):

t̄1 − t̄2
ε

+ H

(
X̄1 ;

X̄1 − X̄2

ε
+ αX̄1 + p1 ◦ X̄1

)
≥ 0,

t̄1 − t̄2
ε

+ η + H

(
X̄2 ;

X̄1 − X̄2

ε
− αX̄2 − p2 ◦ X̄2

)
≤ 0.

By substraction, we then have:

−η+H

(
X̄1 ;

X̄1 − X̄2

ε
+ αX̄1 + p1 ◦ X̄1

)
−H

(
X̄2 ;

X̄1 − X̄2

ε
− αX̄2 + p2 ◦ X̄2

)
≥ 0.

By use of (24), setting R(ε, α, δ) := ρ
ε +αr+ δ (with the notations (34)), this yields:

−η + H

(
X̄1 ;

X̄1 − X̄2

ε

)
−H

(
X̄2 ;

X̄1 − X̄2

ε

)
+2k(1 +R(ε, α, δ))(αr + δ) ≥ 0,

and by (32):

(41) −η + ωH

(
‖X̄1 − X̄2‖+

‖X̄1 − X̄2‖2

ε

)
+ 2k(1 +R(ε, α, δ))(αr + δ) ≥ 0.

Note that, using (36), (37) gives:

lim
α→0

lim
δ→0

(1 +R(ε, α, δ))(αr + δ) ≤ lim
α→0

(1 +
C√
ε

+ C
√
α)C
√
α = 0.
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So that, making δ → 0, α→ 0 and ε→ 0 in (41) gives (remember (37) and (38)):

−η ≥ 0.

This yields a contradiction as η > 0.

Step 3: Now we show that t̄1, t̄2 6= T . We do the proof only in case t̄2 = T , the
remaining case being similar.
First notice that, by (28), it exists (t,X) ∈ [0, T ]× L2

IP(Ω,Rd) such that:

(U2 − U1)(t,X) < −ξ
2
.

Then, applying again (33) with t1 = t2 = t and X1 = X2 = X leads (recall (34)):

U2(t̄2, X̄2)− U1(t̄1, X̄1) +
ρ2

2ε
+
α

2
r2 − ηt̄2 + 〈p1 ◦ X̄1, X̄1〉+ 〈p2 ◦ X̄2, X̄2〉

≤ −ξ
2

+ α‖X‖2 − ηt+ 〈p1 ◦ X̄1 + p2 ◦ X̄2, X〉

which implies by (36):

U2(t̄2, X̄2)− U1(t̄1, X̄1)− δC
(
δ

α
+

1√
α

)
− ηT ≤ −ξ

2
+ α‖X‖2 + 2δ‖X‖.

Then, as by assumption U2(T̄ , ·) = U1(T̄ , ·) and t̄2 = T :

−ω1(ρ)− δC
(
δ

α
+

1√
α

)
− ηT ≤ −ξ

2
+ α‖X‖2 + 2δ‖X‖.

We make δ → 0, α→ 0 and ε→ 0 and get by (37):

−ηT ≤ −ξ
2

which gives a contradiction with (29).
Q.E.D.

The following proposition gives the assumptions on H that will imply (Ā2) for the
Hamiltonian built in subsection 4.1

Proposition 4.18. Let H : F2(Rd)→ R an Hamiltonian satisfying (A0) and H the
Hamiltonian given by Proposition and Definition 4.1, 2). Assume H satisfies the
following assumption:

[(A∗2)] It exists ω a modulus of continuity such that for all µ, ν in P2(Rd) absolutely
continuous with respect to the Lebesgue measure and all λ > 0:

H(µ, λ(T − Id))−H(ν, λ(Id− S)) ≤ ω(W2(µ, ν) + λW 2
2 (µ, ν))

where Πo(µ, ν) = {(Id× T )]µ} = {(S × Id)]ν}.
Then H satisfies (Ā2).

Proof: Let µ, ν in P2(Rd), arguing as in Lemma 5.1, we build (µn)n and (νn)n
two sequences in P2(Rd) of absolutely continuous probability measures such that:

(42) lim
n→+∞

W2(µn, µ) = lim
n→+∞

W2(νn, ν) = 0.
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Let γn = (Id × Tn)]µn = (Sn × Id)]νn the only element of Πo(µn, νn). Up to a
subsequence it converges weakly to some γ and thanks to (42), it holds:

lim
n→+∞

m2(γn) = m2(µ) +m2(ν)

so that (γn)n is tight, γ is in Π(µ, ν) and limn→+∞W2(γn, γ) = 0. Moreover γ ∈
Πo(µ, ν) as:

W 2
2 (µ, ν) = lim

n→+∞
W 2

2 (µn, νn) = lim
n→+∞

∫
R2d

|x− y|2dγn(x, y) =

∫
R2d

|x− y|2dγ(x, y).

The convergence of (γn)n also implies (see Lemma 2.3) the existence of a sequence
(Xn)n in L2

IP(Ω,Rd) and X, Y ∈ L2
IP(Ω,Rd) such that:

Xn]IP = µn, X]IP = µ, (Xn, Tn ◦Xn)]IP = γn, (X,Y )]IP = γ,

lim
n→+∞

‖Xn −X‖ = lim
n→+∞

‖Tn ◦Xn − Y ‖ = 0.

From that we deduce that for all λ > 0:

lim
n→+∞

W2((Id× λ(Tn − Id))]µn, (π1 × λ(π2 − π1))]γ)

= lim
n→+∞

‖(Xn, λ(Tn ◦Xn −Xn))− (X,λ(Y −X))‖ = 0.

In the same way:

lim
n→+∞

W2((Id× λ(Id− Sn))]νn, (π2 × λ(π2 − π1))]γ) = 0.

By [(A∗2)], for every λ > 0, we have for all n ∈ N:

H(µn, λ(Tn − Id))−H(νn, λ(Id− Sn)) ≤ ω(W2(µn, νn) + λW 2
2 (µn, νn))

and by definition of H built in Proposition and Definition 4.1, (iii):

H((Id×λ(Tn− Id))]µn)−H((Id×λ(Id−Sn))]νn) ≤ ω(W2(µn, νn)+λW 2
2 (µn, νn)).

As H is locally W2-uniformly continuous, by making n→ +∞, we get:

H((π1 × λ(π2 − π1))]γ)−H((π2 × λ(π2 − π1))]γ) ≤ ω(W2(µ, ν) + λW 2
2 (µ, ν)),

Recalling γ ∈ Πo(µ, ν) and the definition of H, the result follows. QED.

Discussion about assumptions of Proposition 4.16 and the domain of H:
The formulations of (Ā1) and (Ā2) are not homogeneous since (Ā2) involves only a
subdomain of H, namely:

{(X,λ(Y −X)) : λ ∈ R, (X,Y )]IP ∈ Πo(X]IP, Y ]IP)}

whereas (Ā1) involves all L2
IP(Ω,Rd)×L2

IP(Ω,Rd). As we are going to see, it is possible
to restrict (Ā1).
We will need the following objects (see [1] p 314):

∀µ ∈ P2(Rd), G(µ) := {(π1, λ(π2 − π1))]γ : γ optimal , λ > 0}

and we can define a distance on Π(µ, ·) := {γ ∈ P2(Rd) : π1]γ = µ} by setting for
all γ12, γ13 in Π(µ, ·):

W 2
µ(γ12, γ13) := min

{∫
Rd×Rd

|x2 − x3|2 d$(x1, x2, x3) : π1,2]$ = γ12, π1,3]$ = γ13

}
.
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Definition 4.19. The geometric tangent space in P2(Rd) at µ is defined by:

Tanµ(Rd) := G(µ)
Wµ
.

Let us introduce moreover for all X ∈ L2
IP(Ω,Rd) of law µ the following convex

cone:
TX := {Z : (X,Z)]IP ∈ Tanµ(Rd)}.

Using Proposition 4.29 p58 of [18] (see also Definition 4.16 p52), TX is a vector
subspace of L2

IP(Ω,Rd).
Then, we may replace assumption (Ā1) in Proposition 4.16 by:

(Ā′1) It exists k > 0 such that for all R > 0, and all X ∈ L2
IP(Ω,Rd) Z1, Z2 ∈ TX

with ‖Z1‖, ‖Z2‖ ≤ R, ‖X‖ ≤ R:

H(X,Z1)−H(X,Z2) ≤ k(1 +R)‖Z1 − Z2‖
or equivalently:
It exists k > 0 such that for all R > 0, and all µ ∈ P2(Rd), γ1, γ2 in Tanµ(Rd) with
m2(µ), m2(π2]γi) ≤ R2 for i = 1, 2:

H̄(γ1)− H̄(γ2) ≤ k(1 +R)Wµ(γ1, γ2).

Then we modify the proof of Proposition 4.16 as follows.
• Build, thanks to Lemma 4.17, p1, p2 as in the proof above and p̄1 ∈ TX̄1]IP(Rd),
p̄2 ∈ TX̄2]IP(Rd)
• Double (31) and (33) by:

Ψ(X̄1, X̄2) + 〈p̄1 ◦ X̄1, X̄1〉+ 〈p̄2 ◦ X̄2, X̄2〉

≤ Ψ(X1, X2)+〈p̄1 ◦X̄1, X1〉+〈p̄2 ◦X2, X2〉+o(‖X1−X̄1‖)+o(‖X2−X̄2‖), ∀X1, X2,

and
(43)

U2(t̄2, X̄2)− U1(t̄1, X̄1) + 1
2ε

(
‖X̄1 − X̄2‖2 + |t̄1 − t̄2|2

)
+ α

2

(
‖X̄1‖2 + ‖X̄2‖2

)
−ηt̄2 + 〈p̄1 ◦ X̄1, X̄1〉+ 〈p̄2 ◦ X̄2, X̄2〉

≤ U2(t2, X2)− U1(t1, X1) + 1
2ε

(
‖X1 −X2‖2 + |t1 − t2|2

)
+ α

2

(
‖X1‖2 + ‖X2‖2

)
−ηt2 + 〈p̄1 ◦ X̄1, X1〉+ 〈p̄2 ◦ X̄2, X2〉+ o(‖X1 − X̄1‖) + o(‖X2 − X̄2‖).
• Step 1 and 3 are unchanged. Use (43) only in step 2 to show:(

t̄1 − t̄2
ε

,
X̄1 − X̄2

ε
+ αX̄1 + p̄1 ◦ X̄1

)
∈ D+U1(t̄1, X̄1),(

t̄1 − t̄2
ε

+ η,
X̄1 − X̄2

ε
− αX̄2 − p̄2 ◦ X̄2

)
∈ D−U2(t̄2, X̄2).

Then notice:[
X̄1 − X̄2

ε
+ αX̄1 + p̄1 ◦ X̄1

]
∈ TX̄1

,

[
X̄1 − X̄2

ε
− αX̄2 − p̄2 ◦ X̄2

]
∈ TX̄2

.

So that we can apply (Ā′1) to conclude the step.
With these modifications the comparison principle will hold for an Hamiltonian

defined only on {(X,Z) : (X,Z)]IP ∈ TanX]IP(Rd)}. We could also modify the
definition of sudifferential and superdifferential by restricting them to this set. This
seems relevant for rearrangement invariant solutions of (HJ2). Moreover it is coherent
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with the definitions of sub/superdifferential section of 3 which are restricted to Tµ(Rd)
and not all L2

µ(Rd,Rd). Indeed we have the following result:

Proposition 4.20. (i) The following equalities hold:

∪µ∈P2(Rd)Tanµ(Rd)
W2

= {(Id× p)]µ : µ ∈ P2(Rd), p ∈ Tµ(Rd)}
W2

= {(π1 × λ(π2 − π1))]γ : λ ∈ R, γ ∈ Πo(π1]γ, π2]γ)}W2
.

(ii) Assume the Hamiltonian H is defined only inside

{(µ, p) : µ ∈ P2(Rd), p ∈ Tµ(Rd)}

and satisfies (A0) on this set. Then it exists H defined on ∪µ∈P2(Rd)Tanµ(Rd)
W2

uniformly continuous on balls and such that:

H((Id× p)]µ) = H(µ, p)∀µ ∈ P2(Rd), p ∈ Tµ(Rd).

Proof: We show only (i). Note that, for any µ0 ∈ P2(Rd), γ1, γ2 in Π(µ0, ·), we
have W2(γ1, γ2) ≤Wµ0(γ1, γ2). So that:

∪µ∈P2(Rd)Tanµ(Rd)
W2

= ∪µ∈P2(Rd)G(µ)
Wµ

W2

= ∪µ∈P2(Rd)G(µ)
W2

= {(π1 × λ(π2 − π1))]γ : λ ∈ R, γ ∈ Πo(π1]γ, π2]γ)}W2
.

Now let π ∈ G(µ0), π = (π1, λ(π2 − π1))]γ with γ ∈ Πo(µ0, π2]γ) and λ > 0.
By Lemma 7.2.1 and Theorem 7.2.2 in [1], we can build a constant speed geodesic
between µ0 and π2]γ by setting µt = ((1−t)π1 +tπ2)]γ for all t ∈ [0, 1]. Moreover for
all n ∈ N∗, Πo(µ1/n, π2]γ) = {(Id× Tn)]µ1/n} for some Tn ∈ L2

µ1/n
(Rd,Rd). Then:

lim
n→+∞

W2((Id× Tn)]µ1/n, γ) ≤ lim
n→+∞

W2(µ1/n, µ0) = lim
n→+∞

1/nW2(µ0, π2]γ) = 0.

Arguing as in Step 3 of Theorem 4.7, we also have:

lim
n→+∞

W2((Id× λ(Tn − Id))]µ1/n, π) = 0.

From that we have π ∈ {(Id× p)]µ : µ ∈ P2(Rd), p ∈ Tµ(Rd)}. As this is true for
all π ∈ G(µ0) and all µ0 ∈ P2(Rd), we get:

∪µ∈P2(Rd)G(µ)
W2 ⊂ {(Id× p)]µ : µ ∈ P2(Rd), p ∈ Tµ(Rd)}.

The opposite inclusion holds as

{(Id× p)]µ : µ ∈ P2(Rd), p ∈ Tµ(Rd)} ⊂ ∪µ∈P2(Rd)Tanµ(Rd).
QED.

An open question is weather we can build an Hamiltonian for which there will be
both a rearrangement invariant solution for (HJ2) and a non rearrangement invariant
solution.
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4.3. An example of application to an Optimal Control problem in P2(Rd).

4.3.1. Setting of the problem. In this section we focus on the following value function
related to a multiagent control problem studied in [20], [23] and defined for all t0 ∈
[0, T ] and µ ∈ P2(Rd):

V(t0, µ) := inf
(vt,µt)

{G(µT ) : t ∈ [t0, T ] 7→ (vt, µt) admissible and µt0 = µ}

where (vt, µt) is admissible in [t0, T ] if:
• (t, x) ∈ [t0, T ]× Rd 7→ vt is a Borel map;
• t ∈ [t0, T ] 7→ µt ∈ P2(Rd) associated with vt is in AC2([t0, T ],P2(Rd)), that
is:

∂tµt − div(vtµt) = 0 in Rd×]t0, T [

in the distributional sense and∫ T

0

∫
Rd
|vt(x)|2 dµt(x) dt < +∞;

• it exists u : [0, T ]× Rd → U Borel such that:

vt(x) = f(x,u(t, x), µt) a.e. t, µt-a.e.

where f and U satisfy the same properties as in Example 2.9.
The map G : P2(Rd)→ R is assumed to be bounded and uniformly continuous.

Considering an admissible curve t 7→ µt, at each time t, µt represents the location
of a group with a high number of individuals. This is justified by the Superposition
Principle (Theorem 8.2.1. of [1]) and by the following result. As usual, for any
σ ∈ C([0, T ],Rd) and any t ∈ [0, T ], we set: et(σ) := σ(t).

Proposition 4.21. (see [1], [23], [9] and [24])
(i) Let t ∈ [t0, T ] 7→ (vt, µt) admissible in [t0, T ] such that µt0 = µ and (t, x) 7→

u(t, x) ∈ U the associated control.
It exists η ∈ P(C([t0, T ],Rd)) such that µt = et]η and η is concentrated on
σ ∈W 1,2([t0, T ],Rd) such that:

σ̇(t) = vt(σ(t)) = f(σ(t),w(t, σ), et]η) a.e. t,

with w(t, σ) := u(t, σ(t)). Moreover:∫ T

t0

∫
C([t0,T ],Rd)

|σ̇(t)|2 dη(σ)dt < +∞.

(ii) Let η ∈ P(C([t0, T ],Rd)) concentrated on σ ∈W 1,2([t0, T ],Rd)) such that:

σ̇(t) = f(σ(t),u(t, σ), et]η) a.e. t,

with u : [t0, T ] × C([0, T ],Rd) → U Borel. Assume moreover that setting
µt := et]η, it holds

∫ T
t0
m2(µt) dt < +∞. Then set:

µt = et]η, vt(x) =

∫
C([t0,T ],Rd)

σ̇(t)dηt,x(σ) a.e. t, µt−a.e.x
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where ηt,x is obtained by disintegration of η: η(σ) = ηt,x(σ) ⊗ µt(x). Then
(vt, µt) is admissible for V(t0, µ0) and:

vt(x) = f(x,w(t, x), µt) a.et, µt−a.e.x, w(t, x) :=

∫
u(t, σ) dηt,x(σ).

The trajectories σ on which a measure η as above is concentrate can be seen as
the trajectories of the individuals of the considered group. Note that for a general
η ∈ P(C([t0, T ],Rd)), trajectories may cross at a certain point x at time t with differ-
ent velocities. Nevertheless the corresponding (vt, µt) only sees an average of these
velocites. As in [9], considering measures η ∈ P(C([t0, T ],Rd)) as in (ii) will be called
the Kantorovich point of view while considering t→ µt is the Eulerian point of view.

It was proved in [23] that the infimum in V is a minimum, moreover V is Bounded
uniformly continuous (Proposition 4.3. of [23]) and it is the unique strict viscosity
solution of the following Hamilton-Jacobi-Bellman equation (Theorem 5.8 of [23]):{

∂tu(t, µ) +H2(µ,Dµu(t, µ)) = 0 ∀(t, µ) ∈ [0, T [×P2(Rd)
u(T, µ) = G(µ) ∀µ ∈ P2(Rd)

where H2 is the Hamiltonian defined in Example 2.9. Note that, as H2 satisfies all
the assumptions of Theorem 3.23 above, it is also the unique (non-strict) viscosity
solution of this equation.
At the end of this section, we will get that its lift is also the unique viscosity solution
of: {

∂tU(t,X) + H2(X,DXU(t,X)) = 0 ∀(t,X) ∈ [0, T [×L2
IP(Ω,Rd)

U(T,X) = G(X]IP) ∀X ∈ L2
IP(Ω,Rd).

4.3.2. Several types of trajectories and several value functions.
An admissible trajectory can be represented by a curve in L2

IP(Ω,Rd), this is the
Lagrangian points of view. It holds:

Proposition 4.22. (see [9] and [24]) Let t ∈ [t0, T ] 7→ (vt, µt) admissible in [t0, T ]
such that µt0 = µ and (t, x) 7→ u(t, x) ∈ U the associated control.

(i) Let Yt0 ∈ L2
IP(Ω,Rd) of law µ. Then, for all ε > 0, it exists t 7→ Xt ∈

W 1,2([t0, T ], L2
IP(Ω,Rd)) such that ‖Yt0 −Xt0‖ ≤ ε and:

Xt]IP = µt,

Ẋt(ω) = vt(Xt(ω)) = f(Xt(ω),w(t, ω), Xt]IP) a.e. t, IP-a.e.ω ∈ Ω,

with w(t, ω) := u(t,Xt(ω)).

(ii) Let t 7→ Xt ∈W 1,2([t0, T ], L2
IP(Ω,Rd)) such that:

Ẋt(ω) = f(Xt(ω),u(t, ω), Xt]IP) a.e. t, IP-a.e.ω ∈ Ω,

with u : [t0, T ]× Ω→ U Borel.
Then, set:

µt = Xt]IP, γt := (Xt, Ẋt)]IP, vt(x) =

∫
Rd
z dγt,x(z) a.e.t, µt-a.e.x
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where by disintegration γt = γt,x ⊗ µt(x). Then (vt, µt) is admissible for
V(t0, µ0) and setting mt = (Id×Xt)]IP:

vt(x) = f(x,w(t, x), µt) a.e.t, µt-a.e.x

with w(t, x) :=

∫
Ω
u(t, ω) dmt,x(ω)dµt(x)

where by disintegration mt(ω, x) = mt,x(ω)⊗ µt(x)

Element of Proof of (ii): to prove vt(x) = f(x,w(t, x), µt) a.e.t, µt-a.e.x, ob-
serve that for any Φ ∈ Cc([0, T ]× Rd,Rd), by affinity of f :∫ T

0

∫
Rd

Φ(t, x) · vt(x) dµt(x)dt =

∫ T

0

∫
Ω

Φ(t,Xt) · Ẋt dIPdt

=

∫ T

0

∫
Ω

Φ(t,Xt) · f(Xt(ω),u(t, ω), Xt]IP) dIP(Ω)dt

=

∫ T

0

∫
Ω×Rd

Φ(t, x) · f(x,u(t, ω), µt) dmt(ω, x)dt

=

∫ T

0

∫
Rd

Φ(x, t) · f(x,w(t, x), µt) dµt(x)dt.

QED.

Note that, while we can represent any admissible (or optimal) curve t ∈ [t0, T ] 7→
(vt, µt) as a trajectory in L2

IP(Ω,Rd), we cannot choose any starting point Yt0 of law
µ0.

To be complete, we also state:

Proposition 4.23. (i) Let η ∈ P(C([t0, T ],Rd)) concentrated on curves σ ∈
W 1,2([t0, T ],Rd) such that:

σ̇(t) = f(σ(t),u(t, σ), et]η) a.e. t,

with u : [t0, T ] × C([0, T ],Rd) → U Borel. Assume moreover that setting
µt := et]η, it holds

∫ T
t0
m2(µt) dt < +∞.

Then, it exists Tη : Ω → C([t0, T ],Rd) such that Tη]IP = η and setting
Xt = et ◦ Tη, t 7→ Xt is in W 1,2([t0, T ],Rd) and:{

Xt]IP = et]η = µt,

Ẋt(ω) = f(Xt(ω),w(t, ω), Xt]IP) a.e. t, IP-a.e.ω ∈ Ω,

with w(t, ω) := u(t, Tη(ω)).

(ii) Let t 7→ Xt ∈W 1,2([t0, T ], LIP(Ω,Rd)) such that:

Ẋt(ω) = f(Xt(ω),u(t, ω), Xt]IP) a.e. t, IP-a.e.ω ∈ Ω,

with u : [t0, T ]× Ω→ U Borel.
Set TX : ω ∈ Ω 7→ X·(ω) ∈ Rd × C([0, T ],Rd) and η := TX]IP, and µt :=
Xt]IP = et]η, m = (Id× TX)]IP.
Then, η is concentrated on curves σ ∈W 1,2([t0, T ],Rd) such that:

σ̇(t) = f(σ(t),w(t, σ), et]η) a.e. t,
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with w(t, σ) =
∫
u(t, ω) dmσ(ω) where mσ is obtained by disintegration:

m(ω, σ) = mσ(ω)⊗ η(σ). Moreover:
∫ T
t0
m2(µt) dt < +∞.

Proof: (i) For all ϕ ∈ Cc(Rd), we have for all t ∈ [t0, T ]:∫
Rd
ϕ(x) d(Xt]IP)(x) =

∫
Ω
ϕ(Xt(ω)) dIP(ω) =

∫
Ω
ϕ(et ◦ Tη(ω)) dIP(ω)

=

∫
C([t0,T ],Rd)

ϕ(et(σ)) dη(σ) =

∫
Rd
ϕ(x) dµt(x)

so that Xt]IP = µt. Then taking Y ∈ L2
IP(Ω,Rd) and setting m = (Tη × Y )]IP we

have for all t ∈ [t0, T ]:

〈Xt, Y 〉 =

∫
Ω
et(Tη) · Y dIP =

∫
C([t0,T ],Rd)×Ω

et(σ) · y dm(σ, y)

=

∫
C([t0,T ],Rd)×Ω

[
σ(t0) +

∫ t

t0

σ̇(τ) dτ

]
· y dm(σ, y)

= 〈Xt0 , Y 〉+

∫
C([t0,T ],Rd)×Ω

[∫ t

t0

f(σ(τ),u(τ, σ), µτ ) · y dτ
]
dm(σ, y)

= 〈Xt0 , Y 〉+

∫ t

t0

[∫
C([t0,T ],Rd)×Ω

f(eτ (σ),u(t, σ), µt) · y dm(σ, y)

]
dτ

= 〈Xt0 , Y 〉+

∫ t

t0

[∫
Ω
f(eτ ◦ Tη,u(t, Tη), µt) · Y dIP

]
dτ.

From that, we deduce t 7→ Xt is in W 1,1([t0, T ], L2
IP(Ω,Rd)) and that, moreover:

Ẋt(ω) = f(Xt(ω),u(t, Tη(ω), Xt]IP) a.e. t, IP-a.e.ω ∈ Ω.

To conclude, we recall that, by Remark 7.2 of [9]:∫ T

t0

∫
C([t0,T ],Rd)

|σ̇(t)|2dtdη(σ) < +∞.

This inequality implies:
∫ T
t0

∫
Ω |Ẋt(ω)|2dtdIP(ω) < +∞.

(ii) We only prove that η is concentrated on σ ∈W 1,2([t0, T ],Rd) such that:

σ̇(t) = f(σ(t),w(t, σ), et]η) a.e. t,

with w defined as in the proposition. Indeed let ϕ ∈ Cc([t0, T ]×Rd) then thanks to
the affinity of f in u:∫ T

t0

∫
Ω
ϕ(t, σ(t)) dη(σ)dt =

∫ T

t0

∫
Ω
ϕ(t, et ◦ TX) dIPdt =

∫ T

t0

∫
Ω
ϕ(t,Xt) dIPdt

=

∫ T

t0

∫
Ω
ϕ

(
t,Xt0(ω) +

∫ t

t0

f(Xτ (ω),u(τ, ω), µτ )dτ

)
dIP(ω)dt

=

∫ T

t0

∫
Ω
ϕ

(
t, et0 ◦ TX(ω) +

∫ t

t0

f(eτ ◦ TX(ω),u(τ, ω), µτ )dτ

)
dIP(ω)dt

=

∫ T

t0

∫
Ω×C([t0,T ],Rd)

ϕ

(
t, et0(σ) +

∫ t

t0

f(eτ (σ),u(τ, ω), µτ )dτ

)
dm(ω, σ)dt
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=

∫ T

t0

∫
Ω×C([t0,T ],Rd)

ϕ

(
t, σ(t0) +

∫ t

t0

f(σ(τ),

∫
Ω
u(τ, ω) dmσ(ω), µτ )dτ

)
dη(σ)dt.

QED.

Again, in (i), we cannot choose any Yt0 of law et0]η.

Remark 4.24. The Lagrangian point of view is similar to the Kantorovitch one in the
sense that different trajectories t 7→ Xt(ω1) and t 7→ Xt(ω2) crossing at (x, t) may
have different velocites Ẋt(ω1) and Ẋt(ω2). In other words Ẋt may not be in HXt .
As we have already noticed, this particularity is not captured by the Eulerian point
of view. Nevertheless, due to the convexity of the constaint on vt in V, all points
of view happen to be equivalent, this was proved in [9]. To state this result, we
introduce several values.

Set for all t0 ∈ [t0, T ] and X ∈ L2
IP(Ω,Rd):

VL(t0, X) = inf{G(XT ]IP) : t 7→ Xt is admissible and Xt0 = X},
a map t 7→ Xt si said to be admissible for VL(t0, X) if for some u : [t0, T ]× Ω→ U
Borel:

• t 7→ Xt is in W 1,2([0, T ], L2
IP(Ω,Rd)),

• Ẋt(ω) = f(Xt(ω),u(t, ω), Xt]IP) a.e. t, IP-a.e. ω ∈ Ω.

Set for all t0 ∈ [t0, T ] and µ ∈ P2(Rd):
VK(t0, µ) = inf{G(eT ]η) : η is admissible and et0]η = µ},

a probability measure η ∈ P(C([t0, T ],Rd)) is admissible for VK(t0, µ) if for some
u : [t0, T ]× C([0, T ],Rd)→ U Borel:

• η is concentrated on σ ∈W 1,2([t0, T ],Rd) such that:

σ̇(t) = f(σ(t),u(t, σ), et]η) a.e. t,

• moreover, setting µt := et]η, it holds
∫ T
t0
m2(µt) dt < +∞.

We state:

Proposition 4.25. For any µ ∈ P2(Rd) and any X ∈ L2
IP(Ω,Rd) of law µ:

V(t0, µ) = VK(t0, µ) = VL(t0, X) = V(t0, X]IP).

We refer to [9] for the proof in a quite general case. We give a quick alternative
proof in our case. As for G, we will only assume its continuity (it is even more simple
with G uniformly continuous as above).
Alternative proof: First notice that, by propositions 4.21 et 4.22, it holds:

(44) VK(t0, µ) = V(t0, µ) ≤ VL(t0, X)

for all t0 ∈ [0, T ], µ ∈ P2(Rd) and X ∈ L2
IP(Ω,Rd) of law µ.

Let us prove the opposite inequality of (44). Consider (vt, µt)t optimal for V(t0, µ),
u the associated control and t 7→ Yt given by Proposition 4.21, (i) with:{

Ẏs(ω) = f(Ys(ω),u(s, Ys(ω)), Ys]IP) a.e. s ∈ [t0, T ], IP-a.e.ω ∈ Ω
Ys]IP = µs a.e. s ∈ [t0, T ], Yt0]IP = µ = X]IP.
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By Lemma 2.2, for all n ∈ N it exists τn : Ω→ Ω a bijection with τ−1
n ]IP = τn]IP = IP

and
‖Yt0 ◦ τn −X‖L∞IP ≤

1

n
.

Note that (Yt − Yt0) ◦ τn = Yt ◦ τn − Yt0 ◦ τn for all t ∈ [0, T ], indeed, for all
Z ∈ L2

IP(Ω,Rd):

〈(Yt − Yt0) ◦ τn, Z〉 = 〈(Yt − Yt0), Z ◦ τ−1
n 〉 = 〈Yt, Z ◦ τ−1

n 〉 − 〈Yt0 , Z ◦ τ−1
n 〉

= 〈Yt ◦ τn, Z〉 − 〈Yt0 ◦ τn, Z〉 = 〈Yt ◦ τn − Yt0 ◦ τn, Z〉.
From this we deduce that t 7→ Yt ◦ τn is admissible for VL(t0, Yt0 ◦ τn), indeed, a.e. t,
IP-a.e.:

Yt ◦ τn − Yt0 ◦ τn = (Yt − Yt0) ◦ τn =

∫ t

t0

f(Ys ◦ τn,u(s, Ys ◦ τn, Ys]IP)ds

=

∫ t

t0

f (Ys ◦ τn,u(s, Ys ◦ τn), (Ys ◦ τn)]IP) ds.

Moreover G(YT ]IP) = G(µ) = G((YT ◦ τn)]IP) so that:

V(t0, µ) = VL(t0, Yt0) = VL(t0, Yt0 ◦ τn).

Now, as G is continuous, for all ε > 0, it exists η > 0 (depending on µT ) such that
for all ν ∈ P2(Rd) :

(45) W2(ν, µT ) ≤ η ⇒ |G(µT )− G(ν)| ≤ ε.
Let t 7→ Xt in W 1,2([0, T ], L2

IP(Ω,Rd)) satisfying:{
Ẋt(ω) = f(Xt(ω),u(t, Yt(ω)), Xt]IP) a.e. t ∈ [t0, T ], IP-a.e.ω ∈ Ω

Ẋt0 = X̃.

Thanks to Gronwall’s Lemma, it exists C > 0 such that:

W2(µT , XT ]IP) ≤ ‖XT − YT ◦ τn‖ ≤ C‖X − Y0 ◦ τn‖.
Then, for n big enough, W2(µT , XT ]IP) ≤ η, and as t 7→ Xt is admissible, using (45):

VL(t0, X) ≤ G(XT ]IP) ≤ G(µT ) + ε = V(t0, µ) + ε.

As this is true for all ε > 0, making ε go to zero gives the desired result.
QED.

4.3.3. Dynamic programming principles and viscosity solution.
The following dynamic programming principle was proved in [23]: for all s < t and
µ ∈ P2(Rd)

V(s, µ) = inf
(vτ ,µτ )

{V(t, µt) : (vτ , µτ ) is admissible for V(s, µ) and µs = µ} .

Remark 4.26. Thanks to the results of the section above, the dynamic programming
principle above implies a dynamic programming principle in the Lagrangian setting:

VL(s,X) = inf {V(t,Xt) : τ 7→ Xτ is admissible for VL(s,X) and Xs = X}
for all s < t and X ∈ L2

IP(Ω,Rd). Note that the admissible trajectories of the right
side of the inequalities do not necessarily satisfy Ẋt ∈ HXt .

We are now able to show:
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Proposition 4.27. The lift VL of V is the unique viscosity solution of the following
equation:{

∂tU(t,X) + H2(X,DXU(t,X)) = 0 ∀(X, t) ∈ L2
IP(Ω,Rd)× [0, T [

U(T,X) = G(X]IP) ∀X ∈ L2
IP(Ω,Rd).

Proof: We only prove that VL is a subsolution. The rest being similar. Let
(t0, X) ∈ [t0, T [×L2

IP(Ω), (pt, Z) ∈ D+VL(t0, X) and u : Rd × Rd → U a Borel map.
Let t 7→ Xt such that:{

Ẋt(ω) = f(Xt(ω),u(X(ω), Z(ω)), Xt]IP) a.e. t ∈ [t0, T ], IP-a.e.ω ∈ Ω

Ẋt0 = X.

By the dynamic programming principle above

0 = VK(t0 + h,Xt0+h)− VK(t0, Xt0).

Then, as (pt, Z) ∈ D+VL(t0, X), it holds:

0 ≤ 〈Z,Xt0+h −Xt0〉+ pth+ o

(√
h2 + ‖Xt0+h −Xt0‖2

)

=

∫
Ω

∫ t0+h

t0

f(Xt(ω),u(X(ω), Z(ω)), Xt]IP) · Z(ω) dIP(ω) dt+ pth

+o

(√
h2 + ‖Xt0+h −Xt0‖2

)
.

Dividing by h and making h tends to 0 gives:

0 ≤
∫

Ω
f(X(ω),u(X(ω), Z(ω)), X]IP) · Z(ω) dIP(ω) + pt.

As this is true for any Borel map u : Rd × Rd → U, recalling the definition of H2:

0 ≤ H2(X,Z) + pt.

QED.

Conclusion:
• the extension H allows to take into account the different velocities of crossing
trajectories,
• moreover, thanks to the convexity of the constraint of V, the dynamic pro-
gramming principle in the Eulerian point of view implies a richer one in the
Lagrangian point of view,
• finally, thanks to this second dynamic programming principle, the lift V = VL
of V satisfies the extended equation (HJ2).

5. Appendix

Lemma 5.1. Let $ ∈ P2(R3d), it exists µn ∈ P2(Rd) and pn, qn ∈ L2
µn(Rd,Rd) such

that:
lim

n→+∞
W2((Id× pn × qn)]µn , $) = 0.
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Proof: This proof is based upon the proof of Theorem 1.32 of [25].
Step 1: Let $ ∈ P2(R3d), we first build ($n)n absolutely continuous with respect
to the Lebesgue measure such that:

lim
n→+∞

W2($n , $) = 0.

Indeed, for all n ∈ N consider a partition (Qi,n)i∈In of Rd where each Qi,n is a cube
of edge 1/n and set:

$n :=
∑

i,j,k∈In

n3d$(Qi,n ×Qj,n ×Qk,n)L3dbQi,n ×Qj,n ×Qk,n

the measure L3d being the Lebesgue measure on R3d. Then, by construction, for all
i, j, k ∈ In, $n(Qi,n ×Qj,n ×Qk,n) = $(Qi,n ×Qj,n ×Qk,n) and:

W 2
2 ($n, $) ≤

∑
i,j,k∈In

W 2
2 ($nbQi,n ×Qj,n ×Qk,n , $bQi,n ×Qj,n ×Qk,n)

≤
∑

i,j,k∈In

[diam(Qi,n)2 + diam(Qj,n)2 + diam(Qk,n)2]$(Qi,n ×Qj,n ×Qk,n)

≤
∑

i,j,k∈In

3d

n2
$(Qi,n ×Qj,n ×Qk,n) =

3d

n2
.

So that limn→+∞W2($n , $) = 0.
Step 2: Assume now $ ∈ P2(Rd × Rd × Rd) is absolutely continuous with respect
to the Lebesgue measure and denote by µ its first marginal. We now prove that it
exists (pn)n, (qn)n in L2

µ(Rd,Rd) such that:

lim
n→+∞

W2((Id× pn × qn)]µ,$) = 0.

For all n ∈ N, consider a partition (Ai,n)i∈In of Rd made of sets of diameter less than
1/n. We set:

(46) $i,n = $bAi,n ×R2d.

The first marginal µbAi,n of$i,n is absolutely continuous with respect to the Lebesgue
measure so that it exists Ti,n : Ai,n → Rd × Rd such that Ti,n]µbAi,n = π2,3]$i,n.
We also set Tn :=

∑
i∈In 1Ai,nTi,n and $n = (Id× Tn)]µ. It holds for all i, j, k ∈ In:

$n(Ai,n ×Aj,n ×Ak,n) = [µbAi,n⊗δTi,n ](Ai,n ×Aj,n ×Ak,n)

= [µbAi,n⊗δTi,n ](Rd ×Aj,n ×Ak,n) = π2,3]$i,n(Aj,n ×Ak,n)

= $(Ai,n ×Aj,n ×Ak,n) (recalling (46)).

Then, again:

W 2
2 ($n, $) ≤

∑
i,j,k∈In

W 2
2 ($bAi,n ×Aj,n ×Ak,n , $nbAi,n ×Aj,n ×Ak,n)

≤
∑

i,j,k∈In

$(Ai,n ×Aj,n ×Ak,n)[diam(Ai,n)2 + diam(Aj,n)2 + diam(Ak,n)2])

≤
∑

i,j,k∈In

$(Ai,n ×Aj,n ×Ak,n)
3d

n2
≤ 3d

n2
.
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To conclude the step, it is enough to remark that it exists pn, qn ∈ L2
µn(Rd,Rd) such

that:
Tn(x) = (pn(x), qn(x))µ-a.e.x, $n = (Id× pn × qn)]µ.

Conclusion: Putting together Step 1 and 2 gives the lemma.
QED
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