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Abstract. We introduce and study the class of totally dissipative multivalued probability vector
fields (MPVF) F on the Wasserstein space (P2(X),W2) of Euclidean or Hilbertian probability
measures. We show that such class of MPVFs is in one to one correspondence with law-invariant
dissipative operators in a Hilbert space L2(Ω,B,P;X) of random variables, preserving a natural
maximality property. This allows us to import in the Wasserstein framework many of the
powerful tools from the theory of maximal dissipative operators in Hilbert spaces, deriving
existence, uniqueness, stability, and approximation results for the flow generated by a maximal
totally dissipative MPVF and the equivalence of its Eulerian and Lagrangian characterizations.

We will show that demicontinuous single-valued probability vector fields satisfying a metric
dissipativity condition as in [CSS23a] are in fact totally dissipative. Starting from a sufficiently
rich set of discrete measures, we will also show how to recover a unique maximal totally dissipative
version of a MPVF, proving that its flow provides a general mean field characterization of the
asymptotic limits of the corresponding family of discrete particle systems. Such an approach also
reveals new interesting structural properties for gradient flows of displacement convex functionals
with a core of discrete measures dense in energy.
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1. Introduction

The theory of evolutions of probability measures is experiencing an ever growing interest from
the scientific community. On one side, this is justified by its numerous applications in modeling
real-life dynamics: social dynamics, crowd dynamics for multi-agent systems, opinion formation,
evolution of financial markets just to name a few. We refer the reader to the recent preprint
[Pic23] for a more complete overview of the many applications of control theory for multi-agent
systems, i.e. large systems of interacting particles/individuals. On the other side, dealing with
mean-field evolutions, expecially in the framework of optimal control theory in Wasserstein spaces
[For+19; Cav+22; CM22], provides interesting insights into mathematical research. We mention
for instance the recent contributions [Ave22; BF21b; BF23] for the study of a well-posedness
theory for differential inclusions in Wasserstein spaces, [AK22; BF21a; Pog16] for necessary
conditions for optimality in the form of a Pontryagin maximum principle, the references [JMQ20;
BF22a; CMP20] for the study of Hamilton-Jacobi-Bellman equations in this framework. Finally,
other contributions devoted to the development of a viability theory for control problems in the
space of probability measures are e.g. [AMQ21; BF22c; BF22b; CMQ21].
In addition to these studies, we have all the applications of the theory of gradient flows in
Wasserstein spaces [AGS08] which are impossible to summarize here even briefly. In particular,
in the case of geodesically convex (resp. λ-convex) functionals [McC97], the geometric viewpoint
and the variational approach introduced by [Ott01; JKO98a] have been extremely powerful to
construct a semigroup of contractions (resp. Lipschitz maps) [AGS08], which provides a robust
background for various applications.

In the present paper, we continue the project, started in [CSS23a], to extend the theory beyond
gradient flows. Our aim is to investigate the evolution semigroups generated by a λ-dissipative
multivalued probability vector field (in short, MPVF) F in the Wasserstein space (P2(X),W2).
The space P2(X) denotes the set of Borel probability measures with finite quadratic moment
on a separable Hilbert space X. The geometric notion of dissipativity is intimately related to
the L2-Kantorovich-Rubinstein-Wasserstein distance W2 between two measures µ0, µ1 ∈ P2(X),
which can be expressed by the solution of the Optimal Transport problem

W 2
2 (µ0, µ1) := min

{∫
|x0 − x1|2 dµ(x0, x1) : µ ∈ Γ(µ0, µ1)

}
, (1.1)

where Γ(µ0, µ1) denotes the set of couplings µ ∈ P2(X× X) with marginals µ0 and µ1. It is well
known that the set Γo(µ0, µ1) where the minimum in (1.1) is attained is a nonempty compact
and convex subset of Γ(µ0, µ1).
We refer to [CSS23a] for a detailed discussion of the various approaches to such kind of problems;
let us only mention here the Cauchy-Lipschitz approach via vector fields [BF21b; BF23], the
barycentric approach in [Pic19; Pic18; Cam+21] and the variational approach to characterize
limit solutions of an Explicit Euler Scheme for evolution equations driven by dissipative MPVFs
in [CSS23a].
Let us just recall here the main features of this approach. A MPVF F can be identified
with a subset of the set of probability measures P2(TX) on the space-velocity tangent bundle
TX = {(x, v) ∈ X×X}, with proper domain D(F) := {x♯Φ : Φ ∈ F} and sections F[µ] := {Φ ∈ F :
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x♯Φ = µ}, where x(x, v) := x is the projection on the first coordinate in TX. Since every element
Φ ∈ F has finite quadratic moment in the tangent bundle, the L2-norm of the velocity marginal

|Φ|22 :=
∫

|v|2 dΦ(x, v) is finite.

The disintegration {Φx}x∈X of Φ ∈ F[µ] with respect to µ provides a Borel field of probability
measures on the space of velocity vectors, which can be interpreted as a probabilistic description of
the velocity prescribed by F at every position/particle x, given the distribution µ. An important
case, which is simpler to grasp, occurs when F is concentrated on maps and therefore Φx = δf(x)
is a Dirac mass concentrated on the deterministic velocity f (in this case we say that F is
deterministic): for every measure µ ∈ D(F)

the elements Φ ∈ F[µ] have the form (iX,f)♯µ for a vector field f ∈ L2(X, µ;X), (1.2)

where iX denotes the identity map on X. In this case, F is dissipative if for every Φi = (iX,f i)♯µi ∈
D(F), i = 0, 1,

∃µ ∈ Γo(µ0, µ1) optimal, such that

∫
⟨f0(x0)− f1(x1), x0 − x1⟩dµ(x0, x1) ≤ 0. (1.3)

Notice however that, even in the deterministic case, the realization of F[µ] as an element/subset
of P2(TX) is crucial to deal with varying base measures µ, since for different µ0, µ1 ∈ D(F) the
representation (1.2) yields corresponding maps f0,f1 which belong to different L2 spaces and
therefore are not easy to be compared.
When F is not concentrated on maps, the dissipativity condition between two elements Φ0 ∈
F[µ0],Φ1 ∈ F[µ1] guarantees the existence of a coupling ϑ ∈ Γ(Φ0,Φ1) ⊂ P2(TX× TX) such that
the “space” marginal projection (x0, x1)♯ϑ is optimal, thus belongs to Γo(µ0, µ1), and moreover∫

⟨v1 − v0, x1 − x0⟩ dϑ(x0, v0;x1, v1) ≤ 0. (1.4)

Such a property appears as a natural generalization of the corresponding condition introduced in
[AGS08] for the Wasserstein subdifferentials of geodesically convex functionals.
The geometric interpretation of this condition becomes apparent by considering its equivalent
characterization in terms of the first order expansion of the squared Wasserstein distance: in the
case (1.2) it can be written as

W 2
2 ((iX + hf0)♯µ0, (iX + hf1)♯µ1) ≤W 2

2 (µ0, µ1) + o(h) as h ↓ 0.

In principle, one may interpret the flow generated by F in terms of absolutely continuous
(w.r.t. the Wasserstein metric) curves µ : [0,+∞) → P2(X), µ(t) ≡ µt, in D(F) solving the
continuity equation

∂tµt +∇ · (µt f t) = 0 in (0,∞)× X, (iX,f t)♯µt ∈ F,

and obeying a Cauchy condition µ|t=0
= µ0. However, the derivation of such a precise formulation

is not a simple task and, in general, it requires more restrictive assumptions on F as

D(F) = P2(X), F[µ] = (iX,f [µ])♯µ (thus F is single-valued),

µn → µ =⇒ (iX,f [µn])♯µn → (iX,f [µ])♯µ.
(1.5)

We introduced in [CSS23a] the more flexible condition of EVI solutions, borrowed from the
theory of gradient flows [AGS08] and from the Bénilan notion of integral solutions to dissipative
evolutions in Hilbert/Banach spaces [Bén72]: a continuous curve µ : [0,+∞) → P2(X) with

values in D(F) is an EVI solution if it solves the system of Evolution Variational Inequalities

d

dt

1

2
W 2

2 (µt, ν) ≤ −[Φ, µt]r for every Φ ∈ F[ν], ν ∈ D(F) in D ′((0,+∞)), (1.6)
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where for every Φ = (iX,f)♯ν ∈ F the duality pairing [Φ, µ]r is defined by

[Φ, µ]r := min
{∫

⟨f(x0), x0 − x1⟩dµ(x0, x1) : µ ∈ Γo(ν, µ)
}
.

In [CSS23a], we studied the properties of the flow in P2(X) generated by F by means of the
explicit Euler method and we proved that, under suitable conditions, every family of discrete
approximations obtained by the explicit Euler method converges to an EVI solution when the
step size vanishes, also providing an optimal error estimate.
The use of the explicit Euler method is simple to implement and quite powerful when the
domain of F coincides with the whole P2(X) and F is locally bounded [CSS23a, Cor. 5.23], i.e.
|Φ|2 remains uniformly bounded in a suitable neighborhood of every measure µ ∈ P2(X) (but
much more general conditions are thoroughly discussed in [CSS23a]). Dealing with constrained
evolutions or with operators which are not locally bounded requires a better understanding of
the implicit Euler method.

Maximal totally dissipative MPVFs. One of the starting points of the present investigation
(see Sections 3.3 and 8) is the nontrivial fact that a large class of λ-dissipative MPVFs including
the demicontinuous fields (1.5) satisfies a much stronger dissipativity condition, which we call
total λ-dissipativity : in the simplest case λ = 0 when (1.2) holds and F is single-valued, such a
property reads as∫

⟨f [µ0](x0)− f [µ1](x1), x0 − x1⟩dµ(x0, x1) ≤ 0 for every µ ∈ Γ(µ0, µ1) (1.7)

and can be compared with the notion of L-monotonicity of [CD18, Definition 3.31]. Total
dissipativity thus holds along arbitrary couplings between pairs of measures µ0, µ1 in the domain
of F, whereas the metric dissipativity condition (1.3) involves only optimal couplings. The
relaxed version of (1.7) allowing for λ-dissipativity includes the class of Lipschitz probability
vector fields f satisfying∣∣∣f [µ0](x0)− f [µ1](x1)

∣∣∣ ≤ L
(
|x0 − x1|+W2(µ0, µ1)

)
for every xi ∈ X, µi ∈ P2(X)

for λ = 2L (see Example 3.11).
Motivated by this remarkable property, it is natural to extend the notion of total dissipativity to
a general MPVF F. Here there are two possible approaches: the weakest one, modeled on the
general definition of metric dissipativity (1.4), would require that for every Φ0 ∈ F[µ0],Φ1 ∈ F[µ1]
and every coupling µ ∈ Γ(µ0, µ1) (µ is not optimal) there exists ϑ ∈ Γ(Φ0,Φ1) such that
(x0, x1)♯ϑ = µ and (1.4) holds.
The strongest condition, which we will systematically investigate in this paper, requires that

for every Φ0,Φ1 ∈ F and every ϑ ∈ Γ(Φ0,Φ1)

∫
⟨v1− v0, x1−x0⟩dϑ(x0, v0;x1, v1) ≤ 0. (1.8)

It is clear that total dissipativity for arbitrary MPVFs is much stronger than the metric
dissipativity condition (1.4). We address two main questions:

⟨Q.1⟩ What are the structural properties of totally dissipative MPVFs satisfying the stronger
condition (1.8) and their relation with Lagrangian representations by dissipative operators
in the Hilbert space

X := L2(Ω,B,P;X),
where P is a nonatomic probability measure on a standard Borel space (Ω,B), which
provides the domain of the parametrization. A similar lifting approach has been used also
in e.g. [Lio07; Car13; GT19; CD18; JMQ20], in particular for functions defined in P2(X)
and their Fréchet differential. This is the content of Section 3 and 4, with applications to
the case of gradient flows in Section 5.
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⟨Q.2⟩ Under which conditions a dissipative MPVF is totally dissipative and, more generally, it
is possible to recover a unique maximal totally dissipative “version” of the initial MPVF
starting from a sufficiently rich set of discrete measures. This is investigated first in
Section 3.3 and more extensively in Section 8, starting from the results of Sections 6 and
7 on the geometry of discrete measures.

Lagrangian representations. Concerning the first question ⟨Q.1⟩, in Section 3.2 we will show
that

there is a one-to-one correspondence between totally dissipative MPVFs and law
invariant dissipative operators in the Hilbert space X := L2(Ω,B,P;X); such a
correspondence preserves maximality.

This representation is very useful to import in the metric space (P2(X),W2) all the powerful tools
and results concerning semigroups of contractions generated by maximal dissipative operators
in Hilbert spaces, see e.g. [Bré73]. This approach overcomes most of the technical limits of the
explicit Euler method adopted in [CSS23a] and allows for a more general theory of existence, well
posedness, and stability of solutions. In particular, even if the results are new and relevant also
in the finite dimensional Euclidean case, the theory does not rely on any compactness argument
and thus can be fully developed in a infinite dimensional separable Hilbert space X. We can
in fact lift a totally dissipative MPVF F to a dissipative operator B ⊂ X × X, that we call
Lagrangian representation of F, defined by

(X,V ) ∈ B ⇐⇒ (X,V )♯P ∈ F.

It turns out that B is law invariant (i.e. if (X,V ) ∈ B and (X ′, V ′) has the same law as (X,V ),

then (X ′, V ′) ∈ B as well) and admits a maximal dissipative extension B̂ which is law invariant
and corresponds to a maximal extension of F still preserving total dissipativity. In particular, F
is maximal in the class of totally dissipative MPVFs if and only if B is a law invariant operator
which is maximal dissipative.
Such a crucial result depends on two important properties: first of all, if the graph of B is
strongly-weakly closed in X× X (in particular if B is maximal) then law invariance can also be
characterized by invariance w.r.t. measure-preserving isomorphisms of Ω, i.e. essentially injective
maps g : Ω → Ω such that g♯P = P = g−1

♯ P (Theorem 3.4). The second property (Theorem

3.12) guarantees that every dissipative operator in X which is invariant by measure-preserving
isomorphisms has a maximal dissipative extension enjoying the same invariance (and thus also
law invariance). Such a result has been obtained in [CSS23b] and exploits remarkable results
of [BW09; BW10] providing an explicit construction of a maximal extension of a monotone
operator.
The equivalence between law-invariance and invariance by measure-preserving tranformations
also plays a crucial role to prove that the resolvents of B, its Yosida approximations, and the
generated semigroup of contractions (St)t≥0 in X are still law invariant. The family (St)t thus
induces a projected semigroup of contractions in P2(X) defined by

St(µ0) := (StX0)♯P whenever (X0)♯P = µ0 ∈ D(F), (1.9)

which is independent of the choice of X0 parametrizing the initial law µ0, which satisfies the EVI
formulation (1.6) and the stability property (here for arbitrary λ ∈ R)

|StX0 − StY0|X ≤ eλt|X0 − Y0|X, W2(St(µ0), St(ν0)) ≤ eλtW2(µ0, ν0). (1.10)

Another crucial property of totally dissipative MPVFs concerns the barycentric projection, which
can be obtained by taking the expected value of the disintegration {Φx}x∈X of an element Φ ∈ F
with respect to its first marginal µ = x♯Φ:

bΦ(x) :=

∫
v dΦx(v) for µ-a.e. x ∈ X; bΦ ∈ L2(X, µ;X).
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The barycenter bΦ also represents the conditional expectation E[V |X] of V given (the σ-algebra
generated by) X, for every (X,V ) ∈ F with (X,V )♯P = Φ:

E[V |X] = bΦ ◦X in L2(Ω, σ(X),P;X).
It turns out that, if F is maximal totally dissipative (or, equivalently, its Lagrangian representation
B is maximal dissipative), then F is invariant with respect to the barycentric projection:

(X,V )♯P = Φ ∈ F =⇒ (iX, bΦ)♯µ ∈ F, (X,E[V |X]) ∈ B. (1.11)

Thanks to (1.11), for every µ0 ∈ D(F), the solution µt expressed by the Lagrangian formula (1.9)
can be characterized as a Lipschitz curve in P2(X) satisfying the continuity equation

∂tµt +∇ · (µt vt) = 0 in (0,+∞)× X (1.12)

for a Borel vector field v satisfying

t 7→
∫

|vt(x)|2 dµt(x) is locally integrable in [0,+∞), (iX,vt)♯µt ∈ F for a.e. t > 0. (1.13)

We may also equivalently write (1.12) in a weaker form assuming that there exists a Borel family
Φt, t > 0, such that

Φt ∈ F[µt] for a.e. t > 0, t 7→
∫

|v|2 dΦt is locally integrable in [0,+∞),

d

dt

∫
ζ dµt =

∫
⟨v,∇ζ(x)⟩dΦt(x, v) for every ζ ∈ Cyl(X) and a.e. t > 0.

A more precise formulation of (1.12) and (1.13) can be obtained by introducing the minimal
selection B◦ (i.e. the element of minimal norm) of B: we will prove that for every X ∈ D(B)
with X♯P = µ, B◦ is associated with a vector field f◦ ∈ L2(X, µ;X) through the formula

V = B◦X, X♯P = µ ⇐⇒ V = f◦[µ](X). (1.14)

The measure (iX,f
◦[µ])♯µ can be characterized as the unique element Φ ∈ F[µ] minimizing

|Φ|2 and the solution µ : [0,+∞) → P2(X) provided by (1.9) is also the unique Lipschitz curve
satisfying the continuity equation

∂tµt +∇ · (µt f◦[µt]) = 0 in (0,+∞)× X (1.15)

with initial datum µ0 ∈ D(F). It is remarkable that a maximal totally dissipative MPVF always
admits a minimal selection which is concentrated on a map.
It turns out that the evolution driven by F preserves the class of discrete measures with finite
support; if moreover µ0 =

1
N

∑N
n=1 δxn ∈ D(F) (or also in D(F) if X has finite dimension) then

the unique solution of (1.15) can be expressed in the form µt =
1
N

∑N
n=1 δxn(t) where t 7→ xn(t)

are locally Lipschitz curves satisfying the system of ODEs

ẋn(t) = f◦[µt](xn(t)) a.e. in (0,+∞), xn(0) = xn, n = 1, · · · , N. (1.16)

Thanks to (1.10), if a sequence of discrete initial measures µN0 = 1
N

∑N
n=1 δxN

n
converges to a

limit µ0 in P2(X) as N → ∞, then the corresponding evolving measures µNt obtained by solving
(1.16) starting from µN0 will converge to µt = St(µ0). As a general fact [Szn91], this correspond
to the propagation of chaos for the sequence of symmetric particle systems (1.16).
Maximality also shows that EVI curves are unique; when they are differentiable (in particular
when µ0 ∈ D(F)) we can recover the representation (1.15) and the Lagrangian representation (1.9),
in an even more refined version involving characteristic curves. This representation immediately
yields regularity, stability, perturbation, and approximation results thanks to the corresponding
statements in the Hilbertian framework.
Among the possible applications, we just recall that we can also use the Implicit Euler Method
(corresponding to the JKO scheme for gradient flows) to construct the flow (Corollary 4.7).
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Starting from M0
τ := µ0 ∈ D(F), for every step size τ > 0 we can find a (unique) sequence

(Mn
τ )n∈N in D(F) which at each step n ∈ N solves

(x− τv)♯Φ
n+1
τ =Mn

τ for some Φn+1
τ ∈ F[Mn+1

τ ]. (1.17)

Selecting τ := t/N , the sequence N 7→ MN
t/N converges to St(µ0) as N → ∞ with the a-priori

error estimate

W2(St(µ0),M
N
t/N ) ≤ 2t√

N
∥f◦[µ0]∥L2(X,µ0;X). (1.18)

When D(F) = P2(X) and F is single-valued as in (1.5), it follows that maximality is equivalent
to the following demicontinuity condition: for every sequence (µn)n∈N converging to µ in P2(X)
one has

sup
n→∞

∫
|f [µn]|2 dµn <∞, (iX,f [µn])♯µn → (iX,f [µ])♯µ in P(X× Xw), (1.19)

where Xw denotes the Hilbert space endowed with its weak topology. Clearly, in this case the
map f representing F coincides with f◦. Notice that (1.19) surely holds if F is represented by a
map f : P2(X) → Lip(X;X) (see also the map F ′ in [CB18, Section 2.3]) satisfying the integrated
Lipschitz-like condition along arbitrary couplings∫ ∣∣∣f [µ0](x0)− f [µ1](x1)

∣∣∣2 dµ(x0, x1) ≤ L2

∫
|x0 − x1|2 dµ(x0, x1) for every µ ∈ Γ(µ0, µ1).

(1.20)
On the other hand, this class of regular dissipative PVFs is sufficiently rich to approximate the
minimal selection of any maximal totally dissipative MPVF F: in fact, by using the Yosida
approximation, it is possible to find a sequence of regular PVFs Fn associated to Lipschitz fields
fn according to (1.20) (w.r.t. a possibly diverging sequence of Lipschitz constant Ln) satisfying
the dissipativity condition (1.7) and

lim
n→∞

∫ ∣∣fn[µ](x)− f◦[µ](x)
∣∣2 dµ(x) = 0 for every µ ∈ D(F).

So, the class of totally dissipative MPVFs arises as a natural closure of more regular PVFs
concentrated on dissipative Lipschitz maps. This statement (Corollary 3.23) justifies a posteriori
the choice of the strongest notion of total dissipativity given in (1.8).
We cannot develop here all the applications of the abstract Hilbertian theory (which we aim to
study in a future review paper) in the measure-theoretic setting: an incomplete list contains:

• regularizing effects under suitable assumptions on F,
• asymptotic behaviour,
• error estimates for the Yosida regularization and for time discretizations (see also
[CSS23a]), Chernoff and Trotter formulas,

• stability and convergence of sequences of λ-contractive semigroups,
• discrete to continuous limit and chaos propagation,
• the case of time dependent MPVFs,
• applications to the stochastic gradient descent method.

We will however devote a particular effort to clarify some relations between totally dissipative and
metrically dissipative MPVFs, showing that they are intimately connected with the possibility
to construct a MPVF starting from discrete measures.

Construction of a maximal totally dissipative MPVF from a discrete core. We in-
vestigate the second issue ⟨Q.2⟩ in Section 8, i.e. how to recover a (unique) maximal totally
dissipative “version” of a (totally or metrically) λ-dissipative MPVF F defined on a sufficiently
rich core C of discrete measures. This corresponds to the derivation of a mean-field description
from a compatible family of discrete particle systems.
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Just to give an idea of a simple case of core, we consider a totally convex subset D of the set
Pf (X) of discrete measures with finite support: total convexity here means that, whenever the
marginals xi♯µ, i = 0, 1, of µ ∈ Pf (X× X) belong to D, then also ((1− t)x0 + tx1)♯µ belong to D

for every t ∈ (0, 1).

For every N ∈ N we consider the collection CN of uniform discrete measures µx = 1
N

∑N
n=1 δxn

belonging to D, where x = (x1, · · · , xN ) is a vector in XN with distinct coordinates. The set CN

corresponds to a subset CN of XN which is invariant under the action of the group of permutations
Sym(N) of the components,

σx := (xσ(1), · · · , xσ(N)), for every σ ∈ Sym(N), x = (x1, · · · , xN ) ∈ XN .

We will suppose that CN is relatively open in XN for every N ∈ N. Examples of D are provided by
the collection of all the discrete measures µ such that supp(µ) is contained in a given convex open
subset U of X. Another interesting case, assuming 0 ∈ U, is given by all the discrete measures
such that supp(µ)− supp(µ) ⊂ U. The case of the whole set Pf (X) is still interesting.
Suppose that we have a deterministic single-valued PVF F defined in C =

⋃
N CN (when F is

not deterministic, the construction is more subtle). We can then represent F on each CN by a
vector field fN : CN → XN satisfying the invariance property fN (σx) = σfN (x), so that

F[µx] =
1

N

N∑
n=1

δ(xn,f
N
n (x)) for every x ∈ CN ,

and, at least for a short time, the evolution of discrete measures in CN can be described by
µt =

1
N

∑N
n=1 δxn(t) = µx(t) where the vector x(t) = (x1(t), · · ·xN (t)) ∈ CN solves the system

ẋ(t) = fN (x(t)). (1.21)

We assume the following λ-dissipativity conditions on the maps fN : for every pair of integers
M,N ∈ N with M | N , if x ∈ CM , y ∈ CN and θ is an optimal correspondence from {1, · · · , N}
to {1, · · · ,M} such that

µx =
1

N

N∑
n=1

δxθ(n)
and

1

N

N∑
n=1

|yn − xθ(n)|2 =W 2
2 (µx, νy),

then
N∑

n=1

⟨fN
n (y)− fM

θ(n)(x), yn − xθ(n)⟩ ≤ λ

N∑
n=1

|yn − xθ(n)|2.

We will show that F is in fact totally λ-dissipative and admits a unique maximal extension F̂,
whose flow can be interpreted as the unique mean-field limit of the particle systems driven by
(1.21). This fact guarantees two interesting properties: the local in time evolution corresponding
to (1.21) admits a unique global extension which induces a semigroup (SN

t )t≥0 on CN which

corresponds to the restriction to CN of the semigroup St generated by F̂ (and characterized
e.g. by the continuity equation (1.15) and by (1.16)). Moreover, thanks to (1.10) for every
µ0 ∈ C and every sequence (µN0 )N∈N with µN0 ∈ CN and converging to µ0 as N → ∞ we have
SN
t (µN0 ) → St(µ0) in P2(X) locally uniformly w.r.t. t ∈ [0,+∞).

Thanks to the stability properties of the Lagrangian flow, Theorem 4.9 also shows that the
trajectories of the discrete particle system uniformly converge in a measure-theoretic sense to
the characteristics of the mean-field system.
As a byproduct, we obtain that when the domain of a totally dissipative MPVF F contains a
dense core then its maximal extension is unique and can be characterized by a suitable explicit
construction starting from the core itself and its flow has a natural mean-field interpretation.
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Our result also provides interesting applications to geodesically convex functionals and their
approximations (see Sections 5,9).
First of all, if the proper domain of a lower semicontinuous and geodesically convex functional
ϕ : P2(X) → (−∞,+∞] contains a discrete core C which is dense in energy, then ϕ is totally
convex, i.e. it is convex along all the linear interpolations induced by arbitrary couplings. An
important class is provided by continuous and everywhere defined geodesically convex functionals,
which thus turn out to be totally convex.
The same property holds for any functional ϕ : P2(X) → (−∞,+∞] which arises as Mosco-like
limit of a sequence of continuous and geodesically convex functionals which are everywhere finite.
In particular, such approximation is impossible for all the functionals which are not totally
convex, as the relative entropy functionals w.r.t. log-concave measures.

Plan of the paper. After a quick review in Section 2 of the main tools on Wasserstein spaces
used in the sequel, we summarize in Subsection 2.2 the notation and the results concerning
Multivalued Probability Vector Fields and EVI solutions.
In Section 3, we introduce the notion of totally dissipative MPVF and we study its consequences
in terms of existence and description of Lagrangian solutions: in Subsection 3.1 we study the
properties of the Yosida approximations, the resolvent operator and the minimal selection of
law-invariant operators in the Hilbert space X of parametrizations, Subsection 3.2 deals with the
relation between dissipativity for such law-invariant subsets of X and the corresponding total
dissipativity for their law. These results are used in Subsection 3.3 to study the particular case
of deterministic totally dissipative PVFs.
Section 4 contains the main existence, uniqueness, stability, and approximation results for the
Lagrangian flow generated by a totally dissipative MPVF, together with its various equivalent
characterizations.

In Section 5, we study the behaviour of functionals ϕ : P2(X) → (−∞,+∞] which are convex
along any coupling, proving the existence of gradient flows (equivalently, EVI solutions for the
MPVF given by their subdifferential) still exploiting their representation in terms of a convex
functional ψ defined in the parametrization space X.

Section 6 is devoted to study the properties of couplings between discrete measures, in particular
showing that such couplings are “piece-wise” optimal. This property is then exploited in Section
7 where we show that a dissipative MPVF is totally dissipative along discrete couplings.

In Section 8 we show that starting from a dissipative MPVF F definied on a sufficiently rich
core C of discrete measures, it is possible to construct a maximal totally dissipative MPVF F̂, in
a unique canonical way.
Section 9 is in the same spirit but in the case of a geodesically convex functional ϕ: under
analogous approximation properties, it is possible to show that ϕ is actually totally convex and
then satisfies the assumptions of Section 5.

Finally, Appendix A contains many useful results related to λ-dissipative operators in Hilbert
spaces that are more commonly known for λ = 0 (the main reference is [Bré73]), while Appendix
B lists some of the results of [CSS23b] related to Borel partitions and approximations of couplings
that are used in the present work.
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2. Preliminaries

In the following table, we provide a list of the adopted symbology for the reader’s convenience.
We then recall the main notions and results of Optimal Transport theory and finally, in Subsection
2.2, we collect the fundamental objects and basic results taken from [CSS23a] needed to develop
our analysis. As a general rule, we will use bold letters to denote maps (even multivalued) with
values in the Hilbert space X or measures/sets of measures in product spaces as couplings in
X× X or probability vector fields in TX.

bΦ the barycenter of Φ ∈ P(TX) as in Definition 2.3;

Bλ the λ-transformation of a set B as in Remark A.1;
Bτ Yosida approximation of a maximal dissipative B, see Appendix A;
B◦ minimal selection of a maximal dissipative B, see Appendix A;
cl(F) the sequential closure of F, see Proposition 2.20;
co(E), co (E) convex and closed and convex envelope of a set E in a Hilbert space;
D(F) the proper domain of a set-valued function as in Definition 2.14;
D(ϕ) the proper domain of a functional ϕ;
f◦ the map defined in Theorem 3.17;
F,F[µ] a multivalued probability vector field and its section at µ ∈ P2(X), see Definition 2.14;

Fλ the λ-transformation of F as in (2.18);
Γ(µ, ν) the set of admissible couplings between µ, ν, see (2.1);
Γo(µ, ν) the set of optimal couplings between µ, ν, see Definition 2.3;
ι, ι2, ιX , ι

2
X,Y the maps as in the beginning of Section 3;

iX the identity map on a set X;
Jτ the resolvent operator of a maximal dissipative B, see Appendix A;
m2(ν) the 2-nd moment of ν ∈ P2(X) as in Definition 2.3;
|Φ|2 the partial 2-nd moment of Φ ∈ P2(TX) as in (2.5);
N a directed subset of N w.r.t. the order induced by ≺, see Appendix B;
(Ω,B,P) a standard Borel space endowed with a nonatomic probability measure, Def. B.1;
(Ω,B,P, (PN )N∈N) a N-refined standard Borel probability space, see Definition B.3;
P(X) the set of Borel probability measures on the topological space X;
Pf (X), Pf,N (X) the sets defined in (3.19),(3.20);
Pf,N,P#N(X) the sets in (8.2);
Pc(X),P2(X) measures in P(X) with compact support or finite quadratic moment, see (2.6);
Psw
2 (TX) the space P2(TX) endowed with the strong-weak topology as in Definition 2.4;

πi, πi,j , πi,j,k, πi,j,k,l projections from a product space to one or more factors as in (2.1);
[·, ·]r, [·, ·]l the pseudo scalar products as in Definition 2.12;
[Φ,ϑ]r,t, [Φ,ϑ]l,t the duality pairings as in Definition 2.12;
[F,µ]r,t, [F,µ]l,t the duality pairings as in Definition 2.18;
S(Ω) = S(Ω,B,P) measure-preserving isomorphisms on (Ω,B,P), see Appendix B;
SN (Ω) subset of S(Ω,B,P) of maps that are BN −BN measurable;
St, st Eulerian and Lagrangian semigroups, Def. 4.1;
St semigroup generated by a maximal dissipative B, see Appendix A;
S (X, D) , S (X) the subsets of X× P2(X) as in (2.15);
W2(µ, ν) the L2-Wasserstein distance between µ and ν, see Definition 2.3;
X a separable Hilbert space;
X,XN ,X∞ the Hilbert spaces L2(Ω,B,P;X), L2(Ω,BN ,P;X) and the union of the XN respectively;
Xs,Xw a separable Hilbert space endowed with its strong and weak topologies;
TX the tangent bundle to X, usually endowed with the strong-weak topology;
x, xi, v, vi the projection maps defined in (2.2) and in Section 2.2;
xt the evaluation map defined in (2.4).

In this first section of general measure theory preliminaries, we consider X,Y to be Lusin
completely regular topological spaces. We recall that a topological space X is completely regular
if it is Hausdorff and for every closed set C and point x ∈ X \ C there exists f : X → [0, 1]
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continuous function s.t. f(C) = {1} and f(x) = 0. This general setting is convenient to be
adapted to our analysis which deals with Borel probability measures defined in (subsets of) a
separable Hilbert space X, which could be endowed with the strong or the weak topology.
We denote by P(X) the set of Borel probability measures on X endowed with the weak/narrow
topology induced by the duality with the space of real valued continuous and bounded functions
Cb(X). Thus, given a directed set A, we say that a net (µα)α∈A ⊂ P(X) converges narrowly to
µ ∈ P(X), and we write µα → µ in P(X), if

lim
α

∫
X
φdµα =

∫
X
φdµ ∀φ ∈ Cb(X).

Given µ ∈ P(X) and a Borel function f : X → Y , we define the push-forward f♯µ ∈ P(Y ) of µ
through f by ∫

Y
φd(f♯µ) =

∫
X
φ ◦ f dµ

for every φ : Y → R bounded (or nonnegative) Borel function.
We recall the so-called disintegration theorem (see e.g. [AGS08, Theorem 5.3.1]).

Theorem 2.1. Let X, X be Lusin completely regular topological spaces, µ ∈ P(X) and r : X → X
a Borel map. Denote with µ = r♯µ ∈ P(X). Then there exists a µ-a.e. uniquely determined Borel
family of probability measures {µx}x∈X ⊂ P(X) such that µx(X \ r−1(x)) = 0 for µ-a.e. x ∈ X,
and ∫

X
φ(x) dµ(x) =

∫
X

(∫
r−1(x)

φ(x) dµx(x)

)
dµ(x)

for every bounded Borel map φ : X → R.

Remark 2.2. When X = X1 × X2 and r is the projection π1 on the first component, we can
canonically identify the disintegration {µx}x∈X1 ⊂ P(X) of µ ∈ P(X1 ×X2) w.r.t. µ = π1♯µ with

a family of probability measures {µx1}x1∈X1 ⊂ P(X2). We write µ =

∫
X1

µx1 dµ(x1).

Given µ ∈ P(X), ν ∈ P(Y ), we define the set of admissible transport plans

Γ(µ, ν) :=
{
γ ∈ P(X × Y ) | π1♯γ = µ , π2♯γ = ν

}
, (2.1)

where we denoted by πi, i = 1, 2, the projection on the i-th component and we call πi♯γ the i-th
marginal of γ.

2.1. Wasserstein distance in Hilbert spaces and strong-weak topology

From now on, we denote by X a separable (possibly infinite dimensional) Hilbert space with
norm | · | and scalar product ⟨·, ·⟩. When it is necessary to specify it, we denote by Xs (resp. Xw)
the Hilbert space X endowed with its strong (resp. weak) topology. We remark that Xw is a
Lusin completely regular space and that Xs and Xw share the same class of Borel sets and thus
of Borel probability measures. Therefore, we are allowed to adopt the simpler notation P(X) and
to use the heavier P(Xs) and P(Xw) only when we will refer to the correspondent topology.
We adopt the notation TX for the tangent bundle to X, which is identified with the cartesian

product X× X with the induced norm |(x, v)| :=
(
|x|2 + |v|2

)1/2
and the strong-weak topology of

Xs × Xw(i.e. the product of the strong topology on the first component and the weak topology
on the second one). The set P(TX) is defined thanks to the identification of TX with X× X and
it is endowed with the narrow topology induced by the strong-weak topology in TX.
We will denote by x, v : TX → X the projection maps defined by

x(x, v) := x, v(x, v) = v. (2.2)
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When dealing with the product space X2 we use the notation

s : X2 → X2, s(x0, x1) := (x1, x0), (2.3)

xt : X2 → X, xt(x0, x1) := (1− t)x0 + tx1, t ∈ [0, 1]. (2.4)

Definition 2.3. Given µ ∈ P(X) and Φ ∈ P(TX) we define

m2
2(µ) :=

∫
X
|x|2 dµ(x), |Φ|22 :=

∫
TX

|v|2 dΦ(x, v) (2.5)

and the spaces

P2(X) := {µ ∈ P(X) | m2(µ) < +∞}, P2(TX|µ) :=
{
Ψ ∈ P(TX) : x♯Ψ = µ, |Ψ|2 <∞

}
. (2.6)

Given Ψ ∈ P2(TX|µ), the barycenter of Ψ is the function bΨ ∈ L2(X, µ;X) defined by

bΨ(x) :=

∫
X
v dΨx(v) for µ-a.e. x ∈ X, (2.7)

where {Ψx}x∈X ⊂ P2(X) is the disintegration of Ψ w.r.t. µ. We set bar (Ψ) := (iX, bΨ)♯µ. We
say that Ψ is concentrated on a map (or it is deterministic) if Ψ = bar (Ψ).

For the following recalls on Wasserstein spaces we refer e.g. to [AGS08, §7]. On P2(X) we define
the L2-Wasserstein distance W2 by

W 2
2 (µ, µ

′) := inf

{∫
X×X

|x− y|2 dγ(x, y) | γ ∈ Γ(µ, µ′)

}
. (2.8)

For the sequel, the set Γo(µ, µ
′) denotes the subset of admissible plans in Γ(µ, µ′) realizing the

infimum in (2.8). We say that a measure γ ∈ P2(X × X) is optimal if γ ∈ Γo(π
1
♯γ, π

2
♯γ). We

recall that γ ∈ P2(X× X) is optimal if and only if its support is cyclically monotone i.e.

for every N ∈ N and {(xn, yn)}Nn=1 ⊂ suppγ with x0 := xN we have

N∑
n=1

⟨yn, xn − xn−1⟩ ≥ 0.
(2.9)

We recall that the metric space (P2(X),W2) is a complete and separable metric space and the

W2-convergence (sometimes denoted with
W2−→) is stronger than the narrow convergence. More

precisely, if (µn)n∈N ⊂ P2(X) and µ ∈ P2(X), the following holds (see [AGS08, Remark 7.1.11])

µn
W2→ µ, as n→ +∞ ⇐⇒

{
µn → µ in P(Xs),

m2(µn) → m2(µ),
as n→ +∞.

In the following Definition 2.4 and Proposition 2.5, we recall the topology of Psw
2 (TX) (see [NS21;

CSS23a]).

Definition 2.4 (Strong-weak topology in P2(TX)). We denote by Psw
2 (TX) the space P2(TX)

endowed with the coarsest topology which makes the following functions continuous

Φ 7→
∫
ζ(x, v) dΦ(x, v), ζ ∈ Csw

2 (TX),

where Csw
2 (TX) is the Banach space of test functions ζ : TX → R such that

ζ is sequentially continuous in TX = Xs × Xw,

∀ ε > 0 ∃Aε ≥ 0 : |ζ(x, v)| ≤ Aε(1 + |x|2) + ε|v|2 for every (x, v) ∈ TX.

The following Proposition (whose proof can be found in [NS21]) summarizes some of the properties
of the topology of Psw

2 (TX).
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Proposition 2.5.

(1) If (Φn)n∈N ⊂ P2(TX) is a sequence and Φ ∈ P2(TX), then Φn → Φ in Psw
2 (TX) as n→ ∞

if and only if
(a) Φn → Φ in P(TX) = P(Xs × Xw),

(b) lim
n→+∞

∫
|x|2 dΦn(x, v) =

∫
|x|2 dΦ(x, v),

(c) sup
n

∫
|v|2 dΦn(x, v) <∞.

(2) For every compact set K ⊂ P2(X
s) and every constant c <∞ the sets

Kc :=
{
Φ ∈ P2(TX) : x♯Φ ∈ K,

∫
|v|2 dΦ(x, v) ≤ c

}
are sequentially compact in Psw

2 (TX).

For the sequel, we recall the concept and main properties of geodesics in P2(X). We denote
equivalently by µ(t) or µt the evaluation at time t ∈ I ⊂ R of a curve µ : I → P2(X).

Definition 2.6 (Geodesics). A curve µ : [0, 1] → P2(X) is said to be a (constant speed) geodesic
if for all 0 ≤ s ≤ t ≤ 1 we have

W2(µs, µt) = (t− s)W2(µ0, µ1).

We also say that µ is a geodesic from µ0 to µ1.

Definition 2.7 (Geodesic and total convexity). We say that A ⊂ P2(X) is a geodesically convex
set if for any pair µ0, µ1 ∈ A there exists a geodesic µ : [0, 1] → P2(X) from µ0 to µ1 such that
µt ∈ A for all t ∈ [0, 1].
We say that A ⊂ P2(X) is totally convex if for any pair µ0, µ1 ∈ A and any coupling γ ∈ Γ(µ0, µ1),
we have that (xt)♯γ ∈ A for any t ∈ [0, 1].

Remark 2.8. Since total convexity will play a crucial role in the present paper, let us recall a
few examples of totally convex sets in P2(X), which are induced by a lower semicontinuous and
convex function P : X → (−∞,+∞] and a real number c: it is sufficient to consider the set of
µ ∈ P2(X) satisfying one of the following conditions:

P
(∫

x dµ(x)
)
≤ c,

∫
P (x) dµ(x) ≤ c,

∫
P (x− y) dµ⊗ µ(x, y) ≤ c.

Clearly, one can replace large with strict inequalities in the previous formulae. Choosing P as
the indicator function of a convex set U ⊂ X (i.e. P (x) = 0 if x ∈ U, P (x) = +∞ otherwise), one
obtains conditions confining the barycenter, suppµ, or suppµ− suppµ to a given set U.

The following useful result (see [AGS08, Theorem 7.2.1, Theorem 7.2.2]) on geodesics also points
out that total convexity is stronger than geodesic convexity.

Theorem 2.9 (Properties of geodesics). Let µ0, µ1 ∈ P2(X) and µ ∈ Γo(µ0, µ1). Then µ :
[0, 1] → P2(X) defined by

µt := (xt)♯µ, t ∈ [0, 1], (2.10)

is a (constant speed) geodesic from µ0 to µ1. Conversely, any (constant speed) geodesic µ from
µ0 to µ1 admits the representation (2.10) for a suitable plan µ ∈ Γo(µ0, µ1).
Finally, if µ is a geodesic connecting µ0 to µ1, then for every t ∈ (0, 1) there exists a unique
optimal plan µt0 between µt and µ0 (resp. µt1 between µt and µ1) and it is concentrated on a
map w.r.t. µt, meaning that there exist Borel maps rt, r

′
t : X → X such that

µt0 = (iX , rt)♯µt, µt1 = (iX , r
′
t)♯µt.

The following defines the counterpart of C∞
c (Rd) when Rd is replaced by X.
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Definition 2.10 (The space Cyl(X) of cylindrical functions). We denote by Πd(X) the space
of linear maps π : X → Rd of the form π(x) = (⟨x, e1⟩, · · · , ⟨x, ed⟩) for an orthonormal set
{e1, · · · , ed} of X. A function φ : X → R belongs to the space of cylindrical functions on X,
Cyl(X), if it is of the form

φ = ψ ◦ π

where π ∈ Πd(X) and ψ ∈ C∞
c (Rd).

Given ν ∈ P2(X) we define the tangent bundle to P2(X) at ν by

Tanν P2(X) := {∇φ | φ ∈ Cyl(X)}L
2(X,ν;X)

.

If I ⊂ R is an open interval and µ : I → P2(X) is a locally absolutely continuous curve, we define
the metric velocity of µ at t ∈ I as

|µ̇t|2 := lim
h→0

W 2
2 (µt+h, µt)

h2
,

which exists for a.e. t ∈ I.
The following result (see [AGS08, Theorem 8.3.1, Proposition 8.4.5 and Proposition 8.4.6])
characterizes locally absolutely continuous curves in P2(X).

Theorem 2.11 (Wasserstein velocity field). Let µ : I → P2(X) be a locally absolutely continuous
curve defined in an open interval I ⊂ R. There exists a Borel vector field v : I×X → X and a set
A(µ) ⊂ I with L (I \A(µ)) = 0 such that for every t ∈ A(µ) the following hold

(1) vt ∈ Tanµt P2(X);
(2)

∫
X |vt|2 dµt = |µ̇t|2;

(3) the continuity equation ∂tµt +∇ · (vtµt) = 0 holds in the sense of distributions in I× X.

Moreover, vt is uniquely determined in L2(X, µt;X) for t ∈ A(µ) and

lim
h→0

W2((iX + hvt)♯µt, µt+h)

|h|
= 0 for every t ∈ A(µ).

2.2. Duality pairings

In this subsection we collect the main objects involving duality pairings between measures in
P2(TX). We report here a summary of the results needed in the sequel and we refer to [CSS23a]
for a wider discussion on this matter.
As usual, we denote by x0, v0, x1 : TX× X → X the projection maps of a point (x0, v0, x1) into x0,
v0 or x1, respectively (and similarly with x0, v0, x1, v1 when they are defined in TX× TX).

Definition 2.12 (Metric-duality pairings). For every Φ0,Φ1 ∈ P2(TX), µ1 ∈ P2(X), ϑ ∈
P2(X× X), t ∈ [0, 1] and Ψ ∈ P2(TX|xt♯ϑ), we set

Λ(Φ0, µ1) :=
{
σ ∈ Γ(Φ0, µ1) | (x0, x1)♯σ ∈ Γo(x♯Φ0, µ1)

}
,

Λ(Φ0,Φ1) :=
{
Θ ∈ Γ(Φ0,Φ1) | (x0, x1)♯Θ ∈ Γo(x♯Φ0, x♯Φ1)

}
,

Γt(Ψ,ϑ) :=
{
σ ∈ P2(TX× X) | (x0, x1)♯σ = ϑ, (xt ◦ (x0, x1), v0)♯σ = Ψ

}
.
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We set

[Φ0, µ1]r := min

{∫
TX×X

⟨x0 − x1, v0⟩dσ | σ ∈ Λ(Φ0, µ1)

}
,

[Φ0, µ1]l := max

{∫
TX×X

⟨x0 − x1, v0⟩dσ | σ ∈ Λ(Φ0, µ1)

}
,

[Φ0,Φ1]r := min

{∫
TX×TX

⟨x0 − x1, v0 − v1⟩dΘ | Θ ∈ Λ(Φ0,Φ1)

}
,

[Φ0,Φ1]l := max

{∫
TX×TX

⟨x0 − x1, v0 − v1⟩dΘ | Θ ∈ Λ(Φ0,Φ1)

}
,

[Ψ,ϑ]r,t := min

{∫
⟨x0 − x1, v0⟩dσ(x0, v0, x1) | σ ∈ Γt(Ψ,ϑ)

}
,

[Ψ,ϑ]l,t := max

{∫
⟨x0 − x1, v0⟩dσ(x0, v0, x1) | σ ∈ Γt(Ψ,ϑ)

}
.

The following Theorem summarizes some of the properties of duality pairings analyzed in
[CSS23a].

Theorem 2.13. The following properties hold.

(1) (Inversion) For every ϑ ∈ P2(X
2), t ∈ [0, 1], Φ ∈ P2(TX|xt♯ϑ) it holds

[Φ,ϑ]r,t = −[Φ, s♯ϑ]l,1−t,

where s is as in (2.3).
(2) (Comparison) For every µ0, µ1 ∈ P2(X) and every Φ0 ∈ P2(TX|µ0), Φ1 ∈ P2(TX|µ1), it

holds

[Φ0, µ1]r = inf
ϑ∈Γo(µ0,µ1)

[Φ0,ϑ]r,0, [Φ0, µ1]l = sup
ϑ∈Γo(µ0,µ1)

[Φ0,ϑ]l,0,

[Φ0, µ1]r + [Φ1, µ0]r ≤ [Φ0,Φ1]r , [Φ0, µ1]l + [Φ1, µ0]l ≥ [Φ0,Φ1]l ,

and

[Φ0,Φ1]r ≤ [Φ0, µ1]r + [Φ1, µ0]l ≤ [Φ0,Φ1]l .

(3) (Restriction) For every ϑ ∈ P2(X
2), every 0 ≤ s < t ≤ 1 and every Φ ∈ P2(TX|xs♯ϑ),

Ψ ∈ P2(TX|xt♯ϑ) we have

[Φ,ϑ]r,s =
1

t− s
[Φ, (xs, xt)♯ϑ]r,0, [Ψ,ϑ]l,t =

1

t− s
[Ψ, (xs, xt)♯ϑ]l,1. (2.11)

(4) (Trivialization) If ϑ ∈ P2(X
2), t ∈ [0, 1], Φ ∈ P2(TX|xt♯ϑ) and xt : X2 → X is ϑ-essentially

injective or Φ is concentrated on a map, then Γt(Φ,ϑ) contains a unique element and

[Φ,ϑ]r,t = [Φ,ϑ]l,t =

∫
⟨bΦ

(
xt(x0, x1)

)
, x0 − x1⟩ dϑ(x0, x1), (2.12)

with bΦ the barycenter of Φ as in Definition 2.3.
(5) (Semicontinuity) Let (Φi

n)n∈N ⊂ P2(TX) be converging to Φi in Psw
2 (TX), i = 0, 1, let

(ϑn)n∈N ⊂ P2(X
2) be converging to ϑ in P2(X

2), let (νn)n∈N ⊂ P2(X) be converging to ν
in P2(X) and let t ∈ [0, 1]. Then

lim inf
n→∞

[
Φ0
n, νn

]
r
≥
[
Φ0, ν

]
r
, lim sup

n→∞

[
Φ0
n, νn

]
l
≤
[
Φ0, ν

]
l
,

lim inf
n→∞

[
Φ0
n,Φ

1
n

]
r
≥
[
Φ0,Φ1

]
r
, lim sup

n→∞

[
Φ0
n,Φ

1
n

]
l
≤
[
Φ0,Φ1

]
l
,

lim inf
n→∞

[Φ0
n,ϑn]r,t ≥ [Φ0,ϑ]r,t, lim sup

n→∞
[Φ0

n,ϑn]l,t ≤ [Φ0,ϑ]l,t.
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(6) Let I ⊂ R be an open interval, let µ1, µ2 : I → P2(X) be locally absolutely continuous
curves and let v1,v2 : I× X → X be Borel vector fields such that ∥vi

t∥L2(X,µi
t;X)

∈ L1
loc(I),

i = 1, 2, and such that

∂tµ
i
t +∇ · (vi

tµ
i
t) = 0

holds in the sense of distributions in I × X, i = 1, 2. Let A(µ1), A(µ2) ⊂ I be as in
Theorem 2.11. Then
(a) for every ν ∈ P2(X) and every t ∈ A(µi), i = 1, 2, it holds

lim
h↓0

W 2
2 (µ

i
t+h, ν)−W 2

2 (µ
i
t, ν)

2h
=
[
(iX,v

i
t)♯µ

i
t, ν
]
r
,

lim
h↑0

W 2
2 (µ

i
t+h, ν)−W 2

2 (µ
i
t, ν)

2h
=
[
(iX,v

i
t)♯µ

i
t, ν
]
l
;

(b) there exists a subset A ⊂ A(µ1) ∩ A(µ2) of full Lebesgue measure such that s 7→
W 2

2 (µ
1
s, µ

2
s) is differentiable in A and for every t ∈ A it holds

1

2

d

dt
W 2

2 (µ
1
t , µ

2
t ) =

[
(iX,v

1
t )♯µ

1
t , (iX,v

2
t )♯µ

2
t

]
r
=
[
(iX,v

1
t )♯µ

1
t , (iX,v

2
t )♯µ

2
t

]
l
.

Proof. We give a few references for the proofs. Property (1) is [CSS23a, (3.27)]. Property (2)
comes from the definition and [CSS23a, Corollary 3.7]. We sketch the proof only for the last
property in (2): take σ ∈ Λ(Φ0, µ1) such that

[Φ0, µ1]r =

∫
TX×X

⟨x0 − x1, v0⟩ dσ,

and consider Θ ∈ P2(TX × TX) such that (x0, v0, x1)♯Θ = σ and (x1, v1)♯Θ = Φ1. Then
Θ ∈ Λ(Φ0,Φ1), so that

[Φ0,Φ1]r ≤
∫
TX×TX

⟨x0 − x1, v0 − v1⟩dΘ

=

∫
TX×X

⟨x0 − x1, v0⟩dσ +

∫
TX×TX

⟨x1 − x0, v1⟩dΘ

≤ [Φ0, µ1]r + [Φ1, µ0]l .

The strategy for proving the remaining inequality in (2) is identical.
Assertion (3) follows from the fact that, if we define T : TX×X → TX×X and L : P2(TX×X) → R
as

T (x0, v0, x1) := (xs(x0, x1), v0, x
t(x0, x1)), L(σ) :=

∫
TX×X

⟨v0, x0 − x1⟩ dσ(x0, v0, x1),

it is clear that

[Φ,µ]r,s = inf {L(σ) | σ ∈ Γs(Φ,µ)} , [Φ, (xs, xt)♯µ]r,0 = inf
{
L(σ) | σ ∈ Γ0(Φ, (x

s, xt)♯µ)
}
.

Then, the first equality in the statement follows noting that T♯(Γs(Φ,µ)) = Γ0(Φ, (x
s, xt)♯µ) and

that L(T♯σ) = (t− s)L(σ) for every σ ∈ P2(TX× X). The second equality follows from the first
one and (1). Item (4) is [CSS23a, Remark 3.19]. Item (5) easily follows by [CSS23a, Lemma
3.15]. Finally, item (6) is provided by [CSS23a, Theorem 3.11, Theorem 3.14, Remark 3.12]. □

2.3. Multivalued probability vector fields, metric dissipativity and EVI solutions

We recall now the main definition of Multivalued Probability Vector Field and of metric dissipa-
tivity.
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Definition 2.14 (Multivalued Probability Vector Field - MPVF). A multivalued probability
vector field F is a nonempty subset of P2(TX) with D(F) := x♯(F) = {x♯Φ : Φ ∈ F}. Given any
µ ∈ P2(X), we define the section F[µ] of F as

F[µ] := {Φ ∈ F | x♯Φ = µ} .
We say that F is a Probability Vector Field (PVF) if x♯ is injective in F, i.e. F[µ] contains a
unique element for every µ ∈ D(F).
A selection F′ of a MPVF F is a PVF such that F′ ⊂ F and D(F′) = D(F).
A MPVF F ⊂ P2(TX) is deterministic or concentrated on maps if every Φ ∈ F is deterministic
(see Definition 2.3).

Starting from a MPVF F, the barycentric projection (2.7) induces a deterministic PVF which
we call bar (F): it is defined by

bar (F) [µ] := {bar (Φ) = (iX, bΦ)♯µ : Φ ∈ F[µ]} , µ ∈ D(F). (2.13)

We will also use the notation

map (F) [µ] :=
{
f ∈ L2(X, µ;X) : (iX,f)♯µ ∈ F[µ]

}
, µ ∈ D(F), (2.14)

to extract the deterministic part of a MPVF F: notice that a MPVF F is deterministic if and
only if F = bar (F) = {(iX,f)♯µ : f ∈ map (F) [µ], µ ∈ D(F)}.
Conversely, for a given set D ⊂ P2(X) let us consider a continuous map f : S (X, D) → X where

S (X, D) := {(x, µ) ∈ X×D | x ∈ supp(µ)} , with S (X) := S (X,P2(X)) . (2.15)

If, for every µ ∈ D, the integral

∫
|f(x, µ)|2 dµ(x) is finite, then f induces a PVF F defined by

F =
{
(iX,f(·, µ))♯µ : µ ∈ D

}
, D(F) = D.

We often adopt the convention to write f [µ] for the function

f [µ](x) := f(x, µ), x ∈ supp(µ),

in particular when f [µ] is just an element of L2(X, µ;X).

Definition 2.15 (Metrically λ-dissipative MPVF). A MPVF F ⊂ P2(TX) is (metrically) λ-
dissipative, λ ∈ R, if

[Φ0,Φ1]r ≤ λW 2
2 (µ0, µ1) ∀Φ0,Φ1 ∈ F, µ0 = x♯Φ0, µ1 = x♯Φ1. (2.16)

In case λ = 0, we simply say that F is dissipative.

Remark 2.16. Thanks to Theorem 2.13(2), (2.16) implies the weaker condition

[Φ0, µ1]r + [Φ1, µ0]r ≤ λW 2
2 (µ0, µ1), ∀Φ0,Φ1 ∈ F, µ0 = x♯Φ0, µ1 = x♯Φ1. (2.17)

Given a MPVF F ⊂ P2(TX), we define its λ-trasformation, Fλ, and its opposite, −F, as

Fλ := Lλ
♯F =

{
Lλ
♯Φ : Φ ∈ F

}
, (2.18)

−F := {(x,−v)♯Φ : Φ ∈ F} , (2.19)

where Lλ : TX → TX is the bijective map defined by

Lλ := (x, v − λx).

Similar to Remark A.1 for the case of operators in Hilbert spaces, we recall the following result
(cf. [CSS23a, Lemma 4.6])

Lemma 2.17. F ⊂ P2(TX) is a λ-dissipative MPVF (resp. satisfies (2.17)) if and only if Fλ is
dissipative, i.e. 0-dissipative (resp. satisfies (2.17) with λ = 0).
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Definition 2.18. Let F ⊂ P2(TX), µ0, µ1 ∈ D(F). We define the set

Γ(µ0, µ1|F) :=
{
µ ∈ Γ(µ0, µ1) | xt♯µ ∈ D(F) for every t ∈ [0, 1]

}
.

If µ ∈ Γ(µ0, µ1|F) and t ∈ [0, 1], we define

[F,µ]r,t := sup {[Φ,µ]r,t | Φ ∈ F[µt]} , [F,µ]l,t := inf {[Φ,µ]l,t | Φ ∈ F[µt]} .

In the following Theorem we discuss the behaviour of duality pairings with F along geodesics.

Theorem 2.19. Let F be a MPVF, let µ0, µ1 ∈ D(F), let µ ∈ Γ(µ0, µ1|F) ∩ Γo(µ0, µ1) and let
W 2 :=W 2

2 (µ0, µ1). If F satisfies (2.17), then the following properties hold.

(1) [F,µ]l,t ≤ [F,µ]r,t for every t ∈ (0, 1);
(2) [F,µ]r,s ≤ [F,µ]l,t + λW 2(t− s) for every 0 ≤ s < t ≤ 1;
(3) t 7→ [F,µ]r,t + λW 2t and t 7→ [F,µ]l,t + λW 2t are increasing respectively in [0, 1) and in

(0, 1];
(4) [F,µ]l,t = [F,µ]r,t at every point t ∈ (0, 1) where one of them is continuous and thus

coincide outside a countable set.

Proof. Item (1) immediately follows from the definition. Item (2) is proven in [CSS23a, Theorem
4.9], while (3) and (4) follow from (2). □

Proposition 2.20. If F is a λ-dissipative MPVF then its sequential closure

cl(F) :=
{
Φ ∈ P2(TX) : ∃Φn ∈ F : Φn → Φ in Psw

2 (TX)
}
. (2.20)

is λ-dissipative as well.

Proof. It follows from Theorem 2.13(5). See also [CSS23a, Proposition 4.15]. □

We recall the definition of λ-EVI solution for a MPVF.

Definition 2.21 (λ-Evolution Variational Inequality). Let F be a MPVF and let λ ∈ R. We

say that a continuous curve µ : I → D(F) is a λ-EVI solution for the MPVF F if

1

2

d

dt
W 2

2 (µt, x♯Φ) ≤ λW 2
2 (µt, x♯Φ)− [Φ, µt]r in D ′(int (I)) for every Φ ∈ F,

where the writing D ′(int (I)) means that the expression has to be unerstood in the distributional
sense in int (I).

Remark 2.22. In light of Theorem 2.13(6a) and recalling [CSS23a, Remark 5.2], an absolutely

continuous curve µ : I → D(F) is a λ-EVI solution for the MPVF F if and only if

lim
h↓0

W 2
2 (µt+h, ν)−W 2

2 (µt, ν)

2h
≤ λW 2

2 (µt, x♯Φ)− [Φ, µt]r for every t ∈ A(µ) and every Φ ∈ F,

where A(µ) ⊂ I is as in Theorem 2.11.

3. Invariant dissipative operators in Hilbert spaces and totally dissipative MPVFs

From now on, X will denote a separable Hilbert space; we will also consider a standard Borel
space (Ω,B) endowed with a nonatomic probability measure P (see Appendix B and in particular
Definition B.1) and the Hilbert space X := L2(Ω,B,P;X). We will use capital letters X,Y, V, . . .
to denote elements of X (i.e. X-valued random variables).
We denote by ι : X → P2(X) and ι

2 : X× X → P2(X× X) ≡ P2(TX) the push-forward operators

ι(X) := X♯P, ι2(X,V ) := (X,V )♯P. (3.1)

We frequently use the notations ιX = ι(X) and ι2X,V = ι2(X,V ).
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Definition 3.1 (Measure-preserving isomorphisms). We denote by S(Ω) the class of B-B-
measurable maps g : Ω → Ω which are essentially injective and measure preserving, meaning that
there exists a full P-measure set Ω0 ∈ B such that g is injective on Ω0 and g♯P = P. Every g ∈ S(Ω)
has an inverse g−1 ∈ S(Ω) (defined up to a P-negligible set) such that g−1 ◦ g = g ◦ g−1 = iΩ
P-a.e. in Ω.

In Section 3.1 we report some properties (see [CSS23b] for details and proofs) of the resolvent
operator, the Yosida approximation and the minimal selection of a maximal λ-dissipative operator
B ⊂ X× X which is invariant by measure-preserving isomorphisms. In Section 3.2 we study the
relation between λ-dissipativity for an invariant subset B of X × X, and correspondent total
λ-dissipativity of the image/law F of B in P2(TX). The particular case of deterministic MPVFs
is considered in section 3.3. These results are then used, in Section 4, to analyze well-posedness of
the Eulerian flow for F generated by the corresponding Lagrangian one for B and the generation
of λ-EVI solutions in P2(X).

3.1. Law invariant dissipative operators

Given a set B ⊂ X× X (as usual, we will identify subsets of X× X with multivalued operators),
we define BX := {V ∈ X : (X,V ) ∈ B} and the domain D(B) := {X ∈ X : BX ̸= ∅}.
When B is maximal λ-dissipative, Jτ , Bτ and B◦ denote respectively the resolvent operator,
the Yosida approximation and the minimal selection of B (we refer to Appendix A). Here, we
just recall that Jτ := (iX − τB)−1 is a (1 − λτ)−1-Lipschitz map defined on the whole X for
every 0 < τ < 1/λ+, where we set λ+ := λ∨ 0 and 1/λ+ = +∞ if λ+ = 0. The minimal selection
B◦ : D(B) → X of B is also characterized by

B◦X = lim
τ↓0

JτX −X

τ
.

The Yosida approximation of B is defined by Bτ := Jτ−I
τ . For every 0 < τ < 1/λ+, Bτ is

maximal λ/(1− λτ)-dissipative and 2−λτ
τ(1−λτ) -Lipschitz continuous.

If B is a maximal λ-dissipative operator, then there exists (cf. Theorems A.5,A.6 in Appendix

A) a semigroup of eλt-Lipschitz transformations (St)t≥0 with St : D(B) → D(B) s.t. for every
X0 ∈ D(B) the curve t 7→ StX0 is included in D(B) and it is the unique locally Lipschitz
continuous solution of the differential inclusion{

Ẋt ∈ BXt a.e. t > 0,

X|t=0
= X0.

By Theorem A.5(3), we also have

lim
h↓0

St+hX0 − StX0

h
= B◦(StX0), for every X0 ∈ D(B) and every t ≥ 0.

Let us now consider the particular classes of operators which are invariant by measure-preserving
isomorphisms or law-invariant.

Definition 3.2 (Invariant operators). We say that a set (or a multivalued operator) B ⊂ X×X

is invariant by measure-preserving isomorphisms if for every g ∈ S(Ω) it holds

(X,V ) ∈ B ⇒ (X ◦ g, V ◦ g) ∈ B.

A set B ⊂ X× X is law invariant if it holds

(X,V ) ∈ B, X ′, V ′ ∈ X, (X,V )♯P = (X ′, V ′)♯P ⇒ (X ′, V ′) ∈ B.

An operator A : X ⊃ D(A) → X, is invariant by measure-preserving isomorphisms (resp. law
invariant) if its graph is invariant by measure-preserving isomorphisms (resp. law invariant).



20 GIULIA CAVAGNARI, GIUSEPPE SAVARÉ, AND GIACOMO ENRICO SODINI

We recall the notation in (2.15) and that ι
(
D(B)

)
=
{
X♯P : X ∈ D(B)

}
is the image in P2(X)

of the domain of B. The results in the following Lemma 3.3 and Theorem 3.4 are presented in
[CSS23b, Section 4] to which we refer for the proofs.

Lemma 3.3 (Closed invariant sets). Let B ⊂ X× X be a closed set. Then B is invariant by
measure-preserving isomorphisms if and only if it is law invariant.

Theorem 3.4 (Representation of resolvents, Yosida approximations, and semigroups). Let
B ⊂ X × X be a maximal λ-dissipative operator which is invariant by measure-preserving
isomorphisms. Then for every 0 < τ < 1/λ+, t ≥ 0 the operators B,Bτ ,Jτ ,St,B

◦ are law
invariant. Moreover there exist (uniquely defined) continuous maps jτ : S (X) → X, bτ : S (X) → X,

and st : S
(
X, ι
(
D(B)

))
→ X such that

(1) for every µ ∈ P2(X), the map jτ (·, µ) : supp(µ) → X is (1− λτ)−1-Lipschitz continuous,
for 0 < τ < 1/λ+;

(2) for every µ ∈ P2(X), the map bτ (·, µ) : supp(µ) → X is 2−λτ
τ(1−λτ) -Lipschitz continuous, for

0 < τ < 1/λ+;

(3) for every µ ∈ ι
(
D(B)

)
, the map st(·, µ) : supp(µ) → X is eλt-Lipschitz continuous,

and

for every X ∈ X, JτX(ω) = jτ (X(ω), X♯P) for P-a.e. ω ∈ Ω, (3.2)

for every X ∈ X, BτX(ω) = bτ (X(ω), X♯P) for P-a.e. ω ∈ Ω, (3.3)

for every X ∈ D(B), StX(ω) = st(X(ω), X♯P) for P-a.e. ω ∈ Ω, (3.4)

together with the invariance and semigroup properties

µ ∈ ι
(
D(B)

)
⇒ st(·, µ)♯µ ∈ ι

(
D(B)

)
; µ ∈ ι

(
D(B)

)
⇒ st(·, µ)♯µ ∈ ι

(
D(B)

)
,

st+h(x, µ) = sh(st(x, µ), st(·, µ)♯µ) for every (x, µ) ∈ S
(
X, ι
(
D(B)

))
, t, h ≥ 0.

(3.5)

Finally, for every µ ∈ ι
(
D(B)

)
, there exists a map b◦[µ] ∈ L2(X, µ;X) such that for every X ∈ X

if X♯P = µ then X ∈ D(B), B◦X(ω) = b◦[µ](X(ω)) for P-a.e. ω ∈ Ω. (3.6)

For every µ ∈ ι
(
D(B)

)
, the map b◦[µ] is λ-dissipative in a set X0 ⊂ X of full µ-measure and

satisfies

lim
h↓0

∫ ∣∣∣∣1h(st+h(x, µ)− st(x, µ))− b◦[st(·, µ)♯µ](st(x, µ))
∣∣∣∣2 dµ(x) = 0, t ≥ 0. (3.7)

Notice that when µ ∈ ι(D(B)), (3.5) and (3.7) yield

lim
h↓0

∫ ∣∣∣∣1h(sh(x, µ)− x)− b◦[µ](x)

∣∣∣∣2 dµ(x) = 0. (3.8)

Remark 3.5. By Theorem A.3(1) and Lemma 3.3, a maximal λ-dissipative operator B ⊂ X× X,
λ ∈ R, is law invariant if and only if it is invariant by measure-preserving isomorphisms. Hence,
in this case, we will simply use the word invariant. Notice moreover that if B is law invariant,
then also D(B) is law invariant in the sense that if X ∈ D(B) and Y♯P = X♯P then also Y
belongs to D(B). It is an immediate consequence of (3.6).

3.2. Totally dissipative MPVFs

The aim of this section is to study the properties of MPVFs enjoying a strong dissipativity
property that we call total dissipativity.
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Definition 3.6 (Total dissipativity). We say that a MPVF F ⊂ P2(TX) is totally λ-dissipative,
λ ∈ R, if for every Φ0,Φ1 ∈ F and every ϑ ∈ Γ(Φ0,Φ1) we have∫

⟨v1 − v0, x1 − x0⟩ dϑ(x0, v0, x1, v1) ≤ λ

∫
|x1 − x0|2dϑ. (3.9)

We say that F is maximal totally λ-dissipative if it is maximal in the class of totally λ-dissipative
MPVFs: if F′ ⊃ F and F′ is totally λ-dissipative, then F′ = F.

Of course, total λ-dissipativity implies λ-dissipativity (see Definition 2.15).

Remark 3.7. Notice that for a deterministic MPVF (recall Definition 2.14) total λ-dissipativity is
equivalent to the following condition (when λ = 0 see the analogous notion of L-monotonicity of
[CD18, Def. 3.31]): for every µi ∈ D(F) and f i ∈ map (F[µi]), i = 0, 1, and every µ ∈ Γ(µ0, µ1)
it holds∫

⟨f1(x1, µ1)− f0(x0, µ0), x1 − x0⟩ dµ(x0, x1) ≤ λ

∫
|x1 − x0|2 dµ(x0, x1). (3.10)

We introduce now the natural notion of Lagrangian representation of a MPVF, based on the
maps ι, ι2 introduced in (3.1).

Definition 3.8 (Lagrangian representations and Eulerian images). Given B ⊂ X × X and
F ⊂ P2(TX), we say that B is the Lagrangian representation of F if

B = (ι2)−1(F) =
{
(X,V ) ∈ X× X : (X,V )♯P ∈ F

}
.

Conversely, if B ⊂ X× X we say that F is the Eulerian image of B if

F = ι2(B) =
{
(X,V )♯P : (X,V ) ∈ B

}
.

Clearly, the Lagrangian representation B of F is law invariant, moreover B is the Lagrangian
representation of F if and only if F is the Eulerian image of B and B is law invariant.
Similarly to Remark A.1 concerning operators in Hilbert spaces, we highlight the following result
which allows a reduction of many arguments to the dissipative case λ = 0.

Lemma 3.9. The following hold:

(1) F ⊂ P2(TX) is totally λ-dissipative if and only if Fλ (cf. (2.18)) is totally 0-dissipative;
(2) F ⊂ P2(TX) is maximal totally λ-dissipative if and only if Fλ is maximal totally 0-

dissipative;
(3) B ⊂ X × X is invariant by measure-preserving isomorphisms (resp. law invariant) if

and only if Bλ := B − λiX is invariant by measure-preserving isomorphisms (resp. law
invariant);

(4) B ⊂ X × X is the Lagrangian representation of F ⊂ P2(TX) if and only if Bλ is the
Lagrangian representation of Fλ.

Proof. The proof of claim (1) is similar to [CSS23a, Lemma 4.6] and it is based on the bijectivity
of the map Lλ := (x, v − λx) : TX → TX. Hence, if Φi ∈ F and Φλ

i := Lλ
♯Φi ∈ Fλ, i = 1, 2, then

ϑ ∈ Γ(Φ0,Φ1) if and only if ϑλ ∈ Γ(Φλ
0 ,Φ

λ
1), with ϑλ = (x0, v0 − λx0, x1, v1 − λx1)♯ϑ. We can

thus prove only the left-to-right implication, the other will follow from the same procedure. We
have∫

⟨v1 − v0, x1 − x0⟩ dϑλ(x0, v0, x1, v1) =

∫
⟨v1 − v0 − λ(x1 − x0), x1 − x0⟩ dϑ(x0, v0, x1, v1)

=

∫
⟨v1 − v0, x1 − x0⟩dϑ− λ

∫
|x1 − x0|2dϑ

≤ 0,
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by total λ-dissipativity of F.
Items (2), (3) and (4) are straightforward. □

A first basic fact is stated by the following Proposition.

Proposition 3.10. Let B ⊂ X× X be the Lagrangian representation of F ⊂ P2(TX) according
to Definition 3.8. Then F is totally λ-dissipative if and only if B is λ-dissipative.

Proof. By Lemma 3.9 and Remark A.1, it is sufficient to prove the result in case λ = 0. Let us
first assume that F is totally dissipative. Let (X0, V0), (X1, V1) ∈ B. Since Φ0 = (X0, V0)♯P ∈ F,
Φ1 = (X1, V1)♯P ∈ F and ϑ := (X0, V0, X1, V1)♯P ∈ Γ(Φ0,Φ1), (3.9) yields∫

⟨V1 − V0, X1 −X0⟩ dP =

∫
⟨v1 − v0, x1 − x0⟩ dϑ ≤ 0.

In order to prove the converse implication, let us assume that B is dissipative and take Φ0,Φ1 ∈ F,
ϑ ∈ Γ(Φ0,Φ1) and (X0, V0, X1, V1) ∈ X4 such that (X0, V0, X1, V1)♯P = ϑ. Since Φ0,Φ1 ∈ F,
there exist (X ′

0, V
′
0) ∈ B and (X ′

1, V
′
1) ∈ B such that

(X ′
0, V

′
0)♯P = Φ0 = (X0, V0)♯P, (X ′

1, V
′
1)♯P = Φ1 = (X1, V1)♯P.

By the law invariance of B, we have that (X0, V0), (Y0,W0) ∈ B, so that∫
⟨v1 − v0, x1 − x0⟩ dϑ = ⟨V1 − V0, X1 −X0⟩X ≤ 0

by the dissipativity of B. □

Example 3.11. Let us consider a map f : S (X) → X (recall (2.15)) such that there exists L > 0
for which we have

|f(x1, µ1)− f(x0, µ0)| ≤ L (W2(µ0, µ1) + |x0 − x1|) for every (x0, µ0), (x1, µ1) ∈ S (X) .

We can also identify f with the map sending µ 7→ f(·, µ) ∈ Lip(X;X) (compare with the
framework analyzed by Bonnet and Frankowska in [BF21b; BF23] and with the hypoteses in
[Cav+22; Amb+21]). Let us define the map B : X → X and the (single-valued, deterministic)
PVF F ⊂ P2(TX) as

B(X)(ω) := f(X(ω), ιX), X ∈ X, ω ∈ Ω,

F[µ] := (iX,f(·, µ))♯µ, µ ∈ P2(X).

It is not difficult to check that B is 2L-Lipschitz and that F is maximal 2L-totally dissipative.
Indeed, for every X,Y ∈ X, we have

|BX −BY |X =

(∫
Ω
|BX(ω)−BY (ω)|2 dP(ω)

)1/2

=

(∫
Ω
|f(X(ω), ιX))− f(Y (ω), ιY )|2 dP(ω)

)1/2

≤ L

(∫
Ω
(W2(ιX , ιY ) + |X(ω)− Y (ω)|)2 dP(ω)

)1/2

≤ L

((∫
Ω
W 2

2 (ιX , ιY ) dP(ω)
)1/2

+

(∫
Ω
|X(ω)− Y (ω)|2 dP(ω)

)1/2
)

≤ 2L|X − Y |X
so that B is 2L-dissipative and therefore F is 2L-totally dissipative as well by Proposition 3.10.
Maximality follows by the maximality of B and the next Theorem.

Theorem 3.12 (Maximal dissipativity).



A LAGRANGIAN APPROACH TO TOTALLY DISSIPATIVE EVOLUTIONS IN WASSERSTEIN SPACES 23

(1) Every λ-dissipative operator B ⊂ X×X which is invariant by measure-preserving isomor-
phisms has a maximal λ-dissipative extension with domain included in co (D(B)) which
is invariant by measure-preserving isomorphisms (and therefore also law invariant).

(2) Let us suppose that B ⊂ X × X is the λ-dissipative Lagrangian representation of the
totally λ-dissipative MPVF F ⊂ P2(TX). Then B is maximal λ-dissipative if and only if
F is maximal totally λ-dissipative.

(3) If F ⊂ P2(TX) is a totally λ-dissipative MPVF with domain included in a closed and
totally convex set C, then there exists a maximal totally λ-dissipative extension of F with
domain included in C.

Proof. By Lemma 3.9 and Remark A.1, it is sufficient to prove the result in case λ = 0. Claim
(1) is [CSS23b, Theorem 4.6]. Notice that, being maximal λ-dissipative and invariant by measure-
preserving isomorphisms, a maximal λ-dissipative extension of B is also law invariant by Lemma
3.3.
Claim (2) follows by the equivalence result of Proposition 3.10 and by Claim 1. In fact, if B
is maximal dissipative it is clear that F is maximal. Conversely, suppose that F is maximal
and B is its Lagrangian representation. By contradiction, if B is not maximal, Claim 1 shows
that there exists a maximal and proper extension B̂ of B which is law invariant. Therefore, B̂
induces a strict extension of F which is totally dissipative.
Claim (3) is a consequence of Claim 1 and Claim 2. □

Remark 3.13. Notice that if B is the Lagrangian representation of a maximal totally λ-dissipative
MPVF F, then ι−1

(
D(F)

)
= D(B). In fact, it is sufficient to prove that if ι(X) = µ ∈ D(F)

then X ∈ D(B), since the converse inclusion is trivial. We can thus find a sequence µn ∈ D(F)
converging to µ in P2(X). Applying the last statement of Theorem B.5 we can then find a
sequence Xn ∈ X such that ι(Xn) = µn and limn→∞ |Xn−X|X = 0. We deduce that Xn ∈ D(B)

by Remark 3.5 and therefore X ∈ D(B).

We now apply Theorem 3.12 to get useful insights on the structure of totally dissipative MPVFs.
The first result concerns the existence of a solution to the resolvent equation, which provides an
equivalent characterization of maximality and will be the crucial tool to implement the Implicit
Euler method, see Corollary 4.7.

Theorem 3.14 (Solution to the resolvent equation). A totally λ-dissipative MPVF F ⊂ P2(TX)
is maximal λ-dissipative if and only if for every µ ∈ P2(X) and every 0 < τ < 1/λ+ there exists
Φ ∈ F such that (x− τv)♯Φ = µ.

Proof. Let B be the Lagrangian representation of F that is λ-dissipative by Proposition 3.10. If
F is maximal λ-dissipative, then B is maximal λ-dissipative as well by Theorem 3.12(3), so that
for every Y ∈ X with Y♯P = µ and 0 < τ < 1/λ+ there exists (X,V ) ∈ B such that X − τV = Y
(cf. Theorem A.2(1)) so that Φ := (X,V )♯P ∈ F satisfies (x− τv)♯Φ = µ.
Conversely, let us now suppose that F is not maximal λ-dissipative, so that B is not maximal
λ-dissipative and it admits a proper maximal λ-dissipative law invariant extension B̂ by Theorem
3.12. Let (X̃, Ṽ ) ∈ B̂ \ B, 0 < τ < 1/λ+, Ỹ := X̃ − τ Ṽ , and µ := Ỹ♯P. We claim that the
equation Φ ∈ F, (x− τv)♯Φ = µ has no solution. We argue by contradiction, and we suppose
that Φ ∈ F is a solution: we could find (X,V ) ∈ B such that setting (X,V )♯P = Φ and setting
Y := X − τV we have Y♯P = µ.

We use the maximal λ-dissipativity of B̂ and we denote by Ĵτ the resolvent associated to B̂, by
ĵτ the map induced by Theorem 3.4 as in (3.2), and we set b̂τ (x) :=

1
τ (ĵτ (x, µ)−x), x ∈ supp(µ).

We have X̃ = Ĵτ Ỹ = ĵτ (Ỹ , µ), X = ĴτY = ĵτ (Y, µ), Ṽ = 1
τ (X̃ − Ỹ ) = b̂τ (Ỹ ) and V =

1
τ (X − Y ) = b̂τ (Y ). It follows that (X̃, Ṽ )♯P = (ĵτ (·, µ), b̂τ )♯µ = (X,V )♯P = Φ ∈ F so that

(X̃, Ṽ ) has the same law of (X,V ) and therefore belongs to B, a contradiction. □
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We now show that a maximal totally λ-dissipative MPVF is sequentially closed in the strong-weak
topology of Psw

2 (TX), recall (2.20).

Proposition 3.15 (Strong-weak closure). The sequential strong-weak closure cl(F) of a totally
λ-dissipative MPVF F is totally λ-dissipative as well. In particular, if F is maximal, then
cl(F) = F.

Proof. As usual, it is sufficient to check the property for λ = 0. Let Φ′,Φ′′ ∈ cl(F) and
ϑ ∈ Γ(Φ′,Φ′′). Denoting by {ei}i∈N an orthonotmal system for X, we introduce on X and on TX
respectively the distances

dw(v1, v2) :=
∞∑
i=1

2−i
(
|⟨v1−v2, ei⟩|∧1

)
, dsw((x1, v1), (x2, v2)) :=

(
|x1−x2|2X+dw(v1, v2)

2
))1/2

whose induced topologies are weaker than the weak (resp. the strong-weak) topology of X
(resp. TX), see also the proof of [NS21, Proposition 3.4]. Denoting by W sw

2 the 2-Wasserstein
distance on P2(TX) induced by dsw, we have

Φn → Φ in Psw
2 (TX) ⇒ W sw

2 (Φn,Φ) → 0.

By definition of cl(F) we can find two sequences (Φ′
n)n∈N, (Φ

′′
n)n∈N in F respectively converging to

Φ′ and Φ′′ in Psw
2 (TX). We denote by γ ′

n ∈ Γsw
o (Φ′

n,Φ
′) and γ ′′

n ∈ Γsw
o (Φ′′,Φ′′

n) the corresponding
optimal plans for W sw

2 .
Denoting the elements of TX4 by (x′1, v

′
1, x1, v1, x2, v2, x

′′
2, v

′′
2) and using the gluing Lemma

we can find a plan σn ∈ P2(TX
4) such that (x′1, v

′
1, x1, v1)♯σn = γ ′

n, (x1, v1, x2, v2)♯σn = ϑ,
(x2, v2, x

′′
2, v

′′
2)♯σn = γ ′′

n. We also have

lim
n→∞

∫
|x′1 − x1|2 + |x2 − x′′2|2 + dw(v′1, v1)

2 + dw(v′′2 , v2)
2 dσn = 0,

sup
n∈N

∫ (
|v′1|2 + |v1|2 + |v2|2 + |v′′2 |2

)
dσn <∞,

so that setting σ̃n := (x′1, x
′′
2, v

′
1, v

′′
2)♯σn we have

σ̃n → (x1, x2, v1, v2)♯ϑ in Psw
2 (X2 × X2).

Since (x′1, v
′
1, x

′′
2, v

′′
2)♯σn ∈ Γ(Φ′

n,Φ
′′
n), the total dissipativity of F yields∫

⟨v1 − v2, x1 − x2⟩ dσ̃n =

∫
⟨v′1 − v′′2 , x

′
1 − x′′2⟩ dσn ≤ 0 for every n ∈ N. (3.11)

Since the function ζ(x1, x2; v1, v2) := ⟨v1 − v2, x1 − x2⟩ belongs to Csw
2 (X2 × X2), the convergence

in Psw
2 (X2 × X2) is sufficient to pass to the limit in (3.11) and thus get∫

⟨v1 − v2, x1 − x2⟩ dϑ ≤ 0. □

We can also prove that the sections F[µ] of a maximal totally dissipative MPVF are (conditionally)
totally convex. In the following statement we consider the space X × XN whose variables
are denoted by (x, v1, · · · , vN ) and the corresponding projections are x(x, v1, · · · , vN ) := x,
vi(x, v1, · · · , vN ) := vi.

Proposition 3.16 (Total convexity of sections of maximal totally dissipative MPVF). If
F ⊂ P2(TX) is a maximal totally λ-dissipative MPVF, then for every µ ∈ D(F) the section F[µ]
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satisfies the following total convexity property:

if Λ ∈ P2(X× XN ) satisfies (x, vi)♯Λ ∈ F[µ] and αi ≥ 0, i = 1, · · · , N with
∑
i

αi = 1, then

(x,
∑
i

αivi)♯Λ ∈ F[µ].

(3.12)

Proof. Since F is maximal totally λ-dissipative, by Theorem 3.12, its Lagrangian representation
B ⊂ X× X is maximal λ-dissipative.
We can find (X,V1, V2, · · ·VN ) ∈ X × XN such that (X,V1, V2, · · ·VN )♯P = Λ. We deduce that
(X,Vi) ∈ B since (X,Vi)♯P ∈ F. since the sections ofB are convex, we deduce that (X,

∑
i αiVi) ∈

B as well, so that

(x,
∑
i

αivi)♯Λ = (X,
∑
i

αiVi)♯P ∈ F. □

We can now derive a remarkable information on the structure of a totally dissipative MPVF,
which involves the barycentric projection introduced in (2.13).

Theorem 3.17 (Barycentric projection). Let F be a MPVF and µ ∈ D(F) such that F[µ] is
closed in P2(TX) and satisfies the total convexity property (3.12). Then bar (F) [µ] ⊂ F[µ]. In
particular, if F is a maximal totally λ-dissipative MPVF, then bar (F) ⊂ F.

Proof. We use an argument which is clearly inspired by the Law of Large Numbers.
Let {Φx}x∈X be the disintegration of Φ ∈ F w.r.t. its first marginal µ ∈ D(F). For a given
integer N and every x ∈ X we define the product measure ΦN

x := (Φx)
⊗N ∈ P2(X

N ) and the
corresponding plan

ΛN :=

∫
δx ⊗ ΦN

x dµ(x) ∈ P2(X× XN ).

It is clear that ΛN satisfies the condition of Proposition 3.16: choosing αi := 1/N we deduce
that ΨN := (x, 1

N

∑
i vi)♯Λ

N ∈ F[µ].
Let now Ψ := (iX, bΦ)♯µ. We can easily estimate the squared Wasserstein distance between Ψ

and ΨN by

W 2
2 (Ψ

N ,Ψ) ≤
∫ ∣∣∣ 1

N

∑
i

vi − bΦ(x)
∣∣∣2 dΛN =

1

N

∫ ∣∣∣v − bΦ(x)
∣∣∣2 dΦ

where we used the following orthogonality for i ̸= j∫
⟨vi − bΦ(x), vj − bΦ(x)⟩dΛN =

∫ (∫
⟨vi − bΦ(x), vj − bΦ(x)⟩ dΦx(vi)⊗ Φx(vj)

)
dµ(x) = 0

and the fact that∫
|vi − bΦ(x)|2 dΛN =

∫ (∫
|vi − bΦ(x)|2 dΦx(vi)

)
dµ(x) =

∫ ∣∣∣v − bΦ(x)
∣∣∣2 dΦ.

We deduce that ΨN → Ψ in P2(TX) as N → +∞, so that Ψ ∈ F[µ] as well. □

Corollary 3.18. Let F ⊂ P2(TX) be a totally λ-dissipative MPVF. Then the extended MPVF F̃
defined by

F̃ := F ∪ bar (F) ,

with bar (F) as in (2.13), is totally λ-dissipative. In particular, for every Φi ∈ F[µi], i = 1, 2,
and every µ ∈ Γ(µ1, µ2),∫

⟨bΦ1(x1)− bΦ2(x2), x1 − x2⟩ dµ(x1, x2) ≤ λ

∫
|x1 − x2|2 dµ(x1, x2).
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Proof. It is sufficient to consider an arbitrary maximal totally λ-dissipative extension F̂ of F: by
the previous Theorem 3.17 clearly F̂ ⊃ F̃. □

Theorem 3.19 (The minimal selection). Let F ⊂ P2(TX) be a maximal totally λ-dissipative
MPVF.

(1) For every µ ∈ D(F) there exists a unique vector field f◦[µ] ∈ L2(X, µ;X) such that

(iX,f
◦[µ])♯µ ∈ F[µ],

∫
|f◦[µ]|2 dµ ≤

∫
|v|2 dΦ for every Φ ∈ F[µ]. (3.13)

We denote the minimal selection of F at µ by

F◦[µ] := (iX,f
◦[µ])♯µ. (3.14)

(2) If B is the Lagrangian representation of F, then for every µ ∈ D(F), we have

f◦[µ] = b◦[µ] µ-a.e.,

where b◦ has been defined by (3.6) and, if 0 < τ < 1/λ+, the following hold∫ ∣∣bτ (x, µ)− f◦[µ](x)
∣∣2 dµ ≤

∫ ∣∣f◦[µ]
∣∣2 dµ− (1− 2λτ)

∫ ∣∣bτ (x, µ)∣∣2 dµ, (3.15)

(1− λτ)2
∫ ∣∣bτ (x, µ)∣∣2 dµ ↑

∫ ∣∣f◦[µ]
∣∣2 dµ as τ ↓ 0 (3.16)

with bτ as in (3.3).
(3) The map |F|2 : P2(X) → [0,+∞] defined by

|F|2(µ) :=


∫

|f◦[µ]|2 dµ if µ ∈ D(F),

+∞ if µ ̸∈ D(F)
(3.17)

is lower semicontinuous.
(4) Finally, if Y is a Polish space, µ ∈ P(X×Y) with marginal ν = π2♯µ and the disintegration

{µy}y∈Y of µ w.r.t. ν satisfies∫
X×Y

|x|2 dµ(x, y) +
∫
Y
|F|2(µy) dν(y) < +∞, (3.18)

then the map f(x, y) := f◦[µy](x) belongs to L2(X× Y,µ;X) (in particular it is uniquely
defined up to a µ-negligible set and it is µ-measurable).

Proof. Claim (1) is an immediate consequence of the closure of F in Psw
2 (TX) (so that the map

Φ 7→ |Φ|2 has compact sublevels in the set P2(TX) with fixed first marginal equal to µ) and of
the previous Theorem 3.17.
To prove the second claim, it is enough to notice that, trivially, b◦(·, µ) satisfies (3.13). Estimates
(3.15) and (3.16) follow by Theorem A.3(5).
The third claim still follows immediately by the closure of F in Psw

2 (TX) and the fact that the
map Φ 7→ |Φ|22 defined by (2.5) is lower semicontinuous w.r.t. the topology of Psw

2 (TX).
Let us now prove claim (4). We first notice that (3.18) yields µy ∈ D(F) for ν-a.e. y ∈ Y. Let us
now prove that the map bτ (x, y) := bτ (x, µy) is µ-measurable.
Recall that the set

S0 :=
{
(x, µ) ∈ X× P(X) : x ∈ supp(µ)

}
is a Gδ (thus Borel, cf. [FSS22, Formula (4.3)]) subset of X× P(X). Since the inclusion map of
X× P2(X) in X× P(X) is continuous, we deduce that

S := S0 ∩ (X× P2(X))

is a Gδ set in X× P2(X).
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Since the map j(x, y) := (x, µy) is Borel from X × Y to X × P(Y), we deduce that the set
S′ := j−1(S) = (

{
(x, y) ∈ X× Y : x ∈ supp(µy)

}
is Borel in X× Y and it is immediate to check

that µ is concentrated on S′. Since the map (x, µ) 7→ bτ (x, µ) is continuous in S (cf. Theorem
3.4) then its composition with j (which is the map (x, y) 7→ bτ (x, µy)) is µ-measurable. Passing
to the limit as τ ↓ 0 and using (3.15) and (3.16) we conclude that bτ → f in L2(X× Y,µ;X) so
that also f is µ-measurable. □

We now show that discrete measures are sufficient to reconstruct a maximal totally λ-dissipative
MPVF. For a general Polish space X, we set

Pf (X) :=
{
µ ∈ P(X) : supp(µ) is finite

}
, (3.19)

Pf,N (X) :=
{
µ ∈ Pf (X) : Nµ(A) ∈ N for every A ⊂ X

}
, Pf,∞(X) :=

⋃
N∈N

Pf,N (X). (3.20)

Corollary 3.20. Let F ⊂ P2(TX) be a maximal totally λ-dissipative MPVF and let

Df,∞(F) := Pf,∞(X) ∩D(F).

Then for every µ ∈ D(F) there exists a sequence µn ∈ Df,∞(F) such that F◦[µn] → F◦[µ] in
P2(TX) as n→ ∞, where F◦ has been defined in (3.14). Moreover, a measure Φ ∈ P2(TX) with

x♯Φ ∈ D(F) belongs to F if and only if for every µ ∈ Df,∞(F) and every γ ∈ Γ(Φ, µ) we have∫
⟨v − f◦(y, µ), x− y⟩dγ(x, v, y) ≤ λ

∫
|x− y|2 dγ(x, v, y).

Proof. We denote byB ⊂ X×X the Lagrangian representation of F and we setD := ι−1(Pf,∞(X)).
Since Pf,∞(X) is dense in P2(X), by e.g. the last part of Theorem B.5 we have that D is dense
in X and by Theorem 3.4 (see in particular (3.2)) it satisfies Jτ (D) ⊂ D. We can thus apply
Corollary A.16. □

3.3. Totally dissipative PVFs concentrated on maps

We devote this section to the study of the important case of single-valued and everywhere defined
PVFs. Recall that for a deterministic PVF, total λ-dissipativity can be equivalently stated as in
Remark 3.7.

Definition 3.21 (Demicontinuity). A single-valued PVF F is demicontinuous if the map
µ 7→ F[µ] satisfies

µn → µ in P2(X) ⇒ F[µn] → F[µ] in Psw
2 (TX).

A single-valued PVF F is hemicontinuous if its domain is totally convex and, for every γ ∈ P2(X×
X) with marginals in D(F), the restriction of F to the set {xt♯γ : t ∈ [0, 1]} is demicontinuous.

Theorem 3.22 (Characterization of deterministic totally dissipative PVF). Let F be a single-
valued totally λ-dissipative PVF.

(1) If F is maximal, then it is deterministic and F[µ] = (iX,f
◦[µ])♯µ for every µ ∈ D(F),

where f◦ is the minimal selection of F as in Theorem 3.19.
(2) If D(F) = P2(X), then F is maximal if and only if it is deterministic and demicontinuous

(or, equivalently, deterministic and hemicontinuous)
(3) If D(F) = P2(X) and F[µ] = (iX,f [µ])♯µ for every µ ∈ P2(X), then F is maximal if and

only if for every ζ ∈ Csw
2 (TX) and for every sequence µn → µ in P2(TX)

lim
n→∞

∫
ζ(x,f [µn](x)) dµn(x) =

∫
ζ(x,f [µ](x)) dµ(x).
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Proof. Claim (1) is an obvious consequence of Theorem 3.17.
Claim (2): let us first assume that F is maximal and let B be its Lagrangian representation. Since
D(B) = X, B is locally bounded (see Theorem A.3(3)) so that if a sequence µn is converging to
µ in P2(X) and Φn = F[µn], we can assume that there exists a constant C > 0 such that∫

|v|2 dΦn(x, v) ≤ C for every n ∈ N.

The compactness criterium of Proposition 2.5 shows that (Φn)n∈N is relatively compact in Psw
2 (TX).

On the other hand, since F = cl(F) by Proposition 3.15, we know that any accumulation point
of Φn belongs to F and therefore it should coincide with F[µ].
In order to prove the converse implication, it is sufficient to consider the case λ = 0 and F
deterministic and hemicontinuous; we try to reproduce the argument of [Bré73] in the measure
theoretic framework.
We first observe that the Lagrangian representationB of F is everywhere defined and single-valued,
since ι(X) = µ, and ι2(X,V ) = F[µ] = (iX,f)♯µ yield V = f ◦X.
Let (Y,W ) ∈ X× X satisfying∫

⟨BX −W,X − Y ⟩X dP ≤ 0 for every X ∈ X.

Replacing X with Yt := (1 − t)Y + tX, t ∈ (0, 1) and setting µt := ι(Yt), f t := f [µt], Vt :=
f t ◦ Yt = B(Yt) we get∫

⟨f t(Yt)−W,Yt − Y ⟩X dP =
t

1− t

∫
⟨f t(Yt)−W,X − Yt⟩X dP ≤ 0 for every X ∈ X,

so that ∫
⟨Vt −W,X − Yt⟩X dP ≤ 0 for every X ∈ X. (3.21)

Let us now set ϑt := (X,Yt, Vt)♯P ∈ P2(X
2 × X). Denoting by x, y, v the projections of the points

of X3 to their components, since (y, v)♯ϑt = F[µt], by hemicontinuity assumption we know that

(y, v)♯ϑt → (Y,f0 ◦ Y )♯P = F[µ0], in Psw
2 (X× X) as t ↓ 0.

On the other hand, (x, y)♯ϑt = ι2(X,Yt) converges to ι
2(X,Y ) in P2(X

2) so that by compactness,
we can also find a sequence n 7→ t(n) ↓ 0 such that ϑt(n) → ϑ in Psw

2 (X2 × X). Clearly
(y, v)♯ϑ = (iX,f0)♯µ0 is concentrated on a graph, so that ϑ = (X,Y,f0 ◦ Y )♯P.
Since ∫

⟨f t(Yt), X − Yt⟩ dP =

∫
⟨v, x− y⟩dϑt

and the function ζ(x, y, v) := ⟨v, x− y⟩ belongs to Csw
2 (X2 × X) we deduce that

lim
n→∞

∫
⟨f t(n)(Yt(n)), X − Yt(n)⟩ dP =

∫
⟨v, x− y⟩dϑ =

∫
⟨f0(Y ), X − Y ⟩dP.

Thus, we can pass to the limit in (3.21) obtaining∫
⟨f0(Y )−W,X − Y ⟩X dP ≤ 0 for every X ∈ X,

in particular it holds for X = f0(Y )−W + Y . We deduce that W = f0 ◦ Y = BY so that B is
maximal and F is maximal as well.
Claim (3) is just the equivalent way to express the demicontinuity of F, recalling Definition
2.4. □
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An important example of single-valued, everywhere defined demicontinuous PVF is provided
by the Yosida approximation: starting from a maximal totally λ-dissipative MPVF F and its
Lagrangian representation B, for every τ ∈ (0, 1/λ+) we consider its Yosida approximation Bτ

and define the corresponding (single-valued) PVF

Fτ := ι2(Bτ ). (3.22)

Notice that Fτ is maximal totally λ/(1 − λτ)-dissipative (see Theorem A.3). Moreover, by
Theorem 3.22(1), (3.3) and (3.22) we get that

Fτ [µ] = (iX,f τ [µ])♯µ, for all µ ∈ P2(X),

where f τ : S (X) → X are given by f τ [µ](·) := bτ (·, µ) with bτ as in (3.3); notice f τ admits a
continuous version defined in S (X) and f τ (·, µ) belongs to Lip(supp(µ);X) for every µ ∈ P2(X)
and clearly admits a Lipschitz extension to X (see Theorem 3.4). Setting Lτ := 1

τ (2−λτ)/(1−λτ),
by Lτ -Lipschitz continuity of Bτ and the representation (3.3), we get the following Lipschitz
condition∫ ∣∣∣f τ (x0, µ0)− f τ (x1, µ1)

∣∣∣2 dµ(x0, x1) ≤ L2
τ

∫
|x0 − x1|2 dµ(x0, x1) for every µ ∈ Γ(µ0, µ1),

(3.23)
which clearly implies demicontinuity of Fτ . We have thus proved the following result, recalling
also Theorem 3.19(2).

Corollary 3.23. Let F ⊂ P2(TX) be a maximal totally λ-dissipative MPVF. There exist sequences
λn, Ln ∈ R and a sequence of maps fn : P2(X) → Lip(X,X) satisfying the Lipschitz condition
(3.23) with Ln in place of Lτ inducing a sequence of single-valued maximal totally λn-dissipative
PVFs Fn, and satisfying

lim
n→∞

∫ ∣∣fn[µ](x)− f◦[µ](x)
∣∣2 dµ(x) = 0 for every µ ∈ D(F),

where f◦ is as in Theorem 3.19.

4. Lagrangian and Eulerian flow generated by a totally dissipative MPVF

In this section, making use of the results obtained in the previous Section 3, we study well-
posedness for λ-EVI solutions driven by a maximal totally λ-dissipative MPVF F. These curves
are characterized (time by time) as the law of the unique semigroup of Lipschitz transformations
St of the Lagrangian representation B of F. As in the previous Section, we will consider a
standard Borel space (Ω,B) endowed with a nonatomic probability measure P and the Hilbert
space X := L2(Ω,B,P;X).

Definition 4.1 (Lagrangian flow). Let F ⊂ P2(TX) be a maximal totally λ-dissipative MPVF.

We call Lagrangian flow the family of maps st : S(X,D(F)) → X defined by Theorem 3.4 starting
from the Lagrangian representation B of F.
The Lagrangian flow induces a semigroup of (P2(X),W2)-Lipschitz transformations St : D(F) →
D(F) defined by St(µ0) := st(·, µ0)♯µ0.
We say that the continuous curve µ : [0,+∞) → P2(X) is a Lagrangian solution of the flow
generated by F if µt = St(µ0) = st(·, µ0)♯µ0 for every t ≥ 0.

Notice that, if µ is a Lagrangian solution, the semigroup property (3.5) of the Lagrangian flow
st yields in particular

µt = st−s(·, µs)♯µs for every 0 ≤ s ≤ t.

In particular, to construct a Lagrangian solution starting from µ0 ∈ D(F) it is sufficient to choose
an arbitrary map X0 ∈ X satisfying (X0)♯P = µ0 and set µt := (Xt)♯µ0 for the (unique) locally
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Lipschitz solution X ∈ Liploc([0,∞);X) of

d

dt
Xt = B◦Xt a.e. in (0,+∞), X|t=0

= X0.

An immediate consequence of Theorem 3.4 is the following result.

Theorem 4.2 (Existence of Lagrangian solutions). If F ⊂ P2(TX) is a maximal totally λ-

dissipative MPVF then for every µ0 ∈ D(F) there exists a unique Lagrangian solution µ :
[0,+∞) → P2(X) starting from µ0.
If µ0 ∈ D(F), then µt ∈ D(F) for every t ≥ 0, the curve µ : [0,+∞) → P2(X) is locally Lipschitz
continuous, and∫

|f◦(x, µt)|2 dµt(x) ≤ eλt
∫

|f◦(x, µ0)|2 dµ0(x) for every t ≥ 0, (4.1)

where f◦ is defined in Theorem 3.19 and induces a map (x, t) 7→ f◦(x, µt) which is µ-measurable
with respect to µ =

∫
µt dt in every set X× (0, T ), T > 0.

Moreover, µ is the unique Eulerian solution of the flow generated by F in the following sense:
µ : [0,+∞) → P2(X) is the unique distributional solution of

∂tµt +∇ · (µt f◦(·, µt)) = 0 in (0,+∞)× X (4.2)

among the class of locally absolutely continuous curves satisfying µt=0 = µ0 ∈ D(F) and∫ T

0

∫
|f◦(x, µt)|2 dµt dt <∞ for every T > 0. (4.3)

Finally, for every µ0 ∈ D(F) and t > 0 we have

(1) if supp(µ0) is finite, then supp(µt) is finite and its cardinality is nonincreasing w.r.t. t.
In particular, if µ0 ∈ Pf,N (X) for some N ∈ N (recall (3.20)) then µt ∈ Pf,N (X) for every
t ≥ 0;

(2) if supp(µ0) is compact, then supp(µt) is compact;
(3) if supp(µ0) is bounded, then supp(µt) is bounded and diam(supp(µt)) ≤ eλt diam(supp(µ0));
(4) if

∫
X |x|p dµ0(x) < +∞ for some p ≥ 1, then

∫
X |x|p dµt(x) < +∞ and∫ ∣∣x− y

∣∣p dµt ⊗ µt ≤ epλt
∫ ∣∣x− y

∣∣p dµ0 ⊗ µ0.

Proof. The existence and the regularity properties of Lagrangian solutions follow by Theorem
3.4, while (4.1) follows by Theorem A.5(4).
Property (3.7) clearly implies (4.2).
Concerning uniqueness of solutions to (4.2) satisfying (4.3), we have

d

dt
W 2

2 (µ
1
t , µ

2
t ) ≤ 2

∫
⟨f◦(x1, µ

1
t )− f◦(x2, µ

2
t ), x1 − x2⟩ dµt

≤ 2λ

∫
|x1 − x2|2dµt

= 2λW 2
2 (µ

1
t , µ

2
t )

for a.e. t ≥ 0 and every µt ∈ Γo(µ
1
t , µ

2
t ), by Theorem 2.13(6b) thanks to (4.3), the total

λ-dissipativity of F and (3.13). Hence, by Grönwall inequality, we get

W2(µ
1
t , µ

2
t ) ≤ eλtW2(µ

1
0, µ

2
0).

The µ-measurability of the map (x, t) 7→ f◦(x, µt) follows by continuity of t 7→ µt together with
Theorem 3.19(4) with Y = [0, T ]. Indeed, (3.18) holds thanks to (4.1).
The last assertions (1-4) come from the fact that µt = st(·, µ0)♯µ0 and this map is eλt-Lipschitz
continuous (cf. Theorem 3.4(3)). □
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Remark 4.3 (A sticky-particle interpretation). We may interpret property (1) of the previous
Theorem 4.2 by saying that the flows of totally dissipative MPVFs model sticky particle evolutions,
(see also [NS09]). This fact reflects at a dynamic level the barycentric projection property stated
in Theorem 3.17. In contrast, we immediately see that the example of 1

2 -dissipative PVF, with
X = R, analysed in [Pic19, Section 7.1], [Cam+21, Section 6] and later discussed in [CSS23a,
Section 7.5, Example 7.11], cannot be maximally total 1

2 -dissipative since it produces a 1
2 -EVI

solution which splits the mass for positive times if e.g. µ0 = δ0. Notice indeed that, as highlighted
in the following Theorem 4.4, if F is maximal totally dissipative then Lagrangian and EVI
solutions coincide.

It is remarkable that the Lagrangian flow st provides an explicit representation of the flow of
Lipschitz transformations generated by the unique λ-EVI solution, see [CSS23a, Definition 5.21]
and Definition 2.21.

Theorem 4.4 (EVI solutions and contraction). If F ⊂ P2(TX) is a maximal totally λ-dissipative

MPVF, then for every µ0 ∈ D(F), the curve µ : [0,+∞) → P2(X), µt := St(µ0), is the unique
λ-EVI solution starting from µ0 and St is a semigroup of eλt-Lipschitz transformations satisfying

W2(St(µ
′
0), St(µ

′′
0)) ≤ eλtW2(µ

′
0, µ

′′
0) for every µ′0, µ

′′
0 ∈ D(F), t ≥ 0.

Proof. The proof is an immediate consequence of [CSS23a, Theorem 5.22(e)] and Theorem 4.2.
Indeed notice that [CSS23a, Theorem 5.22(e)] can be applied even if the absolutely continuous
curve µ satisfies the differential inclusion

(iX,vt)♯µt ∈ F[µt] (4.4)

w.r.t. to any Borel vector field vt s.t. (µ,v) solves the continuity equation and t 7→ |vt|L2(X,µt;X) ∈
L1
loc(0,+∞). For instance it holds for the vector field f◦. Indeed, the proof of [CSS23a, Theorem

5.22(e)] relies on [CSS23a, Theorem 5.17(2)] which holds even if the differential inclusion (4.4),
with v the Wasserstein vector field, is replaced by a general velocity field v as above. See also
[CSS23a, Remark 3.12]. □

As a further consequence, in the case of maximal λ-totally dissipative MPVF all the various
definitions of solutions coincide.

Theorem 4.5. Let F ⊂ P2(TX) be a maximal totally λ-dissipative MPVF, let µ0 ∈ D(F) and
let µ : [0,+∞) → P2(X) be a continuous curve starting from µ0. The following properties are
equivalent:

(1) µ is a Lagrangian solution.
(2) µ is a λ-EVI solution.

If moreover µ0 ∈ D(F) or there exists a sequence tn ↓ 0 for which µ(tn) ∈ D(F), the above
conditions are also equivalent to the following ones:

(3) there exists a Borel vector field wt satisfying

t 7→
∫

|wt(x)|2 dµt(x) is locally integrable in (0,+∞), (iX,wt)♯µt ∈ F for a.e. t > 0

(4.5)
and the pair (µ,w) satisfies the continuity equation

∂tµt +∇ · (µtwt) = 0 in (0,+∞)× X; (4.6)
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(4) there exists a Borel family Φt, t > 0, such that

Φt ∈ F[µt] for a.e. t > 0, t 7→
∫

|v|2 dΦt is locally integrable in (0,+∞), (4.7)∫ ∞

0

(∫
∂tζ(t, x) dµt +

∫
⟨v,∇ζ(t, x)⟩ dΦt(x, v)

)
dt = 0 for every ζ ∈ Cyl((0,+∞)× X);

(4.8)

(5) µt ∈ D(F) for every t > 0, µ is locally Lipschitz in (0,+∞) and it satisfies

t 7→
∫

|f◦(x, µt)|2 dµt is locally bounded in (0,+∞),

and (4.2).

Proof. The equivalence between (1) and (2) is a consequence of Theorem 4.4.
We can now consider the case when µ0 ∈ D(F) (the argument for the case µ(tn) ∈ D(F) along
an infinitesimal sequence tn is completely analogous). Theorem 4.2 clearly yields (1) ⇒ (5). The
implication (5) ⇒ (3) is obvious. Theorem 3.17 shows that (3) and (4) are equivalent. Indeed
(3) implies (4) by choosing Φt := (iX,wt)♯µt and (4) implies (3) by choosing wt := bΦt . The
implication (3) ⇒ (2) follows by Theorem 5.4(1) of [CSS23a]. □

In the case when µ0 ∈ Pf (X) has finite support (recall (3.19), (3.20)), we can obtain a more
refined characterization, which also yields a regularization effect when X has finite dimension
and recovers the characterization (1.16) anticipated in the Introduction. Recall that by Theorem
4.2(1) any Lagrangian solution starting from µ0 ∈ Pf,N (X) must stay in Pf,N (X) for every time
t ≥ 0.

Corollary 4.6 (Regularization effect and Wasserstein velocity field for discrete measures). Let

F ⊂ P2(TX) be a maximal totally λ-dissipative MPVF, let µ0 ∈ D(F) ∩ Pf,N (X) for some N ∈ N
and let µ : [0,+∞) → Pf,N (X) be a continuous curve starting from µ0. Assume moreover that at
least one of the following properties holds:

(a) µ0 ∈ D(F),
(b) D(F) ∩ Pf,N (X) has non empty relative interior in Pf,N (X),
(c) X has finite dimension.

Then conditions (1),. . . ,(5) of Theorem 4.5 are equivalent and, in this case, the minimal selection
f◦ of F (cf. Theorem 3.19) coincides with the Wasserstein velocity field v of µ (cf. Theorem
2.11) and µ also satisfies the right-differentiability property

vt = lim
h↓0

1

h

(
tt+h
t − iX

)
= f◦[µt] in L2(X, µt;X) for every t > 0, (4.9)

where tt+h
t is the optimal transport map pushing µt into µt+h.

Finally, µ is a Lagrangian solution for F starting from µ0 if and only if there are curves xn ∈
C([0,+∞);X), n = 1, · · · , N which are locally Lipschitz in (0,+∞) such that µt =

1
N

∑N
n=1 δxn(t)

for every t ≥ 0 and the curves (xn(t))
N
n=1 solve the system of ODEs

ẋn(t) = f◦(xn, µt) a.e. in (0,+∞). (4.10)

Proof. Case (a) is part of Theorem 4.5. In order to prove the first equivalence statement in
cases (b) and (c), we briefly anticipate an argument that we will develop more extensively in
Section 8: we introduce the standard Borel space Ω := [0, 1) endowed with the Lebesgue measure
(still denoted by P), the Lagrangian representation B of F, and we consider the closed subspace
XN ⊂ X of maps X : Ω → X which are constant on each interval [(k− 1)/N, k/N), k = 1, · · · , N.
Thanks to Theorem 3.4, XN is invariant with respect to the action of the resolvent map Jτ . We
can thus apply Proposition A.8 obtaining that the operator BN := B ∩ (XN × XN ) is maximal
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λ-dissipative in XN and, if we select a Lagrangian parametrization X0 ∈ D(BN ) of µ0, still by
Proposition A.8(ii), we get that StX0, the semigroup generated by B, coincides with SN

t X0, the
semigroup generated by BN and, under any of the conditions (b) and (c), SN has a regularizing
effect (see Theorem A.7, Corollary A.9 and notice that, in case (c), XN has finite dimension) so
that SN

t X0 ∈ D(BN ) ⊂ D(B) for every t > 0. We immediately obtain that the conditions (1),
. . . , (5) of Theorem 4.5 are equivalent.
In order to check (4.9) we can use (3.8) observing that, for sufficiently small h, (iX, sh)♯µt is an
optimal coupling between µt and µt+h, being µt ∈ Pf,N (X), see the next Lemma 6.1.

Finally, in order to check the last representation formula, it is sufficient to write µ0 as 1
N

∑N
n=1 xn

for suitable points xn ∈ X and to set xn(t) := st(xn, µ0). □

A further application concerns the convergence of the Implicite Euler Scheme (also called JKO
method in the framework of gradient flows, see Proposition 5.2). We just recall here the main
Crandall-Liggett estimate, referring to [NSV00; NS06] for more refined a-priori and a-posteriori
error estimates.

Corollary 4.7 (Implicit Euler Scheme). Let F ⊂ P2(TX) be a maximal totally λ-dissipative
MPVF. For every µ ∈ P2(X) and every 0 < τ < 1/λ+ there exists a unique Φ ∈ F such that

(x− τv)♯Φ = µ. (4.11)

Moreover Mτ := x♯Φ = jτ (·, µ)♯µ, where jτ is as in Theorem 3.4 applied to the Lagrangian

representation of F. If µ0 ∈ D(F), then setting M0
τ := µ0, M

n+1
τ := jτ (·,Mn

τ )♯M
n
τ , n ∈ N, we

have

lim
N→∞

MN
t/N = µt for every t ≥ 0, (4.12)

where µt = St(µ0) with St as in Definition 4.1. Moreover, for every T ≥ 0 there exist N(λ, T ) ∈ N
and C(λ, T ) > 0 (with C(0, T ) = 2T ) such that

W2(M
N
t/N , µt) ≤

C(λ, T )√
N

∣∣∣f◦[µ0]
∣∣∣
L2(X,µ0;X)

, (4.13)

for every 0 ≤ t ≤ T , n ≥ N(λ, T ) and every µ0 ∈ D(F), where f◦ is as in Theorem 4.2.

Proof. The existence of Φ satisfying (4.11) follows by Theorem 3.14. Uniqueness follows by the
well posedness of Jτ and its invariance by law, stated in Theorem 3.4. The approximation in
(4.12) follows by the Lagrangian one

StX = lim
N→∞

(J t/N )N (X)

holding for any X ∈ D(B) (see Theorem A.6), B the Lagrangian representation of F.
Finally, (4.13) follows by Theorem A.6. □

We conclude this section with two results concerning the uniqueness and the stabiility of the
characteristic system representing the solution of (4.5) and (4.6).
Using the notation of Theorem 3.4, we preliminary observe that choosing µ0 ∈ D(F) the
Lipschitz maps st(x) := st(x, µ0) belong to Lip(supp(µ0);X) and the curve t 7→ st is Lipschitz in
L2(X, µ0;X) with derivative b◦t (st) where b◦t (·) := b◦(·, (st)♯µ0). It follows that for every T > 0
and for µ0-a.e. x the curve t 7→ st(x) belongs to H

1(0, T ;X) and satisfies ṡt(x) = b◦t (st(x)). We
can thus associate to (st)t≥0 a µ0-measurable map

s : X → H1(0, T ;X), s[x](t) := st(x, µ0). (4.14)

In a similar way, if X0 ∈ X with ι(X0) = µ0, we can define

X(ω, t) := st(X0(ω), µ0), X[ω] := s ◦X0, (4.15)
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obtaining a distiguished Caratheodory representative of StX0 which satisfies

X(ω, t) = (StX0)(ω) for P-a.e. ω ∈ Ω, for every t > 0 (4.16)

and

X(ω, ·) ∈ H1(0, T ;X) for P-a.e. ω,
∫ (∫ T

0
|∂tX(ω, t)|2 dt

)
dP(ω) ≤ Te2λ+T |B◦X0|2X, (4.17)

since ∫ (∫ T

0
|∂tX(ω, t)|2 dt

)
dP(ω) =

∫ (∫ T

0
|b◦t (X(ω, t))|2 dt

)
dP(ω)

=

∫ T

0
|B◦X(·, t)|2X dt

≤ Te2λ+T |B◦X0|2X,

where we have used Theorem A.5(4). It follows that X can be identified with a P-measurable
map ω 7→ X[ω] which belongs to L2(Ω,B,P;H1(0, T ;X)).

Theorem 4.8 (Uniqueness of the characteristic fields). Let F ⊂ P2(TX) be a maximal totally
λ-dissipative MPVF, let us fix T > 0 and let us suppose that (µ,v) is a solution to (4.5) and (4.6)
in the interval [0, T ] starting from µ0 ∈ D(F). Let η ∈ P(C([0, T ];X)) be a probability measure
concentrated on absolutely continuous curves and satisfying the following properties:

(1) (et)♯η = µt for every t ∈ [0, T ], where et(γ) := γ(t) for every γ ∈ C([0, T ];X);
(2) η-a.e. γ is an integral solution of the differential equation γ̇(t) = vt(γ(t)) a.e. in [0, T ].

Then η = s♯µ0, where s is defined as in (4.14). In particular η is unique and vt(x) = b◦t (x)
µt-a.e. in X.

Proof. We can find a Borel map Z : Ω → C([0, T ];X) such that Z♯P = η. Let B be the Lagrangian
representation of F. We can then define Xt := et ◦ Z. Since (Xt)♯P = µt ∈ D(F) by Theorem
4.5(5), recalling Remark 3.5 we see that Xt ∈ D(B) ⊂ X. It is also clear that for P-a.e. ω we
have

Xt+h(ω)−Xt(ω) =

∫ t+h

t
vs(Xs(ω)) ds

and therefore |Xt+h −Xt|X ≤
∫ t+h
t ∥vs∥L2(X,µs;X) ds so that t 7→ Xt belongs to H

1(0, T ;X). At

every differentiability point we have Ẋt = vt(Xt) so that (Xt, Ẋt)♯P = (iX,vt)♯µt ∈ F[µt] and

eventually Ẋt ∈ BXt. We conclude that Xt(ω) = st(X0(ω)) and therefore η = s♯µ0. □

Theorem 4.9 (Stability of the Lagrangian flows). Under the same conditions of the previous
Theorem 4.8, let (µn0 )n∈N be a sequence in D(F) satisfying the following properties:

(1) (µn0 )n∈N converges to µ0 in P2(X), as n→ ∞;
(2) supn |F|2(µn0 ) <∞, where |F|2(·) is defined in (3.17).

If sn, s : X → C([0, T ];X) are the Lagrangian maps defined as in (4.14) starting from µn0 and µ0
respectively, then (iX, s

n)♯µ
n
0 → (iX, s)♯µ0 in P2(X× C([0, T ];X)) as n→ ∞.

Proof. By the last part of Theorem B.5, we can select a sequence (Xn
0 )n∈N in X strongly converging

to X0 such that ι(Xn
0 ) = µn0 and ι(X0) = µ0. We now consider the family of P-measurable maps

Xn : Ω → H1(0, T ;X) ⊂ C([0, T ];X) defined as in (4.15) starting fromXn
0 and the corresponding X

defined starting from X0. Our thesis follows if we prove that Xn → X in L2(Ω,B,P; C([0, T ];X)).
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The equivalence (4.16) and the contraction estimates on St (cf. (A.8)) show that

∥Xn −X∥2L2(Ω;L2(0,T ;X)) =

∫ (∫ T

0
|Xn(ω, t)−X(ω, t)|2 dt

)
dP(ω)

=

∫ T

0

(∫
|Xn(ω, t)−X(ω, t)|2 dP(ω)

)
dt

=

∫ T

0
|StX

n
0 − StX0|2X dt

≤ T e2λ+T |Xn
0 −X0|2X → 0 as n→ ∞.

Moreover, recalling (4.17), we have

sup
n

∥(Xn)′∥2L2(Ω;L2(0,T ;X)) ≤ Te2λ+T sup
n

|B◦Xn
0 |2X <∞ for every n ∈ N,

so that Xn is uniformly bounded in L2(Ω,B,P;H1(0, T ;X)) by some finite constant S > 0. The
interpolation inequality (cf. [Bre10, p.233 (iii)])

∥Y ∥2C([0,T ];X) ≤ C∥Y ∥L2(0,T ;X)∥Y ∥H1(0,T ;X) for every Y ∈ H1(0, T ;X),

gives that the sequence Xn strongly converges to X in L2(Ω,B,P; C([0, T ];X)), since

∥Xn −X∥2L2(Ω,B,P;C([0,T ];X)) =

∫
∥Xn[ω]−X[ω]∥2C([0,T ];X) dP

≤ C

∫
∥Xn[ω]−X[ω]∥L2(0,T ;X)∥Xn[ω]−X[ω]∥H1(0,T ;X) dP

≤ C
(∫

∥Xn[ω]−X[ω]∥2L2(0,T ;X) dP
)1/2(∫

∥Xn[ω]−X[ω]∥2H1(0,T ;X) dP
)1/2

≤ C(S + ∥X∥L2(Ω,B,P;H1(0,T ;X)))∥Xn −X∥L2(Ω;L2(0,T ;X)).

□

5. Totally convex functionals in P2(X)

In this section we analyze the case of a proper and lower semicontinuous functional ϕ : P2(X) →
(−∞,+∞] which is totally (−λ)-convex, λ ∈ R, i.e. it is (−λ)-convex along any coupling:

ϕ(xt♯µ) ≤ (1− t)ϕ(x0♯µ) + tϕ(x1♯µ) +
λ

2
t(1− t)

∫
X×X

|x− y|2 dµ(x, y)

for every µ ∈ P2(X× X), t ∈ [0, 1]. Notice that, in particular, ϕ is (−λ)-convex along generalized
geodesics [AGS08, Definition 9.2.4] and thus also geodesically (−λ)-convex. It is also easy to
check that ϕ is totally (−λ)-convex if and only if

ϕλ(µ) := ϕ(µ) +
λ

2

∫
|x|2 dµ is totally convex.

We recall that the Wasserstein subdifferential ∂ϕ ⊂ P2(TX) of ϕ is defined as the set of Ψ ∈ P2(TX)
such that

x♯Ψ = µ ∈ D(ϕ), ϕ(ν)− ϕ(µ) ≥ − [Ψ, ν]l + o (W2(µ, ν)) as ν → µ in P2(X).

When ϕ is geodesically (−λ)-convex, then it is possibile to show that Ψ belongs to ∂ϕ if and
only if Ψ and µ = x♯Ψ ∈ D(ϕ) satisfy

ϕ(ν)− ϕ(µ) ≥ − [Ψ, ν]l −
λ

2
W 2

2 (µ, ν) for every ν ∈ P2(X). (5.1)
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It is easy to check that −∂ϕ (cf.(2.19)) is a λ-dissipative MPVF (see also [CSS23a, Section 7.1]),
but in general not totally λ-dissipative.
Let us now consider a totally λ-convex, proper and lower semicontinuous functional ϕ. We
fix a standard Borel space (Ω,B) endowed with a nonatomic probability measure P, with
X := L2(Ω,B,P;X) and we consider the Lagrangian parametrization of ϕ given by

ψ : X → (−∞,+∞] defined as ψ(X) := ϕ(ιX) for every X ∈ X. (5.2)

Clearly, ψ is proper, l.s.c. and (−λ)-convex, i.e. X 7→ ψ(X) + λ
2 |X|2 is convex.

As a preliminary result, we study the (opposite of the) subdifferential of ψ, showing in particular
that it is an invariant maximal λ-dissipative operator. This allows to consider its resolvent
operator Jτ and compare, in Proposition 5.2, the scheme generated by Jτ with the Wasserstein
JKO scheme ([JKO98b]) for the functional ϕ in P2(X). We then show relations between −∂ψ and
−∂ϕ, dealing in particular with the respective elements of minimal norm. Finally, in Theorem 5.4,
we show that the Lagrangian solution to the flow generated by the maximal totally λ-dissipative
MPVF ι2(−∂ψ) is the unique Wasserstein gradient flow for ϕ and the unique λ-EVI solution for
−∂ϕ. Analogously to Theorem 4.4, this Wasserstein semigroup can be characterized as the law
of the semigroup of Lipschitz transformations St of −∂ψ.

Proposition 5.1 (Total subdifferential). Let ϕ : P2(X) → (−∞,+∞] be a proper, lower
semicontinuous and totally (−λ)-convex functional and let ψ be as in (5.2).

(1) The opposite of the subdifferential of ψ, −∂ψ, is an invariant maximal λ-dissipative
operator in X× X.

(2) The total subdifferential −∂tϕ := ι2(−∂ψ) is maximal totally λ-dissipative.
(3) An element Ψ ∈ P2(TX) satisfying µ = x♯Ψ ∈ D(ϕ) belongs to −∂tϕ if and only if for

every ν ∈ D(ϕ) and every plan ϑ ∈ Γ(Ψ, ν) we have

ϕ(ν)− ϕ(µ) ≥
∫ (

⟨v, x− y⟩ − λ

2
|x− y|2

)
dϑ(x, v, y). (5.3)

In particular ∂tϕ ⊂ ∂ϕ.

Proof. As usual it is sufficient to check the case λ = 0.
Claim (1): by maximality of the λ-dissipative operator −∂ψ in X × X (cf. Theorem A.3(1)
and Corollary A.4) and thanks to Theorem 3.4, it is enough to prove that −∂ψ is invariant by
measure-preserving isomorphisms.
Let (X,V ) ∈ −∂ψ and let g ∈ S(Ω). We have

ψ(Y )− ψ(X) ≥ ⟨V,X − Y ⟩X for every Y ∈ X.

For every Z ∈ X, choosing Y := Z ◦ g−1 we get

ψ(Z)− ψ(X ◦ g) = ψ(Z ◦ g−1)− ψ(X) ≥ ⟨V,X − Z ◦ g−1⟩X
= ⟨V ◦ g,X ◦ g − Z⟩X.

This shows that (X ◦ g, V ◦ g) ∈ −∂ψ.
Claim (2) follows immediately by Theorem 3.12(3).
Claim (3): let us first show that an element Ψ satisfying (5.3) belongs to −∂tϕ: it is sufficient to
take a pair (X,V ) ∈ X × X such that ι2X,V = Ψ. For every Y ∈ D(ψ), setting ν := ιY ∈ D(ϕ)

and ϑ := (X,V, Y )♯P, we get

ψ(Y )− ψ(X) = ϕ(ν)− ϕ(µ) ≥
∫
⟨v, x− y⟩ dϑ(x, v, y) = ⟨V,X − Y ⟩X,

which shows that V ∈ −∂ψ(X) and therefore Ψ ∈ ι2(−∂ψ) = −∂tϕ.
In order to prove the converse implication, we just take Ψ = ι2(X ′, Y ′) ∈ ι2(−∂ψ) for some
(X ′, Y ′) ∈ −∂ψ, ν ∈ D(ϕ), and ϑ ∈ Γ(Ψ, ν). We can find elements X,V, Y ∈ X such that
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(X,V, Y )♯P = ϑ. In particular Y♯P = ν so that ψ(Y ) = ϕ(ν) and (X,V )♯P = Ψ so that
(X,V ) ∈ −∂ψ, since −∂ψ is law invariant and the law of (X,V ) coincides with the law of
(X ′, Y ′). Since ψ(X) = ϕ(ιX) = ϕ(µ) and (X,V ) ∈ −∂ψ, we get (5.3)

ϕ(ν)− ϕ(µ) = ψ(Y )− ψ(X) ≥ ⟨V,X − Y ⟩X =

∫
⟨v, x− y⟩ dϑ(x, v, y). □

In view of the invariance and the maximal λ-dissipativity of −∂ψ, by Theorem 3.19(1,2) we
have that the subdifferential of ψ contains elements concentrated on maps, in the sense that for
every X ∈ D(∂ψ) there exist f ∈ L2(X, ιX ;X) such that f ◦X ∈ −∂ψ(X). An analogous result
has been obtained in [GT19, Theorem 3.19(iii)] for real-valued functionals when X has finite
dimension (cf. also [JMQ20, Lemma 8, Proposition 5]).

The next result gives a correspondence between the minimal selection and the resolvent operators
of −∂ψ and ϕ. It is remarkable that the minimal selection ∂◦ϕ of ∂ϕ is an element of the smaller
set ∂tϕ and therefore coincides with ∂◦

tϕ. This fact guarantees that the “Eulerian-Wasserstein”
approach to the gradient flow of ϕ coincides with the “Lagrangian-Hilbertian” construction.
In the following, Jτ denotes the resolvent of the invariant maximal λ-dissipative operator −∂ψ
for 0 < τ < 1/λ+ with the corresponding map jτ introduced in Theorem 3.4.

Proposition 5.2 (JKO scheme, Wasserstein and total subdifferential). Let ϕ : P2(X) →
(−∞,+∞] be a proper, lower semicontinuous and totally (−λ)-convex functional and let ψ be as
in (5.2). Then:

(1) For every µ ∈ P2(X) and 0 < τ < 1/λ+ the measure µτ := jτ (·, µ)♯µ is the unique
solution of the JKO scheme for ϕ starting from µ, i.e. µτ is the unique minimizer of

ν 7→ 1

2τ
W 2

2 (µ, ν) + ϕ(ν). (5.4)

Equivalently, if µ = ι(X) for some X ∈ X, then µτ = ι(JτX).
(2) For every µ = ιX ∈ D(∂tϕ), the element of minimal norm ∂◦

tϕ[µ] (equivalently, the law
of the element of minimal norm of ∂ψ(X)) is the element of minimal norm of ∂ϕ[µ].

(3) We have that ι(D(∂ψ)) = D(∂tϕ) = D(∂ϕ) and the minimal selection −∂◦ϕ of −∂ϕ is
concentrated on a map and it is totally λ-dissipative.

(4) The MPVF ι2(−∂ψ) is the unique maximal totally λ-dissipative extension of −∂◦ϕ with

domain included in D(ϕ).

Proof. By Theorem 5.1 and Theorem 3.4, we have that µτ does not depend on the choice of
X ∈ X such that ιX = µ; if ν ∈ P2(X), ν ̸= µτ , we can thus find (X ′, Y ) ∈ X2 such that
ι2X′,Y = (X ′, Y )♯P ∈ Γo(µ, ν), µτ = (JτX

′)♯P, and Y ≠ JτX
′, since Y♯P = ν ̸= µτ = JτX

′. By

the properties of the resolvent operator Jτ (cf. Corollary A.4), we have that

ϕ(µτ )+
1

2τ
W 2

2 (µτ , µ) ≤ ψ(JτX
′)+

1

2τ
|JτX

′−X ′|2X < ψ(Y )+
1

2τ
|Y −X ′|2X = ϕ(ν)+

1

2τ
W 2

2 (µ, ν),

which shows that µτ is a strict minimizer of (5.4).
To prove (2), first of all notice that, thanks to [AGS08, Lemma 10.3.8], ϕ is a regular functional
according to [AGS08, Definition 10.3.9]. Let −∂◦ψ(X) be the element of minimal norm in
−∂ψ(X) and let us denote by Φµ := (X,−∂◦ψ(X))♯P ∈ −∂ϕ[ιX ] by Proposition 5.1. Denoting
µ := ιX , we have

|Φµ|22 = | − ∂◦ψ(X)|2X = lim
τ↓0

ψ(X)− ψ(JτX)

τ
= lim

τ↓0

ϕ(µ)− ϕ(µτ )

τ
= | − ∂◦ϕ(µ)|22,

where −∂◦ϕ(µ) denotes the unique element of minimal norm in −∂ϕ[µ] (cf. [AGS08, Theorem
10.3.11]), the last equality comes from [AGS08, Remark 10.3.14] and the second equality comes
from Corollary A.4. This proves (2).
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Also (3) follows by Corollary A.4, while the fact that −∂◦ϕ = −∂◦
tϕ[µ] is concentrated on a map

follows by Theorem 3.19(1) being −∂tϕ[µ] maximal totally λ-dissipative by Proposition 5.1(2).
To prove (4) it is enough to notice that, if G is a maximal totally λ-dissipative extension of

−∂◦ϕ with domain included in D(ϕ), then its Lagrangian representation B has domain included

in D(ψ) and it is λ-dissipative with every element of the minimal selection of −∂ψ (cf. Theorem
3.12). By (A.3) we thus get that B ⊂ −∂ψ and thus, being both maximal λ-dissipative, they
coincide. □

Remark 5.3 (Comparison with similar notions of subdifferentiability). Part of Proposition 5.2
can be compared with the deep results obtained by [GT19] for the Fréchet subdifferential of
general (not necessarily λ-convex) real-valued functionals when X has finite dimension. Using
our notation, [GT19] restricts the analysis to elements of the Wasserstein-Fréchet subdifferential
∂ϕ of ϕ which can be expressed by maps; it is proven in [GT19, Theorem 3.21, Corollary 3.22]
that such a subset of ∂ϕ(µ) is nonempty if and only if the Fréchet subdifferential of ψ at X with
µ = ιX is nonemtpty. Moreover in [GT19, Theorem 3.14] it is proven that, given µ ∈ D(ϕ), all
the maps f belonging to Tanµ P2(X) for which (iX,f)♯µ belongs to ∂ϕ(µ) correspond to elements
f ◦X in ∂ψ(X); in particular [GT19, Corollary 3.22] shows that the element of minimal norm
of the Fréchet subdifferential of ψ at X can be written as f◦ ◦X, where f◦ is the element of
minimal norm of the Fréchet subdifferential of ϕ at ιX (compare in particular with items (2),(3)
in Proposition 5.2). On the other hand, working with general MPVFs and elements in ∂ψ(X)
which not necessarily have the form f ◦X allows to prove the law invariance of ∂ψ and to work
with functions ϕ whose proper domain D(ϕ) is strictly contained in P2(X).
We also mention that the lifting technique we are using here is of fundamental relevance for
the concept of L-derivative considered in [CD18, Definition 5.22], [Car13, Definition 6.1], and
inspired by [Lio07]. Using our notation, in [CD18; Car13] a function ϕ : P2(X) → R is said to
be L-differentiable at µ = ιX ∈ P2(X), for X ∈ X, if the lifted function ψ : X → R is Fréchet
differentible at X. The notion of L-differentiability can also be used to define a notion of convexity
(called L-convexity) for functionals ϕ : P2(X) → R which are continuously differentiable: we refer
the interested reader to [CD18, Section 5.5.1, Definition 5.70] and we only mention that for such
a class of regular functionals this definition is equivalent to total convexity. If dimX ≥ 2, we will
also show (see Remark 9.2) that for continuous functionals taking real values total convexity is
in fact equivalent to geodesic convexity.

Theorem 5.4 (Gradient flows of totally convex functionals). Let ϕ : P2(X) → (−∞,+∞] be
a proper, lower semicontinuous and totally (−λ)-convex functional and let ψ be as in (5.2).

For every µ0 ∈ D(ϕ), let us denote by (St)t≥0 the family of semigroups in P2(X) induced by
the Lagrangian flow associated to the maximal total λ-dissipative MPVF −∂tϕ = ι2(−∂ψ)
(cf. Definition 4.1). Then the locally Lipschitz curve µ : [0,+∞) → P2(X), µt := St(µ0), is the
unique gradient flow for ϕ starting from µ0, in the sense that

(iX,vt)♯µt = −∂◦ϕ[µt] = −∂◦
tϕ[µt] for a.e. t > 0,

where v is the Wasserstein velocity field of µ coming from Theorem 2.11 and therefore satisfies
all the properties of [AGS08, Thm. 11.2.1].
Moreover, t 7→ St(µ0) is also the unique (−λ)-EVI solution for the MPVF −∂ϕ starting from

µ0 ∈ D(ϕ) and St is a semigroup of eλt-Lipschitz transformations satisfying

W2(St(µ0), St(µ1)) ≤ eλtW2(µ0, µ1) for any µ0, µ1 ∈ D(ϕ).

Proof. Since ϕ is lower semicontinuous and (−λ)-convex along generalized geodesics, in particular
it is coercive thanks to [NS21, Theorem 4.3]: we can apply [AGS08, Theorem 11.2.1] to get that
there exists a unique gradient flow µ : [0,+∞) → P2(X) for ϕ starting from µ0. By [CSS23a,
Theorem 5.22(e)] this also shows that µ is the unique (−λ)-EVI solution for −∂ϕ starting from
µ0.
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Since ∂◦ϕ = ∂◦
tϕ by Proposition 5.2, we can apply Theorem 4.2 and Theorem 4.4 to show that

µ coincides with St(µ0), first for every µ0 ∈ D(∂ϕ) and then also in its closure, thanks to the
regularization effect. □

We conclude the section with a pivotal example of a functional ϕ to which the results of this
section can be applied.

Example 5.5. Let P,W : X → (−∞,+∞] be proper, lower semicontinuous and (−λ)-convex
functions, with W even. We define the functional ϕ : P2(X) → (−∞,+∞] as

ϕ(µ) :=

∫
X
P dµ+

1

2

∫
X×X

W (x− y) d(µ⊗ µ)(x, y), µ ∈ P2(X).

Notice that W (0) is finite so that, if x0 ∈ D(P ), then ϕ(δx0) = P (x0) +
1
2W (0) < +∞, so

that ϕ is proper. Moreover, by [AGS08, Propositions 9.3.2 and 9.3.5], we have that ϕ is lower
semicontinuous and totally (−λ ∧ 0)-convex.

6. Local optimality and injectivity of couplings

In this section we study the local optimality and the injectivity of a few classes of couplings. We
first start with arbitrary couplings between discrete measures.

6.1. Local optimality of couplings between discrete measures

We want to show that the linear interpolations induced by arbitrary couplings between discrete
measures can be decomposed in a finite union of geodesics.
The main quantitative information is contained in the following lemma.

Lemma 6.1. Let µ0, µ1 ∈ P2(X), γ ∈ Γ(µ0, µ1). If µ0 has finite support S = {x̄1, · · · , x̄M} with
δ := min

{
|x̄i − x̄j | : i, j ∈ {1, · · · ,M}, i ̸= j

}
> 0 and

sup
{
|y − x| : (x, y) ∈ suppγ

}
≤ δ/2

then γ ∈ Γo(µ0, µ1) and W
2
2 (µ0, µ1) =

∫
|y − x|2 dγ.

Proof. It is sufficient to prove that the support of γ satisfies the cyclical monotonicity condition
(2.9).
If {(xn, yn)}Nn=1 are points in suppγ with x0 := xN and xn ̸= xn−1 then

⟨yn, xn − xn−1⟩ = ⟨yn − xn, xn − xn−1⟩+ ⟨xn, xn − xn−1⟩

≥ −δ
2
|xn − xn−1|+

1

2
|xn − xn−1|2 +

1

2
|xn|2 −

1

2
|xn−1|2

≥ 1

2
|xn|2 −

1

2
|xn−1|2

since |yn − xn| ≤ δ/2 and |xn − xn−1| ≥ δ. If xn = xn−1 we trivially have ⟨yn, xn − xn−1⟩ =
1
2 |xn|

2 − 1
2 |xn−1|2, so that

N∑
n=1

⟨yn, xn − xn−1⟩ ≥
N∑

n=1

1

2
|xn|2 −

1

2
|xn−1|2 =

1

2
|xN |2 − 1

2
|x0|2 = 0.

□

As a consequence we obtain the following result.

Theorem 6.2 (Local optimality of discrete interpolations). Let µ0, µ1 ∈ P2(X) be two measures
with finite support, γ ∈ Γ(µ0, µ1) and µt := (xt)♯γ, t ∈ [0, 1]. Then the following properties hold.
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(1) For every s ∈ [0, 1] there exists δ > 0 such that for every t ∈ [0, 1] with |t − s| ≤ δ
γs,t := (xs, xt)♯γ is an optimal plan between µs and µt, so that

W 2
2 (µs, µt) =

∫
|y − x|2 dγs,t = |t− s|2

∫
|y − x|2 dγ(x, y).

(2) There exist a finite number of points t0 = 0 < t1 < t2 < · · · < tK = 1 such that for every
k = 1, · · · ,K, µ|[tk−1,tk] is a minimal constant speed geodesic and

W 2
2 (µt′ , µt′′) = |t′′ − t′|2

∫
|y − x|2 dγ(x, y) for every t′, t′′ ∈ [tk−1, tk].

(3) The length of the curve t 7→ µt coincides with
( ∫

|y − x|2 dγ
)1/2

.

Proof. The first statement follows by Lemma 6.1, since every measure µs has finite support and
for every t ∈ [0, 1]

sup
{
|y − x| : (x, y) ∈ suppγs,t

}
= |t− s| sup

{
|y − x| : (x, y) ∈ suppγ

}
≤ |t− s|max{|y − x| : x ∈ suppµ0, y ∈ suppµ1

}
.

In order to prove the second claim, we define an increasing sequence (tn)
∞
n=0 ⊂ [0, 1] by induction

as follows:

• t0 := 0;

• if tn < 1 then tn+1 := sup
{
t ∈ (tn, 1] :W

2
2 (µtn , µt) = |t− tn|2

∫
|y − x|2 dγ

}
;

• if tn = 1 then tn+1 = 1.

The sequence is well defined thanks to the first claim. It is easy to see that there exists K ∈ N
such that tK = 1. If not, tn would be strictly increasing with limit t∞ ≤ 1 as n → ∞. By the
first claim, there exists r > 0 such that the restriction of µ to [t∞ − r, t∞] is a minimal geodesic,
so that whenever tn ≥ t∞ − r we should get tn+1 = t∞, a contradiction.
Claim (3) follows immediately by (2). □

6.2. Injectivity of interpolation maps

Given two pairs of points (a′, b′) and (a′′, b′′) in X2 it is easy to check that

(1−t)a′+tb′ ̸= (1−t)a′′+tb′′ for every t ∈ (0, 1) ⇔ b′′−b′ ̸∈
{
−s(a′′−a′) : s > 0

}
. (6.1)

In particular, given a set A ⊂ X we consider the set of directions

dir(A) :=
{
s(a′ − a′′) : s ∈ R, a′, a′′ ∈ A

}
=
⋃
s∈R

s
(
A−A

)
. (6.2)

Definition 6.3. Given A,B ⊂ X we say that the chords of B are not aligned with the directions
of A if

(B −B) ∩ dir(A) = {0}. (6.3)

In this case, for every t ∈ (0, 1) the map xt : X2 → X is injective on A×B.

When X has at least dimension 2, it is remarkable that in the discrete setting, it is always possible
to perturb the elements of a finite set B in order to satisfy condition (6.3) with respect to a fixed
finite set A. In particular, we can always find a suitable small perturbation of the points in B,
so that the chords of the perturbed set are not aligned with the directions of the fixed set A.

Proposition 6.4 (Injectivity by small perturbations). Assume that dimX ≥ 2 and A ⊂ X be
a finite set. For every finite set of distinct points B = {bn}Nn=1 ⊂ X there exists a finite set
B′ := {b′n}Nn=1 of distinct points with |b′n − bn| < 1 such that, setting

bn(s) := (1− s)bn + sb′n, B(s) := {bn(s)}Nn=1, (6.4)



A LAGRANGIAN APPROACH TO TOTALLY DISSIPATIVE EVOLUTIONS IN WASSERSTEIN SPACES 41

we have that #B(s) = N for all s ∈ [0, 1] and

(B(s)−B(s)) ∩ dir(A) = {0} for every s ∈ (0, 1]. (6.5)

In particular, for every t ∈ (0, 1) the restriction of the map xt to A×B(s) is injective for every
s ∈ (0, 1].

Proof. We split the proof of the Proposition in two steps.
Claim 1: there exists a finite set of distinct points B′′ := {b′′n}Nn=1 with |b′′n − bn| < 1 satisfying

(B′′ −B′′) ∩ dir(A) = {0}. (6.6)

We can argue by induction with respect to the cardinality N of the set B. The statement is
obvious in case N = 1 (it is sufficient to choose b′′1 := b1).
Let us assume that the property holds for all the sets of cardinality N−1 ≥ 1. We can thus find a
finite set of distinct points B′′

N−1 = {b′′n}N−1
n=1 satisfying (B′′

N−1 −B′′
N−1) ∩ dir(A) = {0}. We look

for a point b′′N ∈ U \B′′
N−1, where U := {x ∈ X : |x− bN | < 1}, such that B′′

N := B′′
N−1 ∪ {b′′N}

satisfies (6.6). b′′N should therefore satisfy

b′′N ∈ U, b′′N − b′′n ̸∈ dir(A) for every n ∈ {1, · · · , N − 1}.
Such a point surely exists, since dir(A) is a closed set with empty interior (here we use the fact

that the dimension of X is at least 2) and the union
⋃N−1

n=1

(
b′′n + dir(A)

)
has empty interior as

well, so that it cannot contain the open set U .
Claim 2: If B′′ satisfies the properties of the previous claim, then there exists δ ∈ (0, 1] such that
setting

b′n := (1− δ)bn + δb′′n, (6.7)

the set B′ = {b′n}Nn=1 satisfies the thesis.
We denote by a the cardinality #A of A and we first make a simple remark: for every z, z′′ ∈ X

#{s ∈ [0, 1] : z(s) := (1− s)z + sz′′ ∈ dir(A)} > a2 ⇒ z, z′′ ∈ dir(A). (6.8)

Indeed, the set A − A contains at most a2 distinct elements, so that if the left hand side of
(6.8) is true, then there are at least two distinct values s1, s2 ∈ [0, 1], r1, r2 ∈ R and a vector
w ∈ A−A such that (1− s1)z + s1z

′′ = r1w, (1− s2)z + s2z
′′ = r2w. We then get

z(s) = z(s1) +
s− s1
s2 − s1

(z(s2)− z(s1)) = r1w +
(s− s1)(r2 − r1)

s2 − s1
w ∈ dir(A) for every s ∈ [0, 1],

hence (6.8). As a particular consequence of (6.8) we get that if z′′ does not belong to dir(A),
then the set {s ∈ (0, 1] : z(s) := (1− s)z + sz′′ ∈ dir(A)} is finite, so that

∀ z, z′′ ∈ X : z′′ ̸∈ dir(A) ⇒ ∃ δ > 0 : (1− s)z + sz′′ ̸∈ dir(A) for every s ∈ (0, δ]. (6.9)

Let us now apply property (6.9) to all the pairs (z, z′′) of the form z = bn − bm, z
′′ = b′′n − b′′m,

n,m ∈ {1, · · · , N}, with n ̸= m. Since b′′n − b′′m ̸∈ dir(A) we deduce that there exists δn,m > 0
such that

(1− s)(bn − bm) + s(b′′n − b′′m) ̸∈ dir(A) for every s ∈ (0, δn,m]. (6.10)

Setting

δ̃ := min{|bn − bm| : n,m ∈ {1, . . . , N}, n ̸= m} > 0

and choosing δ := minn,m{δn,m, δ̃/3} > 0, then it is not difficult to check that B′ satisfies the
thesis, with b′n as in (6.7). Indeed, |bn− b′n| = δ|bn− b′′n| < 1, and for every s ∈ [0, 1] and n we get

bn(s) := (1− s)bn + sb′n = (1− s)bn + s(1− δ)bn + sδb′′n = (1− δs)bn + δsb′′n

so that

bn(s)− bm(s) = (1− δs)(bn − bm) + δs(b′′n − b′′m) ̸∈ dir(A)

thanks to (6.10) and the fact that sδ ≤ δn,m. □
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7. Total dissipativity of MPVFs along discrete measures

We will consider the following subsets of the space Pf (X) of probability measures with finite
support in a general Polish space X: for every N ∈ N

Pf,N (X) :=
{
µ ∈ Pf (X) : Nµ(A) ∈ N ∀A ⊂ X

}
,

P#N (X) :=
{
µ ∈ Pf (X) : Nµ(A) ∈ {0, 1} ∀A ⊂ X

}
=
{
µ ∈ Pf,N (X) : # supp(µ) = N

}
.

(7.1)

Notice that every measure µ ∈ Pf,N (X) can be expressed in the form

µ =
1

N

N∑
n=1

δxn for some points x1, · · · , xN ∈ X.

The measure µ belongs to P#N (X) if the points x1, · · · , xn are distinct.
If F is a MPVF, µ0, µ1 ∈ P(X), we correspondingly set

D⋆(F) := D(F) ∩ P⋆(X), Γ⋆(µ0, µ1) := Γ(µ0, µ1) ∩ P⋆(X× X), (7.2)

where ⋆ is replaced by one of the symbols f, c, b, (f,N), #N above.
For every µ0, µ1 ∈ Pf (X) we introduce the L∞-Wasserstein distance by

W∞(µ0, µ1) := min
{∣∣x0 − x1|L∞(X×X,µ;X) : µ ∈ Γ(µ0, µ1)

}
. (7.3)

In the following, we investigate the results recalled in Theorem 2.19 in the case of marginals
µ0, µ1 with finite support, but removing the optimality requirement over the coupling µ. Recall
that the set Γ(µ0, µ1|F) has been introduced in Definition 2.18.

Lemma 7.1. Let F be a MPVF satisfying (2.17) and let µ0, µ1 ∈ Df (F) with µ ∈ Γ(µ0, µ1|F)
satisfy at least one of the following conditions:

(1) for every t ∈ (0, 1), xt is µ-essentially injective;
(2) for every t ∈ (0, 1), there exists an element Φt ∈ F[xt♯µ] which is concentrated on a map.

Then

[F,µ]r,s − [F,µ]l,t ≤ λ(t− s)W 2, W 2 :=

∫
|x0 − x1|2 dµ, for every 0 ≤ s < t ≤ 1. (7.4)

In particular, t 7→ [F,µ]r,t + λW 2t and t 7→ [F,µ]l,t + λW 2t are increasing respectively in [0, 1)
and in (0, 1], [F,µ]l,t = [F,µ]r,t at every t ∈ (0, 1) where one of them is continuous, hence they
coincide outside a countable set of discontinuities.

Proof. By Theorem 2.19 it is not restrictive to assume λ = 0; we can also assume s = 0 and t = 1
thanks to (2.11). We set µt := xt♯µ and we select an element Φt ∈ F[µt] (in case (2) we can also

suppose that Φt is concentrated on a map).
Applying Theorem 6.2, we can find points t0 = 0 < t1 < · · · < tK = 1 such that

µk := (xtk−1 , xtk)♯µ ∈ Γ(µtk−1
, µtk |F) ∩ Γo(µtk−1

, µtk) for every k = 1, · · · ,K.
In particular, from (2.11) and Theorem 2.19(2), we get

[Φtk−1
,µ]r,tk−1

=
1

tk − tk−1
[Φtk−1

,µk]r,0 ≤
1

tk − tk−1
[Φtk ,µ

k]l,1 = [Φtk ,µ]l,tk .

Since, for 1 ≤ k < K, xtk is µ-essentially injective (if assumption (1) holds) or Φtk is concentrated
on its barycenter (if assumption (2) holds), Theorem 2.13(4) yields [Φtk ,µ]l,tk = [Φtk ,µ]r,tk so
that

[Φ0,µ]r,0 ≤ [Φ1,µ]l,1.
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Taking the supremum w.r.t. Φ0 ∈ F[µ0] and the infimum w.r.t. Φ1 ∈ F[µ1] we obtain (7.4). The
last part of the statement follows as in the proof of Theorem 2.19. □

Theorem 7.2 (Self-improving dissipativity along discrete couplings). Assume that dimX ≥ 2.
Let F be a MPVF satisfying (2.17), N ∈ N, let µ0, µ1 ∈ Df (F), µ ∈ Γ(µ0, µ1) and let µt = xt♯µ,

t ∈ [0, 1]. Assume that one of the following conditions is satisfied:

(1) µ ∈ Pf,N (X× X) and for every t ∈ (0, 1) µt belongs to the relative interior of Df,N (F) in
Pf,N (X);

(2) for every t ∈ (0, 1) µt belongs to the interior of Df (F) in the metric space (Pf (X),W∞).

Then

[F,µ]r,s − [F,µ]l,t ≤ λ(t− s)W 2, W 2 :=

∫
|x0 − x1|2 dµ, for every 0 ≤ s < t ≤ 1. (7.5)

Proof. We carry out the proof in case (1), the proof in case (2) is analogous. By Theorem 2.19
it is not restrictive to assume λ = 0; we can also assume s = 0 and t = 1 thanks to (2.11). By
Theorem 6.2 we can find 0 < δ < 1/2 and τ ∈ (δ, 1 − δ) s.t. xδ, xτ and x1−δ are µ-essentially
injective and (x0, xδ)♯µ, (x

1−δ, x1)♯µ are optimal. In this way, since by Theorem 2.19 the relation
(7.5) is true both for the case s = 0, t = δ and s = 1− δ, t = 1, we only need to prove it for s = δ
and t = 1− δ.
We set A = supp(µδ) ∪ supp(µ1−δ) and B = supp(µτ ). By compactness, we can find ε > 0 such
that every measure in Pf,N (X) in the W2-neighborhood of radious ε > 0 around µt is contained
in D(F) for every δ ≤ t ≤ 1− δ.
Applying Proposition 6.4 we can find a map b : B → X with values in the open ball of radious
ε centered at 0 such that setting bs(x) := x + sb(x) for every s ∈ [0, 1] and x ∈ B, the set
Bs := bs(B) satisfies (Bs − Bs) ∩ dir(A) = {0} and #Bs = #supp(µτ ) for every s ∈ (0, 1].
Considering the measures νs := (bs)♯µτ , we can pick Ψs ∈ F[νs] with barycenter vs : B

s → X, i.e.

vs(y) :=

∫
v dΨs(y, v).

Now for every (x0, x1) ∈ supp((xδ, x1−δ)♯µ) we set

xa := xa(x0, x1), bs,τ := bs(xa), vs,τ := vs(bs,τ ),

where a = τ−δ
1−2δ . Notice that xa ∈ B = supp(µτ ), so the above definitions are well-posed. Let

us consider Φδ ∈ F[µδ], Φ1−δ ∈ F[µ1−δ] and σ ∈ P(TX × TX) s.t. (x0, x1)♯σ = (xδ, x1−δ)♯µ,
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(x0, v0)♯σ = Φδ and (x1, v1)♯σ = Φ1−δ. For every (x0, v0, x1, v1) ∈ supp(σ) we have

⟨v0 − v1, x0 − x1⟩ = ⟨v0 − vs,τ , x0 − x1⟩+ ⟨v1 − vs,τ , x1 − x0⟩

=
1

a
⟨v0 − vs,τ , x0 − xa⟩+

1

1− a
⟨v1 − vs,τ , x1 − xa⟩

=
1

a
⟨v0 − vs,τ , x0 − bs,τ ⟩+ 1

1− a
⟨v1 − vs,τ , x1 − bs,τ ⟩

+
1

a
⟨v0 − vs,τ , bs,τ − xa⟩+

1

1− a
⟨v1 − vs,τ , bs,τ − xa⟩

=
1

a
⟨v0 − vs,τ , x0 − bs,τ ⟩+ 1

1− a
⟨v1 − vs,τ , x1 − bs,τ ⟩

+
1

a(1− a)
⟨v1,τ − vs,τ , bs,τ − xa⟩+

1

a(1− a)
⟨(1− a)v0 + av1 − v1,τ , bs,τ − xa⟩

=
1

a
⟨v0 − vs,τ , x0 − bs,τ ⟩+ 1

1− a
⟨v1 − vs,τ , x1 − bs,τ ⟩

+
s

(1− s)a(1− a)
⟨v1,τ − vs,τ , b1,τ − bs,τ ⟩+ s

a(1− a)
⟨(1− a)v0 + av1 − v1,τ , b1,τ − xa⟩.

(7.6)

We have that ∫
⟨v0 − vs,τ (x0, x1), x0 − bs,τ (x0, x1)⟩ dσ = [Φδ,µ

s,τ ]r,0 − [Ψs,µ
s,τ ]l,1,∫

⟨v1 − vs,τ (x0, x1), x1 − bs,τ (x0, x1)⟩ dσ = [Φ1−δ, µ̃
s,τ ]r,0 − [Ψs, µ̃

s,τ ]l,1,∫
⟨v1,τ (x0, x1)− vs,τ (x0, x1), b

1,τ (x0, x1)− bs,τ (x0, x1)⟩ dσ = [Ψ1,ϑ
s,τ ]r,0 − [Ψs,ϑ

s,τ ]l,1,

(7.7)

where µs,τ = (x0, bs,τ )♯σ, µ̃
s,τ = (x1, bs,τ )♯σ, ϑ

s,τ = (b1,τ , bs,τ )♯σ and the equalities with the
pseudo scalar products come from the fact that all those plans are concentrated on a map
w.r.t. their first marginal. Indeed, we can use Theorem 2.13(4) thanks to the µ-essential
injectivity of xδ, xτ , x1−δ, and use the fact that the cardinality of Bs is constant w.r.t. s. By
construction, these plans satisfy the hypotheses of Lemma 7.1 so that all the expressions at the
right-hand side of (7.7) are nonpositive. Combining this fact with (7.6), we end up with∫

⟨v0 − v1, x0 − x1⟩ dσ ≤ s

a(1− a)

∫
⟨(1− a)v0 + av1 − v1,τ , b1,τ − xa⟩ dσ.

Passing to the limit as s ↓ 0 we obtain∫
⟨v0 − v1, x0 − x1⟩ dσ ≤ 0.

Passing to the supremum w.r.t. Φδ ∈ F[µδ] and to the infimum w.r.t. Φ1−δ ∈ F[µ1−δ], we get

[F, (xδ, x1−δ)♯µ]r,0 − [F, (xδ, x1−δ)♯µ]l,1 ≤ 0,

which is (7.5) with s = δ and t = 1− δ thanks to Theorem 2.13(3). □

Remark 7.3. If F ⊂ P2(TX) is a λ-dissipative MPVF with D(F) = P2(X), then F is λ-dissipative
along discrete couplings thanks to Theorem 7.2 and Theorem 2.13, i.e.

[Φ,Ψ]r ≤ λ

∫
X×X

|x− y|2 dγ(x, y)

for every Φ,Ψ ∈ F and any γ ∈ Γ(x♯Φ, x♯Ψ) such that x♯Φ, x♯Ψ belong to Pf (X).
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Let us introduce the notion of “collisionless couplings”.

Definition 7.4 (Convexity along collisionless couplings). Let µ0, µ1 ∈ Pf (X). We say that
µ ∈ Γ(µ0, µ1) is collisionless if xt is µ- essentially injective for every t ∈ [0, 1].
We say that a set C ⊂ Pf (X) is convex along collisionless couplings if for every collisionless
ν ∈ Pf (X

2), with x0♯ν, x
1
♯ν ∈ C, and every t ∈ (0, 1) we have xt♯ν ∈ C.

Notice that if µ0, µ1 ∈ P#N (X) a coupling µ in Γ(µ0, µ1) is collisionless if and only if

µ ∈ Γ#N (X2), xt♯µ ∈ P#N (X) for every t ∈ (0, 1). (7.8)

Theorem 7.5 (Selfimproving dissipativity along collisionless couplings). Assume that dimX ≥ 2,
N ∈ N, let F be a MPVF satisfying (2.17) and such that D#N (F) is convex along collisionless
couplings. If µ0, µ1 belong to the interior of D#N (F) in the metric space (P#N (X),W2) and
µ ∈ Γ#N (µ0, µ1) then

[F,µ]r,0 − [F,µ]l,1 ≤ λW 2, W 2 :=

∫
|x0 − x1|2 dµ. (7.9)

Proof. The proof is very similar to the one of Theorem 7.2, we keep the same notation.
Since µ ∈ P#N (X2), x0, x1 are µ-essentially injective, so that we can select δ = 0. We can then
choose τ ∈ (0, 1) such that xτ is µ-essentially injective and ε > 0 sufficiently small so that the
ball of radious ε centered at µt is contained in D#N (F) for every t ∈ [0, 1]. We can then proceed
with the same perturbation argument of the previous proof. In the last part of the proof, we use
the fact that D#N (F) is convex along collisionless couplings. □

The following result shows that in case of a deterministic demicontinuous PVF (recall Definition
3.21) λ-dissipativity yields total λ-dissipativity. Similarly, we can lift the Lipschitz continuity
along optimal couplings to arbitrary couplings.

Theorem 7.6 (Deterministic demicontinuous dissipative PVFs are totally dissipative). Let
F ⊂ P2(TX) be a deterministic demicontinuous λ-dissipative PVF with D(F) = P2(X), of the
form

F[µ] := (iX,f(·, µ))♯µ, µ ∈ P2(X), (7.10)

for a map f : S (X) → X, where S (X) is as in (2.15). Then F is maximal totally λ-dissipative.
If moreover there exists L > 0 for which the following condition holds: for every µ0, µ1 ∈ P2(X)
there exists µ ∈ Γo(µ0, µ1) satisfying∫

X×X
|f(x1, µ1)− f(x0, µ0)|2 dµ(x0, x1) ≤ L2

∫
X×X

|x1 − x0|2 dµ(x0, x1), (7.11)

then (7.11) holds for every µ ∈ Γ(µ0, µ1).

Proof. By Lemma 7.1(2) and the fact that F is single-valued and concentrated on a map
f : S (X) → X, recalling Theorem 2.13(4) we know that F satisfies (3.9), or, equivalently, (1.7)
for every µ0, µ1 ∈ Pf (X). We use an approximation procedure to get the general formulation for
every µ0, µ1 ∈ P2(X) and every µ ∈ Γ(µ0, µ1): we take sequences (µn0 )n, (µ

n
1 )n ⊂ Pf (X) such that

W2(µ
n
0 , µ0) → 0 and W2(µ

n
1 , µ1) → 0 and optimal plans γn

0 ∈ Γo(µ
n
0 , µ0) and γn

1 ∈ Γo(µ1, µ
n
1 ).

Let σn ∈ P(X4) be such that π1,2♯ σn = γn
0 , π

2,3
♯ σn = µ and π3,4♯ σn = γn

1 . Notice that we

also have that µn := π1,4♯ σn belongs to Γ(µn0 , µ
n
1 ) and converges to µ in P2(X

2) as n → ∞.

Thanks to the demicontinuity of F and the fact that F is concentrated on f , we obtain that
ϑn := (iX×X,f(x0, µ0) × f(x1, µ1))♯µn converges to ϑn := (iX×X,f(x0, µ0) × f(x1, µ1))♯µ in
Psw
2 (X2 × X2). We can then pass to the limit in the inequality∫

⟨f(x1, µ1)− f(x0, µ0), x1 − x0⟩ dµn(x0, x1) =

∫
⟨v1 − v0, x1 − x0⟩ dϑn(x0, x1, v0, v1) ≤ 0



46 GIULIA CAVAGNARI, GIUSEPPE SAVARÉ, AND GIACOMO ENRICO SODINI

obtaining∫
⟨f(x1, µ1)− f(x0, µ0), x1 − x0⟩ dµ(x0, x1) =

∫
⟨v1 − v0, x1 − x0⟩ dϑ(x0, x1, v0, v1) ≤ 0.

We can eventually apply Theorem 3.22 to get the maximality of F.
Concerning the second part of the Theorem, let us first show that the condition (7.11) holds for
every µ0, µ1 ∈ Pf (X) and every µ ∈ Γ(µ0, µ1): by Theorems 6.2 and 2.9 there exists some K ∈ N
and points 0 = t0 < t1 < · · · < tK−1 < tK = 1 such that (xti−1 , xti)♯µ is the unique element of

Γo(x
ti−1

♯ µ, xti♯ µ) for every i = 1, . . . ,K. We thus have for every i = 1, . . . ,K that(∫
X

∣∣∣f(xti , xti♯ µ)− f(xti−1 , x
ti−1

♯ µ)
∣∣∣2 dµ

)1/2

≤ L(ti − ti−1)

(∫
X×X

|x1 − x0|2 dµ(x0, x1)
)1/2

.

Summing up these inequalities for i = 1, . . . ,K and using the triangular inequality in L2(X×
X,µ;X), we get that (7.11) holds for every µ0, µ1 ∈ Pf (X) and every µ ∈ Γ(µ0, µ1).
By using the same approximation procedure (and the same notation) of the first part of this
proof, we show that (7.11) holds for every µ0, µ1 ∈ P2(X) and every µ ∈ Γ(µ0, µ1): in fact we
have the estimate(∫

X×X
|f(x1, µ1)− f(x0, µ0)|2 dµ(x0, x1)

)1/2

= ∥f(π3, µ1)− f(π2, µ0)∥L2(X2,σn;X)

≤ ∥f(π3, µ1)− f(π4, µn1 )∥L2(X2,σn;X) + ∥f(π4, µn1 )− f(π1, µn0 )∥L2(X2,σn;X)

+ ∥f(π1, µn0 )− f(π2, µ0)∥L2(X2,σn;X)

≤ L
(
W2(µ

n
1 , µ1) +W2(µ0, µ

n
0 )
)
+ L

(∫
X2

|x− y|2 dµn(x, y)

)1/2

.

Passing to the limit as n → +∞, we get that (7.11) holds for every µ0, µ1 ∈ P2(X) and every
µ ∈ Γ(µ0, µ1). □

8. Construction of a totally λ-dissipative MPVF from a discrete core

We have seen at the end of Section 3.2 (Corollary 3.20) that a maximal totally λ-dissipative
MPVF is determined by its restriction to the set of uniform discrete measures.
In this section, we want to investigate a closely related question, which plays a crucial role in the
construction of a maximal totally λ-dissipative MPVF: if we assign a MPVF F on a sufficiently
rich subset of discrete measures, is it possible to uniquely construct a maximal extension of F?
In the Hilbert setting, such kind of problems are well understood if the domain of the initial
operator is open and convex (see in particular [Qi83], Proposition A.12 and Theorem A.13).
However, dealing with open sets at the level of P2(X) will prevent the use of discrete measures.
We will circumvent this difficulty by a suitable localization of the open condition in each subset
P#N (X), which relies on the notion of discrete core.
In order to allow for the greatest flexibility, we consider collections of discrete measures indexed
by an unbounded directed subset N ⊂ N with respect to the partial order given by

m ≺ n ⇔ m | n, (8.1)

where m | n means that n/m ∈ N. We write m≺. n if m ≺ n and m ̸= n. Typical examples are
the set of all natural integers N := N or the dyadic one N := {2n : n ∈ N}. We set

Pf,N(X) :=
⋃
N∈N

Pf,N (X), P#N(X) :=
⋃
N∈N

P#N (X), (8.2)

observing that, for every N ∈ N, Pf,N (X) is closed in P2(X) and P#N (X) is a relatively open
and dense subset of Pf,N (X).
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Definition 8.1 (N-core). Let N be an unbounded directed subset of N w.r.t. the order relation ≺
as in (8.1). A discrete N-core is a set C ⊂ P#N(X) such that C ⊂ P2(X) is totally convex and
the family CN := C ∩ P#N (X), N ∈ N, satisfies the following properties:

(1) CN is nonempty and relatively open in P#N (X) (or, equivalently, in Pf,N (X));

(2) CN coincides with the relative interior in Pf,N (X) of C ∩ P#N (X).

In the next result we will present several equivalent characterizations of N-cores, which we fully
justify in the next section, adopting a Lagrangian viewpoint (see Lemma 8.12).

Lemma 8.2 (Equivalent characterizations of N-cores). Let C ⊂ P#N(X); then the following
properties are equivalent:

(a) C is a N-core;
(b) there exists a subset D of Pf,N(X) such that, for every N ∈ N, the set DN := D∩Pf,N (X)

satisfies the following two conditions
(1’) DN is relatively open in Pf,N (X),
(2’) DN is convex along couplings in Pf,N (X× X),
and C = D ∩ P#N(X);

(c) there exists a totally convex and closed subset E of P2(X) such that
(1”) for every N ∈ N the sets

E̊N := relative interior of
(
E ∩ Pf,N (X)

)
in Pf,N (X)

are not empty,
(2”) E ∩ Pf,N(X) is dense in E,

and C =
⋃

N∈N E̊N ∩ P#N (X);
(d) the family of sets CN = C ∩ P#N (X) satisfies

(1*) CN is relatively open in P#N (X) (or, equivalently, in Pf,N (X)),
(2*) CN is convex along collisionless couplings (cf. Definition 7.4),
(3*) if M,N ∈ N, M | N then CM = CN ∩ Pf,M (X),

(4*) CN is convex along couplings in Pf,N (X× X).

In the above cases the sets CN , DN , E̊N , C, D and E are linked by the following relations

CN = DN ∩ P#N (X) = E̊N ∩ P#N (X), C =
⋃
N∈N

CN , , (8.3)

DN = E̊N = relative interior of CN in Pf,N (X), D =
⋃
N∈N

DN =
⋃
N∈N

E̊N , (8.4)

CN = DN = E ∩ Pf,N , (8.5)

C = D = E. (8.6)

Lemma 8.3. Let C ⊂ P#N(X); if dim(X) ≥ 2, then condition (4*) in Lemma 8.2 follows by
(1*)-(3*).

Our first result shows how to recover a totally λ-dissipative MPVF starting from a (metrically)
λ-dissipative MPVF F whose domain is a N-core C.

Theorem 8.4 (From dissipativity to total dissipativity). Let X be a separable Hilbert space, let
F ⊂ P2(TX) be a MPVF and let C ⊂ P#N(X) be a N-core. Let us assume either one of the the
following hypotheses:

(i) F is λ-dissipative, D(F) = C and dim(X) ≥ 2;
(ii) F is totally λ-dissipative and C ⊂ D(F) ⊂ C.
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For every N ∈ N consider the MPVF F̂N defined by the following formula: Φ ∈ F̂N [µ] if and
only if Φ ∈ Pf,N (TX), µ ∈ CN and for every ν ∈ CN , Ψ ∈ F[ν], ϑ ∈ Γf,N (Φ, ν) we have∫

⟨v0 − bΨ(x1), x0 − x1⟩ dϑ(x0, v0, x1) ≤ λ

∫
|x0 − x1|2 dϑ(x0, v0, x1). (8.7)

We have the following properties:

(1) For every N ∈ N, the elements of F̂N satisfy (3.9) for couplings ϑ ∈ Pf,N (TX× TX) and

D(F̂N ) contains CN .

(2) For every µ ∈ CN , f ∈ map
(
F̂N

)
[µ] (cf. (2.14)) if and only if for every ν ∈ CN ,

Ψ ∈ F[ν], µ ∈ Γf,N (µ, ν) we have∫
⟨f(x0)− bΨ(x1), x0 − x1⟩dµ(x0, x1) ≤ λ

∫
|x0 − x1|2 dµ(x0, x1). (8.8)

Moreover, in order for f to belong to map
(
F̂N

)
[µ], it is sufficient to check (8.8) only

for all the measures ν ∈ CN and all the couplings µ ∈ Γ(µ, ν) such that µ is the unique
element of Γo(µ, ν).

(3) M | N implies D(F̂M ) ⊂ D(F̂N ).
(4) The MPVF

F̂∞[µ] :=
⋃

M∈N

⋂
M |N

F̂N [µ] with domain D(F̂∞) =
⋃

M∈N
D(F̂M ) ⊃ C (8.9)

is totally λ-dissipative.
(5) There exists a unique maximal totally λ-dissipative MPVF F̂ extending F̂∞ whose domain

is contained in C. For every µ ∈ C, F̂[µ] is characterized by all the measures Φ ∈ P2(TX|µ)
satisfying ∫

⟨v − f(y), x− y⟩ dϑ(x, v, y) ≤ λ

∫
|x− y|2 dϑ (8.10)

for every ϑ ∈ Γ(Φ, ν) with ν ∈ D(F̂∞) and (iX,f)♯ν ∈ F̂∞. The MPVF F̂ also coincides

with the strong closure of F̂∞ in P2(TX). Finally, if µ ∈ C then the minimal selection F̂◦

of F̂ satisfies

F̂◦[µ] ∈ F̂∞[µ].

We discuss two particular cases in more detail: the first one occurs when F is a deterministic
λ-dissipative MPVF: as in Theorem 7.6 we obtain that λ-dissipativity implies total λ-dissipativity;
here however, we deal with a MPVF (not necessarily single-valued) defined in a much smaller
domain.

Theorem 8.5 (Deterministic dissipative MPVFs on a core are totally dissipative). Let us suppose
that dimX ≥ 2 and F ⊂ P2(TX) is a deterministic λ-dissipative MPVF whose domain is a N-core

C. Then F is totally λ-dissipative, F̂∞ (cf. (8.9)) is a totally λ-dissipative extension of F and,

for every µ ∈
⋃

N∈NCN , f ∈ map
(
F̂∞

)
[µ] if and only if∫

⟨f(x0)− g(x1), x0 − x1⟩dµ(x0, x1) ≤ λ

∫
|x0 − x1|2 dµ(x0, x1) (8.11)

for all the measures ν ∈ C, g ∈ map (F) [ν], and all the couplings µ ∈ Γ(µ, ν) such that µ is

the unique element of Γo(µ, ν). The MPVF F̂ of Theorem 8.4(5) provides the unique maximal
totally λ-dissipative extension of F with domain included in C. If moreover F is single-valued
and the restriction of F to each set CN , N ∈ N, is demicontinous, then the restrictions of F̂∞
and F̂◦ to C coincide with F.
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A second case occurs when we know that F is totally λ-dissipative.

Theorem 8.6 (Unique maximal extension of totally dissipative MPVF). If F is a totally λ-

dissipative MPVF whose domain contains a dense N-core C. Then the MPVF F̂ constructed as
in Theorem 8.4 provides the unique maximal totally λ-dissipative extension of F with domain
included in C.

We devote the remaining part of this section to the proof of the above main theorems. We
adopt a Lagrangian viewpoint, lifting the MPVF F to the Hilbert space X := L2(Ω,B,P;X) and
parametrizing probability measures by random variables in X as we did in Section 3.2.

8.1. Lagrangian representations of N-cores

For the whole section, we fix a standard Borel space (Ω,B) endowed with a nonatomic probability
measure P (see Definition B.1).
Given N an unbounded directed subset of N w.r.t. the order relation ≺ as in (8.1), we consider
a N-segmentation of (Ω,B,P) (see Definition B.3) that we denote by (PN )N∈N. We define
BN := σ (PN ), N ∈ N, and we denote by (Ω,B,P, (PN )N∈N), with PN = {ΩN,n}n∈IN and
IN := {0, . . . , N − 1}, the N-refined probability space as in Definition B.3 induced by (PN )N∈N
on (Ω,B,P). We set

X := L2(Ω,B,P;X), XN := L2(Ω,BN ,P;X), N ∈ N, X∞ :=
⋃
N∈N

XN ,

and we recall that X∞ is dense in X by Proposition B.4.
Even if the choice of a general standard Borel space allows for a great generality, it would not be
restrictive to focus on the canonical example below, at least at a first reading.

Example 8.7. The canonical example of N-refined standard Borel probability space is

([0, 1),B([0, 1)), λ, (IN )N∈N),

where λ is the one dimensional Lebesgue measure restricted to [0, 1) and IN = (IN,k)k∈IN with
IN,k := [k/N, (k+1)/N), k ∈ IN and N ∈ N. The space XN can then be identified with the class
of functions which are (essentially) constant in each subintervals IN,k, k ∈ IN , of the partition
IN,k.

As in Section 3, we parametrize measures in P(X) by random variables in (Ω,B,P) and we use
the notation ι : X → P2(X) for the map sending X ∈ X to ι(X) = X♯P = ιX ∈ P2(X). Recall
that

W2(ιX , ιY ) ≤ |X − Y |X for every X,Y ∈ X. (8.12)

If (X,V ) ∈ X× X recall the notation ι2X,V = (X,V )♯P ∈ P2(TX).

We can identify XN with the space XN of vectors x : IN → X such that X(ω) = x(n) whenever
ω ∈ ΩN,n. In this case we set X = IN (x). Clearly ι(XN ) = Pf,N (X) and ι(X∞) = Pf,N(X).
The isomorphism IN preserves the scalar product on XN

⟨x,y⟩XN := N−1
N−1∑
n=0

⟨x(n),y(n)⟩ = E
[
⟨IN (x),IN (y)⟩

]
= ⟨IN (x),IN (y)⟩X x,y ∈ XN .

The conditional expectation ΠN = E[·|BN ] provides the orthogonal projection of an arbitrary
map X ∈ X onto XN :

ΠN [X](ω) = N

∫
ΩN,n

X dP if ω ∈ ΩN,n.

Notice that

if M | N then BM ⊂ BN and ΠM = ΠM ◦ΠN .
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For every X = IN (x) ∈ XN the probability measure ιX = X♯P takes the form ιX =

N−1
∑N−1

n=0 δx(n) ∈ Pf,N (X).

We denote by ON ⊂ XN the subset of the injective maps and by ON := IN (ON ) ⊂ XN . Clearly,
ι(ON ) = P#N (X). Since the complement of ON is the union of a finite number of proper closed

subspaces with empty interior Sij := {x ∈ XN : x(i) = x(j)}, i ̸= j, of XN , then ON is open and
dense in XN .

Every permutation σ ∈ Sym(IN ) acts on XN via σx(n) := x(σ(n)) and can be thus extended to
XN via σ(IN (x)) := IN (σ(x)). It is not difficult to see that, for every X,Y ∈ XN , ιX = ιY is
equivalent to Y = σX for some σ ∈ Sym(IN ).
As in Section 3, we denote by S(Ω) the class of B-B-measurable maps g : Ω → Ω which are
essentially injective and measure-preserving, meaning that there exists a full P-measure set
Ω0 ∈ B such that g is injective on Ω0 and g♯P = P. Moreover, for every N ∈ N, we denote by
SN (Ω) := S(Ω,B,P;BN ) the subset of S(Ω) of BN -BN measurable maps.

Remark 8.8. Clearly, if X = IN (x) ∈ XN and g ∈ SN (Ω) then X ◦ g ∈ XN and there exists
a unique permutation σ = σg ∈ Sym(IN ) such that X ◦ g = σgX = IN (x ◦ σg). Conversely,
if σ ∈ Sym(IN ) there exists g ∈ SN (Ω) such that σ = σg, as shown in Lemma B.2. We set
G[σ] :=

{
g ∈ SN (Ω) : σg = σ

}
.

There is an interesting relation between projections and permutations.

Lemma 8.9. Let N,M ∈ N be such that M | N . If K is a convex subset of XN invariant by the
action of Sym(IN ), then

K ∩ XM = ΠM

(
K
)
. (8.13)

Moreover,
K ∩ XM = K ∩ XM (8.14)

and, denoting by K̊ the relative interior of K in XN , if K̊ is not empty then we have

K̊ ∩ XM coincides with the relative interior of K ∩ XM in XM . (8.15)

Proof. Let us first compute the explicit representation of the orthogonal projection ΠM (X) for
every X ∈ XN . If K := N/M we consider the cyclic permutation σ : IN → IN defined by

σ(n) :=

{
mK + k + 1 if n = mK + k, m ∈ IM , 0 ≤ k < K − 1,

mK if n = mK +K − 1, m ∈ IM ,

and its powers σp, p ∈ IK . It is not difficult to check that σK = σ0 = iIN and for every Y ∈ XM

we have σpY = Y for every p ∈ IK . Therefore for every X ∈ XN we obtain the representation

ΠM (X) =
1

K

K−1∑
p=0

σpX.

If K is a convex subset of XN invariant by the action of Sym(IN ), we get ΠM (X) ∈ K for every
X ∈ K, so that ΠM (K) = K ∩ XM , hence we proved (8.13).
In order to check (8.14), we observe that in general K ∩ XM ⊂ K ∩ XM ; on the other hand

K ∩ XM = ΠM (K) ⊂ ΠM (K) = K ∩ XM by (8.13).

Similarly, if we denote by K̊M the relative interior ofK∩XM in XM , as a general fact K̊∩XM ⊂ K̊M

so that K̊M is not empty, since by (8.13) K̊∩XM = ΠM (K̊) is not empty. On the other hand, by

(8.14), K̊ ∩ XM = K̊ ∩ XM = K ∩ XM = K ∩ XM = K̊M so that the open convex sets K̊ ∩ XM

and K̊M have the same closure and therefore coincide. □

We will now show that if the sections A ∩ XN of a set A ⊂ X∞ are invariant by the action of
Sym(IN ), then A is law invariant.
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Lemma 8.10. Let A ⊂ X∞ be a set such that AN := A ∩ XN are invariant w.r.t. Sym(IN ) for
every N ∈ N. Then A is law invariant.

Remark 8.11. The same statement applies to subsets of X∞ × X∞.

Proof. Since A is a closed set, by Lemma 3.3, it is sufficient to prove that it is invariant by
measure-preserving isomorphisms: for every X ∈ A and g ∈ S(Ω) we want to show that X ◦g ∈ A.
It is enough to prove that there exist Zn ∈ A s.t. Zn → X ◦ g. Let Xn be a sequence in A

such that Xn → X; since A ⊂ X∞, for every n ∈ N, there exists some Nn ∈ N such that
Xn ∈ ANn . Let (bk)k ⊂ N be the sequence given by Proposition B.4; by Theorem B.5(1) applied
to (Ω,B,P, (Pbk)k∈N) and γ := (iΩ, g)♯P, we can find a strictly increasing sequence (Mj)j ⊂ N
and maps gj ∈ SbMj

(Ω) such that

(U,W )♯(iΩ, gj)♯P → (U,W )♯(iΩ, g)♯P in P2(X
2)

for every U, V ∈ X. Since Mj is strictly increasing and (B.1) holds, then we can find a strictly
increasing sequence n 7→ j(n) such that gj(n) ∈ SNn(Ω). Thus setting g

′
n := gj(n), n ∈ N, by the

invariance of ANn , we get that Zn := Xn ◦ g′n ∈ ANn ⊂ A and of course we have

(U,W )♯(iΩ, g
′
n)♯P → (U,W )♯(iΩ, g)♯P in P2(X

2) (8.16)

for every U, V ∈ X. We are left to show that

Zn → X ◦ g in X. (8.17)

Since |Zn−X ◦ g′n|X = |Xn−X|X, in order to get (8.17) it is enough to show that X ◦ g′n → X ◦ g
which, on the other hand, is implied by X ◦ g′n ⇀ X ◦ g, since |X ◦ g′n|X = |X|X = |X ◦ g|X. Let
Y ∈ X and let us take U = Y,W = X in (8.16) so that

⟨X ◦ g′n, Y ⟩X =

∫
X2

⟨x, y⟩d((Y,X) ◦ (iΩ, g′n))♯P →
∫
X2

⟨x, y⟩ d((Y,X) ◦ (iΩ, g))♯P = ⟨X ◦ g, Y ⟩X,

since φ(x, y) := ⟨x, y⟩ is a real valued function on X2 with less than quadratic growth (see
e.g. [AGS08, Proposition 7.1.5, Lemma 5.1.7]). This shows that X ◦ g′n ⇀ X ◦ g as desired, thus
(8.17) and so X ◦ g ∈ A. □

If C is a N-core and N ∈ N, we set

CN :=
{
X ∈ XN : ιX ∈ CN

}
, C∞ :=

{
X ∈ X∞ : ιX ∈ C

}
=
⋃
N∈N

CN

DN := co(CN ), D∞ :=
⋃
N∈N

DN , E∞ := C∞.
(8.18)

Notice that CN is in fact a subset of ON and DN is a subset of XN .

Lemma 8.12. Assume that C ⊂ P#N(X) satisfies property (d) in Lemma 8.2. Then for every
N ∈ N it holds:

(1) CN and DN are relatively open subsets of XN , invariant with respect to the action of
permutations of Sym(IN ).

(2) The relative interior of CN in XN coincides with DN , in particular CN is dense in DN

and CN = DN .
(3) DN ∩ ON = CN .
(4) If M ∈ N and M | N then DM = DN ∩XM = ΠM (DN ) and DM = DN ∩XM = ΠM (DN ).
(5) C∞ ⊂ D∞ ⊂ D∞ = C∞ = E∞ and E∞ is convex.
(6) DN = D∞ ∩ XN = ΠN (D∞) and DN = E∞ ∩ XN = ΠN (E∞).
(7) E∞ = D∞ = C∞ is law invariant.
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Proof. (1) The set CN is relatively open, since the map X 7→ ιX is Lipschitz from XN to Pf,N (X),
thanks to (8.12), and CN is relatively open in Pf,N (X). DN is relatively open in XN since it is
the convex hull of an open set.

(2) Since DN = co(CN ) we immediately get DN ⊂ CN . On the other hand, since DN ⊃ CN we
also have DN = CN . Being DN open and convex, it coincides with the interior of its closure.

(3) It is clear that CN ⊂ DN ∩ ON . Let now show that any element X = IN (x) ∈ DN ∩ ON

belongs to CN . If BN is the open unit ball in XN it is easy to see that there exists a sufficiently
small ε > 0 such that the open set Bε := {(IN (x + εz),IN (x − εz)) : z ∈ BN} is contained

in
(
DN ∩ ON

)2
. Since CN is relatively open and dense in DN ∩ ON the intersection of Bε with(

CN

)2
is not empty.

It follows that we can find z ∈ BN such that IN (x + εz),IN (x − εz) ∈ CN and therefore
X ∈ CN since CN is convex along collisionless couplings.

(4) If we apply Lemma 8.9 to the closure of DN we obtain ΠM (DN ) = DN ∩ XM . On the other
hand, using property (3*) in Lemma 8.2 and the density of CN in DN we have DN ∩ XM =
CN ∩ XM = CM = DM .
Similarly, still using Lemma 8.9, we obtain ΠM (DN ) = DN ∩ XM . Applying (8.15) to DN , since
by (2) the relative interior of DN in XN is DN , we get that DN ∩XM coincides with the relative
interior in XM of DN ∩ XM = DM which is equal to DM , again by claim (2).

(5) Since CN = DN for every N ∈ N by claim (2), we have that D∞ ⊂ C∞ so that equality

follows by the trivial inclusion C∞ ⊂ D∞. Since ∪CN = C∞, to prove that C∞ is convex, it is
enough to show that ∪CN is convex. If X,Y ∈ ∪CN , we can find M,N ∈ N such that X ∈ CN

and Y ∈ CM , so that by claim (4), both X and Y belong to CMN which is convex by assumption.

(6) The first property follows by the identity DN = DL ∩XN = ΠN (DL) for any L ∈ N such that

N | L (cf. claim (4)) and the fact that D∞ = ∪
{
DL : L ∈ N, N | L

}
, since N is a directed set.

Setting D′ := ∪N∈NDN and starting from the second identity of claim (4), the same argument
shows that DN = D′ ∩ XN = ΠN (D′). Since DN is closed, we get that ΠN (D′) is closed, so that

ΠN (D′) ⊂ ΠN (D′) = ΠN (D′). Since clearly ΠN (D′) ⊂ ΠN (D′), we get that DN = D′ ∩ XN =
ΠN (D′) = ΠN (D′). We also have D′ ∩XN = ΠN (D′ ∩XN ) ⊂ ΠN (D′) = D′ ∩XN , so that we get
D′ ∩ XN = D′ ∩ XN . The thesis then follows since D′ = D∞ = E∞.

(7) The fact that E∞ is law invariant follows from Lemma 8.10 and the previous claim, which
shows that E∞ ∩ XM = DM which is invariant w.r.t. Sym(IM ) by claim (1). □

As an immediate consequence of Lemma 8.12 we have the following result.

Corollary 8.13 (Cores are totally convex). If C is as in Lemma 8.12, then C is totally convex.

We can now justify the equivalent characterization of N-cores of Lemma 8.2.

Proof of Lemma 8.2.
Claim 1: (d) implies (a), (b) and (c).
The fact that (d) implies (b) and (c) follows by setting D := ι(D∞) defined in (8.18) and E := C,
as a consequence of Lemma 8.12 and Corollary 8.13. We prove that (d) implies (a): by Corollary
8.13, we have that C is totally convex. Notice that the sets CN are nonempty for every N ∈ N
thanks to (3*) and the fact that C is nonempty. Finally, by Lemma 8.12, we have that the
relative interior in Pf,N (X) of C∩P#N (X) is given by DN ∩P#N (X) = CN (cf. Lemma 8.12(3)).

Claim 2: (b) implies (d).
If D is a subset of Pf,N(X) satisfying conditions (1′), (2′) and C = D ∩ P#N, we see that
CN = DN ∩ P#N (X) for every N ∈ N. Clearly CN is relatively open and convex along
collisionless couplings in Pf,N (X). Also, since P#N (X) is obviously dense in Pf,N (X) and DN
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is open, we see that CN is dense DN i.e. CN = DN . It is also clear that CN is convex along
couplings in Pf,N (X× X). Finally DN ∩ Pf,M (X) = DM thanks to the convexity of DN and DM ,
as an application of (8.15) to their Lagrangian representations.

Claim 3: (c) implies (b).
Let E be a totally convex and closed subset of P2(X) satisfying conditions (1′′), (2′′) and C =

∪N∈NE̊N ∩ P#N (X). We define DN and D as in (8.4). The only thing to check is that

D ∩ Pf,N (X) = DN . (8.19)

Denote by E∞ the Lagrangian parametrization of E (hence, law invariant) and denote by

EN := E∞ ∩ XN , which is closed and convex. The relative interior E̊N of EN in XN provides
a Lagrangian parametrization of E̊N = DN . Hence, proving (8.19) is equivalent to prove that

D′ ∩ XN = E̊N , where D′ :=
⋃

N∈N E̊N . Using (8.15), if M | N we get E̊N ∩ XM = E̊M , also
observing that EN is invariant by the action of Sym(IN ), as a consequence of the law invariance

of E∞. Therefore we deduce that D′ ∩ XM = E̊M .

Claim 4: (a) implies (c).
It is clear that setting E := C we have that E it totally convex and closed. Moreover, since
E̊N contains the relative interior in Pf,N (X) of E ∩ P#N (X) (coinciding with CN ), E̊N is not

empty. Since the intersection of E̊N with P#N (X) is given by CN , we immediately see that

∪N (E̊N ∩ P#N (X)) = C. Finally

E ∩ Pf,N(X) = ∪NE ∩ P#N (X) = ∪NCN = C,

where we have used again that the intersection of E̊N with P#N (X) is given by CN and that the
closure of E ∩ P#N (X) coincides with the closure of its (relative) interior. □

Proof of Lemma 8.3. Assume that (1*)-(3*) hold. We need to prove that CN is convex along
couplings in Pf,N (X× X) for every N ∈ N. This is equivalent to prove the convexity of CN so
that it is sufficient to show that, for every X0, X1 ∈ CN and t ∈ [0, 1], their linear interpolation
Xt := (1− t)X0 + tX1 belongs to CN . By Proposition 6.4, we can find small perturbations X1(s)
of X1, s ∈ [0, 1], such that X1(s) ∈ CN , X1(s) → X1 as s ↓ 0, and the perturbed interpolation
Xs,t := (1 − t)X0 + tX1(s) belongs to CN for every t ∈ [0, 1] and s > 0. It follows that the
coupling µs = ι2X0,X1(s)

belongs to P#N (X×X) and it is collisionless for every s > 0 and therefore

µs,t = xt♯µs belongs to CN for every t. Since µs,t = ι(Xs,t) we have Xs,t ∈ CN . Passing to the

limit as s ↓ 0 we conclude that Xt ∈ CN . □

8.2. Lagrangian representations of discrete MPVFs: construction of F̂N

Let us now study in more detail the Lagrangian representations of a MPVF F ⊂ P2(TX) defined
on a N-core. If Φ ∈ F we can consider the (not empty) set of all the maps (X,V ) ∈ X2 such that
(X,V )♯P = Φ. A particular case arises when the first marginal µ = x♯Φ of Φ belongs to Pf,N (X).
In this case, X has the form X = IN (x) ∈ XN , so that µ = X♯P = 1

N

∑
k∈IN δx(k), and we can

construct V from the representation of Φ given by

Φ =
1

N

∑
k∈IN

Φk, x♯Φk = δx(k),

for a family {Φk}k∈IN ⊂ P(TX), by setting V (ω) := Vk(ω) if ω ∈ ΩN,k, where Vk ∈
L2(ΩN,k,P|ΩN,k

;X) are maps such that (Vk)♯P|ΩN,k
= 1

N v♯Φk.

In the general case, when Φ ∈ P2(TX), it is easy to check that if (X,V )♯P = Φ and Y ∈ X then

[Φ, ι2X,Y ]r,0 ≤ ⟨V,X − Y ⟩X. (8.20)
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A particular important case arises when X ∈ ON and Y ∈ XN : in this case Φk is uniquely
determined by the disintegration of Φ w.r.t. µ, and V |ΩN,k

coincides with Vk, with Vk as above,
and

⟨V,X − Y ⟩X = ⟨ΠNV,X − Y ⟩X, ΠNV (ω) = bΦ(x(k)) if ω ∈ ΩN,k, (8.21)

where bΦ is the barycenter of Φ as in Definition 2.3. It is easy to check that

[Φ, ι2X,Y ]r,0 = ⟨V,X − Y ⟩X = ⟨ΠNV,X − Y ⟩X if (X,V )♯P = Φ, X ∈ ON , Y ∈ XN , (8.22)

since ι2X,Y is concentrated on a map.

Proposition 8.14. Assume the same hypotheses of Theorem 8.4. Let us define the sets

F :=
{
(X,V ) ∈ C∞×X : (X,V )♯P ∈ F

}
, FN :=

{
(X,ΠNV ) : X ∈ CN , (X,V ) ∈ F

}
, (8.23)

where N ∈ N. Then FN ⊂ XN × XN is λ-dissipative, has open domain D(FN ) = CN , and it is
invariant by permutations: if (X,V ) ∈ FN and σ ∈ Sym(IN ), then (σX, σV ) ∈ FN .

Proof. In case (ii) of Theorem 8.4, the dissipativity of FN immediately follows. In case (i)
of Theorem 8.4, (8.22) and the λ-dissipativity of F along couplings in P#N (X × X), given by
Theorem 7.5, yield

(X,V ), (Y,W ) ∈ FN ⇒ ⟨V −W,X − Y ⟩X ≤ λ|X − Y |2X, (8.24)

so that FN is λ-dissipative. In any of the cases (i) and (ii) of Theorem 8.4, if (X,V ) ∈ FN and
σ ∈ Sym(IN ), then there exists W ∈ X such that (X,W )♯P ∈ F and V = ΠNW . By Lemma
B.2, we can write σX = X ◦ g ∈ CN for some g ∈ G[σ] and (X ◦ g,W ◦ g)♯P ∈ F. To conclude, it
suffices to notice that ΠN (W ◦ g) = σV . □

Proposition 8.15. Under the same assumptions of Theorem 8.4, for every N ∈ N the λ-
dissipative operator FN admits a unique maximal λ-dissipative extension F̂N in XN × XN with
DN ⊂ D(F̂N ) ⊂ DN . The operator F̂N can be equivalently characterized by

(X,V ) ∈ F̂N ⇔ X ∈ DN , V ∈ XN , ⟨V −W,X−Y ⟩X ≤ λ|X−Y |2X ∀ (Y,W ) ∈ FN , (8.25)

and, whenever X ∈ DN , F̂NX = co
(
F̄NX

)
, where

F̄NX :=
{
V ∈ XN : ∃ (Xn, Vn) ∈ FN : Xn → X, Vn ⇀ V

}
. (8.26)

F̂N is invariant with respect to permutations, i.e.

(X,V ) ∈ F̂N , σ ∈ Sym(IN ) ⇒ (σX, σV ) ∈ F̂N (8.27)

and for every X,Y ∈ DN , we have

V ∈ F̂NX, Ψ ∈ F[ιY ] ⇒ ⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 ≤ λ|X − Y |2X. (8.28)

Finally, if M | N = KM , X ∈ DM , and (X,V ) ∈ F̂N then ΠMV ∈ F̂MX. Conversely, if

X ∈ DM and W ∈ F̂MX then there exists V ∈ XN such that

(X,V ) ∈ F̂N , W = ΠMV. (8.29)

Remark 8.16. It is worth noticing that the Eulerian image of F̂N is the MPVF F̂N defined in
Theorem 8.4.

Proof. (8.25) and (8.26) follow by the fact that DN is convex and open and the domain of FN

is dense in DN , see Lemma 8.12 and Theorem A.13 in the Appendix.
Using (8.25) it is immediate to check that F̂N satisfies (8.27), since for every (X,V ) ∈ F̂N and
(Y,W ) ∈ FN

⟨σV −W,σX − Y ⟩X = ⟨V − σ−1W,X − σ−1Y ⟩X ≤ λ|X − σ−1Y |2X = λ|σX − Y |2X,
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since FN and the scalar product in XN are invariant by the action of permutations in Sym(IN ).
If (X,V ) ∈ FN , (8.28) follows immediately since there exists W ∈ X such that Φ := (X,W )♯P ∈
F, V = ΠNW , and (8.22) yields ⟨V,X − Y ⟩X = [Φ, ι2X,Y ]r,0 so that

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 = [Φ, ι2X,Y ]r,0 + [Ψ, ι2Y,X ]r,0 ≤ λ|X − Y |2X. (8.30)

Notice that in case (i) of Theorem 8.4, the last inequality in (8.30) follows by (7.5), while this is
obvious in case (ii) of Theorem 8.4.
If X ∈ DN and V ∈ F̄NX according to (8.26), then there exist (Xn, Vn) ∈ FN , Xn ∈ CN , such
that Xn → X and Vn ⇀ V . We can pass to the limit in (8.30) written for (Xn, Vn) and using
Theorem 2.13(5) we obtain that (X,V ) satisfies (8.30) as well. Finally, since (8.30) holds for
every V ∈ F̄NX, it also holds for every V ∈ co

(
F̄NX

)
, hence (8.28).

Let us now suppose that M | N , (X,V ) ∈ F̂N and X ∈ DM . We want to show that W := ΠMV

belongs to F̂MX by using (8.25). If (Y,U) ∈ FM with Y ∈ CM , we have U = ΠMU
′ with

(Y,U ′)♯P =: Φ ∈ F, so that (8.28) yields

⟨V,X − Y ⟩X + [Φ, ι2Y,X ]r,0 ≤ λ|X − Y |2X. (8.31)

Since Y ∈ OM and X ∈ XM , we have [Φ, ι2Y,X ]r,0 = ⟨U, Y −X⟩X by (8.22); since X − Y ∈ XM ,

we also have ⟨V,X − Y ⟩X = ⟨ΠMV,X − Y ⟩X and we get

⟨W,X − Y ⟩X + ⟨U, Y −X⟩X = ⟨V,X − Y ⟩X + [Φ, ι2Y,X ]r,0 ≤ λ|X − Y |2X. (8.32)

Hence, by (8.25) (X,W ) ∈ F̂M . In particular, the above property shows that if G : DN → XN is

an arbitrary single-valued selection of F̂N , the restriction of ΠM ◦G to DM is a selection of F̂M .
We fix such a selection. To conclude we need to prove that the property holds also if X ∈ DM .
Recall that by Lemma 8.12(3), D(FM ) = CM = DM . Then if X ∈ DM , by Corollary A.14 we

have that W belongs to F̂MX if and only if

⟨W − (ΠM ◦G) |DM
(Y ), X − Y ⟩X ≤ λ|X − Y |2X for every Y ∈ DM ,

i.e., if and only if

⟨W −GY,X − Y ⟩X ≤ λ|X − Y |2X for every Y ∈ DM . (8.33)

If V ∈ F̂NX, then using Corollary A.14 we have

⟨V −GY,X − Y ⟩X ≤ λ|X − Y |2X for every Y ∈ DN ⊃ DM ,

hence (8.33) holds and we get ΠMV ∈ F̂MX.

Let us now show the converse implication. If X ∈ DM and W ∈ F̂MX, we need to prove that

W ∈ ΠM

(
F̂NX

)
. Since D(G) = DN , by Corollary A.14 and Theorem A.13 applied to B = G,

we get ΠM

(
F̂NX

)
= ΠM

(
ĜX

)
= ΠM

(
co
(
ḠX

))
, where

ḠX :=
{
Z ∈ XN : ∃Xn ∈ DN : Xn → X, GXn ⇀ Z

}
.

Similarly, denoting by G := (ΠM ◦G) |DM
, by Corollary A.14 and Theorem A.13 we get

F̂MX = ĜX = co
(
GX

)
= co ({Z ∈ XM : ∃Xn ∈ DM : Xn → X, GXn ⇀ Z})

⊂ ΠM

(
co
(
ḠX

))
,

where the proof of the last equality can be pursued as follows. We first observe that

{Z ∈ XM : ∃Xn ∈ DM : Xn → X, GXn ⇀ Z}
⊂ ΠM ({W ∈ XN : ∃Xn ∈ DN : Xn → X, GXn ⇀W}) = ΠM (ḠX),
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by using the local boundedness of G as a selection of Ĝ (see Theorem A.3(3)) and the fact that
ΠM is a linear and continuous operator. Then we notice that

co
(
ΠM (ḠX)

)
= ΠM (co(ḠX)) = ΠM (co

(
ḠX

)
),

where the first equality follows by linearity of ΠM and, for the second, we exploit again the
local boundedness of Ḡ as a selection of Ĝ and the linearity and continuity of ΠM . Hence the
conclusion. □

It is remarkable that F̂N can also be characterized by those (X,V ) ∈ DN × XN satisfying
inequality (8.25) restricted to those Y ∈ CN for which ι2(X,Y ) is the unique optimal coupling
between ι(X) and ι(Y ).

Proposition 8.17. We assume the same hypothesis of Theorem 8.4. Let X ∈ DN and V ∈ XN

be satisfying

⟨V −W,X − Y ⟩X ≤ λ|X − Y |2X
for every (Y,W ) ∈ FN s.t. ι2(X,Y ) is the unique element of Γo(ιX , ιY ).

(8.34)

Then (X,V ) ∈ F̂N .

Proof. Let us consider an arbitrary element (Y,W ) ∈ FN ; in particular Y ∈ CN . Since CN ⊂ DN

and DN coincides with the interior of the convex set DN (relatively to XN ), we deduce that all
the points Yt := (1− t)X + tY belong to DN for t ∈ (0, 1].
Since for t in a neighborhood of 1 we have that Yt ∈ CN ⊂ ON , we deduce that Yt ∈ ON with
possible finite exceptions (observe that if two lines t 7→ (1− t)xi + tyi, i = 1, 2, in X coincide at
two distinct values of t then they coincide everywhere). Therefore there exists ε > 0 such that
Yt ∈ ON for every t ∈ (0, ε). Since DN ∩ ON = CN (cf. Lemma 8.12), we deduce that Yt ∈ CN

for every t ∈ (0, ε).
By Theorem 6.2, we can thus find τ ∈ (0, ε) such that Yτ ∈ CN and ι2(X,Yτ ) is the unique
optimal coupling between ιX and ιYτ . Let Wτ ∈ FN (Yτ ), then

⟨V −W,X − Y ⟩X = ⟨Wτ −W,X − Y ⟩X + ⟨V −Wτ , X − Y ⟩X

=
1

1− τ
⟨Wτ −W,Yτ − Y ⟩X +

1

τ
⟨V −Wτ , X − Yτ ⟩X

≤ λ|X − Y |2X,
where we have used (8.34) and the λ-dissipativity of FN . Since (Y,W ) is an arbitrary element

of FN , we deduce that (X,V ) ∈ F̂N by (8.25). □

Let us now show that, under the particular assumptions of Theorem 8.5, F̂N coincides with F
on CN .

Corollary 8.18. Under the assumptions of Theorem 8.4, assume also that the MPVF F is
deterministic. Then F̂N is an extension of FN = F on CN , for every N ∈ N. Under the further
assumptions that F is a single-valued PVF and demicontinuous on each CN , then FN coincides
with F̂N on CN .

Proof. The first statement is an immediate consequence of Proposition 8.15; the equality FN = F
on CN follows from the fact that F is a deterministic MPVF by assumption. Let us now assume
that F is single-valued and its restriction to CN is demicontinuous. Let X be an element of CN ,
µ = ι(X); F[µ] contains a unique element Φ which may be represented as bar (Φ) = (iX, bΦ)♯µ
so that there is a unique element V = bΦ ◦ X ∈ XN such that (X,V )♯P = Φ. This shows
that FX is single-valued. If W ∈ F̄NX, we can find a sequence (Xn,FXn) = (Xn,fn ◦ Xn)
converging in the strong-weak topology of X × X to (X,W ), for maps fn ∈ L2(X, µn;X) with
µn = ιXn . On the other hand, since F is demicontinuous and deterministic, we have that



A LAGRANGIAN APPROACH TO TOTALLY DISSIPATIVE EVOLUTIONS IN WASSERSTEIN SPACES 57

F[ιXn ] = (iX,fn)♯µn → F[ιX ] = (iX,f)♯µ in Psw
2 (TX) for a map f ∈ L2(X, µ;X). If ψ ∈ Cb(X;X),

we can test the convergence in Psw
2 (TX) against ζ(x, y) := ⟨ψ(x), y⟩ so that

⟨ψ(Xn),fn ◦Xn⟩X =

∫
X
ζ d(iX,fn)♯µn →

∫
X
ζ d(iX,f)♯µ = ⟨ψ(X),f ◦X⟩X.

On the other hand ψ(Xn) → ψ(X) and fn ◦Xn ⇀W so that we deduce that

⟨ψ(X),f ◦X⟩X = ⟨ψ(X),W ⟩X for every ψ ∈ Cb(X;X).

By arbitrariety of ψ we deduce thatW = f ◦X = FX. We thus deduce that F̄NX coincides with
FX and then it contains a unique element V , and therefore by (8.26) F̂NX = co(FNX) = V as
well. □

A similar result holds under the assumptions of Theorem 8.6. Let us first recall that, by Corollary
3.18, if F is totally λ-dissipative also F̃ := F ∪ bar (F) is totally λ-dissipative.

Corollary 8.19. Under the assumptions of Theorem 8.6, let B̃ be the Lagrangian representation
of F̃ = F ∪ bar (F), and let B′ be any λ-dissipative extension of B̃. For every N ∈ N, Y ∈ DN ,

(Y,W ) ∈ B′, we have (Y,ΠNW ) ∈ F̂N and, in particular,

⟨V −ΠNW,X − Y ⟩X ≤ λ|X − Y |2X for every (X,V ) ∈ F̂N , Y ∈ DN , (Y,W ) ∈ B′, (8.35)

where F̂N is constructed as in Proposition 8.15 starting from the restriction of F to C.

Proof. Observe that, by construction, F (constructed starting from the restriction of the MPVF

F to C) and FN are subsets of B̃ hence of B′; this implies that FN is dissipative with B′ in the
sense that

⟨X − Y, V −W ⟩X ≤ λ|X − Y |2X for every (X,V ) ∈ FN , (Y,W ) ∈ B′. (8.36)

Restricting (8.36) to Y ∈ DN , the very definition of F̂N in (8.25) yields (Y,ΠNW ) ∈ F̂N ; in
particular, we get (8.35). □

In the general case, we can still improve the compatibility result obtained in (8.28) between F̂N

and F with the following.

Lemma 8.20. We keep the same assumptions of Theorem 8.4, and let N ∈ N. Then

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 ≤ λ|X − Y |2X (8.37)

for every (X,V ) ∈ F̂N , Y ∈ D(F̂N ) and every Ψ ∈ F[ιY ].

Proof. We start by proving (8.37) in case X ∈ DN . Let Ys := (1 − s)Y + sX ∈ DN for every
s ∈ (0, 1]; then, by (8.28), we have

⟨V,X − Ys⟩X + [F, ι2Ys,X ]r,0 ≤ λ|X − Ys|2X.

Using (2.11) we can rewrite the above equation as

⟨V,X − Ys⟩X + (1− s)[F, ι2Y,X ]r,s ≤ λ|X − Ys|2X.

Using (7.5) in case (i) of Theorem 8.4, or the total λ-dissipativity of F in case (ii) of Theorem
8.4, we get

⟨V,X − Ys⟩X + (1− s)[F, ι2Y,X ]r,0 − s(1− s)λ|X − Y |2X ≤ λ|X − Ys|2X.

Passing to the limit as s ↓ 0, we obtain

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 ≤ λ|X − Y |2X ∀X ∈ DN , V ∈ F̂NX,Y ∈ D(F̂N ),Ψ ∈ F[ιY ]. (8.38)
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We come now to the general case; let (X,V ) ∈ F̂N , Y ∈ D(F̂N ) and Ψ ∈ F[ιY ]. We define

Z = (X + Y )/2 ∈ DN and, given T ∈ DN and VT ∈ F̂NT , we set Zt := (1− t)Z + Tt ∈ DN for

every t ∈ (0, 1]; we take, for every t ∈ (0, 1], some Vt ∈ F̂NZt. Clearly

(X,V ), (Zt, Vt), (T, VT ) ∈ F̂N ∀ t ∈ (0, 1].

We compute

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 =

= ⟨V − Vt, X − Y ⟩X − ⟨Vt, Y −X⟩X + [Ψ, ι2Y,X ]r,0

= 2⟨V − Vt, X − Z⟩X − 2⟨Vt, Y − Z⟩X + 2[Ψ, ι2Y,Z ]r,0

= 2⟨V − Vt, X − Zt⟩X − 2⟨Vt, Y − Zt⟩X + 2[Ψ, ι2Y,Zt
]r,0

+ 2⟨V − Vt, Zt − Z⟩X − 2⟨Vt, Zt − Z⟩X − 2[Ψ, ι2Y,Zt
]r,0 + 2[Ψ, ι2Y,Z ]r,0

= 2⟨V − Vt, X − Zt⟩X − 2⟨Vt, Y − Zt⟩X + 2[Ψ, ι2Y,Zt
]r,0

+ 4⟨VT − Vt, Zt − Z⟩X + 2⟨V − 2VT , Zt − Z⟩X − 2[Ψ, ι2Y,Zt
]r,0 + 2[Ψ, ι2Y,Z ]r,0

= 2⟨V − Vt, X − Zt⟩X + 2⟨Vt, Zt − Y ⟩X + 2[Ψ, ι2Y,Zt
]r,0

+
4t

1− t
⟨VT − Vt, T − Zt⟩X + 2t⟨V − 2VT , T − Z⟩X − 2[Ψ, ι2Y,Zt

]r,0 + 2[Ψ, ι2Y,Z ]r,0

≤ 2t⟨V − 2VT , T − Z⟩X − 2[Ψ, ι2Y,Zt
]r,0 + 2[Ψ, ι2Y,Z ]r,0

+ 2λ|X − Zt|2X + 2λ|Y − Zt|2X +
4t

1− t
λ|T − Zt|2X,

where we have used again (2.11), the λ-dissipativity of F̂N and (8.38) applied to Zt ∈ DN ,

Vt ∈ F̂NZt. Passing to the lim sup as t ↓ 0, we get

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 ≤ 2[Ψ, ι2Y,Z ]r,0 − 2 lim inf
t↓0

[Ψ, ι2Y,Zt
]r,0 + λ|X − Y |2X ≤ λ|X − Y |2X

by Theorem 2.13(5). □

8.3. Lagrangian representation of the maximal extension

The last and crucial step in the construction of F̂ of Theorem 8.4 exploits an important invariance
property of the resolvents of F̂N with respect to N .

Proposition 8.21. We keep the same assumptions of Theorem 8.4. For every X ∈ X∞ and
every 0 < τ < 1/λ+ there exists a unique Xτ ∈ X∞ such that

X ∈ XN ⇒ Xτ ∈ D(F̂N ) ⊂ XN and Xτ −X ∈ τ F̂NXτ . (8.39)

Moreover

|Xτ (ω
′)−Xτ (ω

′′)| ≤ 1

1− λτ
|X(ω′)−X(ω′′)| for every ω′, ω′′ ∈ Ω. (8.40)

Proof. Since X ∈ X∞, there exits N ∈ N such that X ∈ XN . Since F̂N is maximal λ-dissipative,
recalling Theorem A.2(1), there exists a unique solution Xτ,N ∈ D(F̂N ) of

Xτ,N −X ∈ τ F̂N (Xτ,N ).

The invariance of F̂N by permutations, stated in (8.27), shows that (σX)τ,N = σ(Xτ,N ) for every

σ ∈ Sym(IN ). In particular, by λ-dissipativity of F̂N we have

⟨σXτ,N − σX − (Xτ,N −X), σXτ,N −Xτ,N ⟩X ≤ λτ |σXτ,N −Xτ,N |2X
so that

(1− λτ) |σXτ,N −Xτ,N |X ≤ |σX −X|X for every σ ∈ Sym(IN ).
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If ω′ ∈ ΩN,i, ω
′′ ∈ ΩN,j , i, j ∈ IN , and we choose as σ the transposition which shifts i with j, we

get
2

N
(1− λτ)2|Xτ,N (ω′)−Xτ,N (ω′′)|2 ≤ 2

N
|X(ω′)−X(ω′′)|2

which yields (8.40).
Let us now suppose that X ∈ XM with M | N . Then Xτ,N belongs to XM by (8.40), so that

Xτ,N ∈ DN ∩ XM = DM by Lemma 8.12(4). By Proposition 8.15, for every Y ∈ DM and

W ∈ F̂MY we can find V ∈ F̂NY such that W = ΠMV , so that by λ-dissipativity of F̂N we
have

⟨Xτ,N −X − τV,Xτ,N − Y ⟩X ≤ λτ |Xτ,N − Y |2X. (8.41)

SinceXτ,N−Y ∈ XM , we can replace V withW = ΠMV in (8.41), thus obtaining thatXτ,N−X ∈
τ F̂M (Xτ,N ) by Corollary A.14, i.e. Xτ,N = Xτ,M . If M,N are arbitrary and X ∈ XM ∩ XN ,
then setting R :=MN the previous argument shows that Xτ,M = Xτ,R = Xτ,N . □

Corollary 8.22. We keep the same assumptions of Theorem 8.4, let M ∈ N and let X ∈ D(F̂M ).
Then

(1) X ∈ D(F̂N ) for every N ∈ N s.t. M | N .

(2) F̂ ◦X := limτ↓0
Xτ−X

τ ∈ F̂MX. In particular F̂ ◦X ∈ F̂NX for every N ∈ N s.t. M | N .

(3) |F̂ ◦X|X ≤ |V |X for every V ∈ F̂NX and for every N ∈ N s.t. M | N .

(4) (1− λτ)|Xτ −X|X ≤ τ |F̂ ◦X|X for every 0 < τ < 1/λ+.

Moreover, for every X,Y ∈
⋃

N∈ND(F̂N ), we have

⟨F̂ ◦X − F̂ ◦Y,X − Y ⟩X ≤ λ|X − Y |2X. (8.42)

Proof. By Theorem A.3(5) there exists the limit

lim
τ↓0

Xτ −X

τ
= F̂ ◦X ∈ F̂MX

and (4) holds. If N ∈ N is s.t.M | N , then X ∈ D(F̂M ) ⊂ DM ⊂ DN , by Lemma 8.12. Moreover
by Proposition 8.21, we have that

Xτ −X

τ
∈ F̂NXτ ∀ 0 < τ < 1/λ+.

In particular

⟨Xτ −X

τ
−W,Xτ − Y ⟩X ≤ λ|Xτ − Y |2X ∀(Y,W ) ∈ FN ∀ 0 < τ < 1/λ+,

so that, passing to the limit as τ ↓ 0, we get

⟨F̂ ◦X −W,X − Y ⟩X ≤ λ|X − Y |2X ∀(Y,W ) ∈ FN ,

since Xτ → X as τ ↓ 0 by Theorem A.3(4). This proves that (X, F̂ ◦X) ∈ F̂N and, in particular,

that X ∈ D(F̂N ). This proves (1) and (2), while (3) immediately follows, also using Theorem
A.3(5).

Finally, if X,Y ∈
⋃

N∈ND(F̂N ), then there exist N,M ∈ N s.t. X ∈ D(F̂N ) and Y ∈ D(F̂M ) so
that, taking R :=MN , we have

(X, F̂ ◦X), (Y, F̂ ◦Y ) ∈ F̂R

by (2). The λ-dissipativity of F̂R gives (8.42). □
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We can therefore define the operator F̂∞ ⊂ X× X

F̂∞ :=
{
(X,V ) ∈ X∞ × X∞ : ∃M ∈ N : (X,V ) ∈ F̂N ∀N ∈ N, M | N

}
. (8.43)

Equivalently, F̂∞ has domain D(F̂∞) =
⋃

N∈ND(F̂N ) and

F̂∞X =
⋃

M∈N

⋂
M |N

F̂NX for every X ∈ D(F̂∞). (8.44)

Notice that F̂∞ is the Lagrangian representation of the MPVF F̂∞ defined by Theorem 8.4.
We can summarize the previous results in the following statement.

Corollary 8.23. We keep the same assumptions of Theorem 8.4. The operator F̂∞ defined by
(8.43) or (8.44) satisfies the following properties:

(1) F̂∞ is λ-dissipative with domain D(F̂∞) =
⋃

N∈ND(F̂N ) and C∞ ⊂ D∞ ⊂ D(F̂∞) ⊂
D(F̂∞) = C∞ = D∞.

(2) The map F̂ ◦ defined by Corollary 8.22 provides the minimal selection (F̂∞)◦.

(3) For every X ∈ X∞ and every 0 < τ < 1/λ+ there exists a unique Xτ ∈ D(F̂∞) such that

Xτ −X ∈ τ F̂∞Xτ .

Proof. Claim (1) follows by Proposition 8.15 and Lemma 8.12. Claim (2) comes by (8.43) and

Corollary 8.22. Claim (3) is a consequence of Proposition 8.21 and the λ-dissipativity of F̂∞. □

Corollary 8.24. Under the assumptions of Theorem 8.4, there exists a unique maximal extension
F̂ of F̂∞ and it satisfies the following:

(1) D(F̂ ) ⊂ D(F̂∞) = C∞,

XN ∩D(F̂ ) = D(F̂N ), X∞ ∩D(F̂ ) = D(F̂∞), (8.45)

and, if X ∈ X∞ and 0 < τ < 1/λ+, then

JτX = Xτ , (8.46)

where Jτ is the resolvent operator of F̂ and Xτ is as in Proposition 8.21.
(2) When restricted to D(F̂N ) (resp. D(F̂∞)), the minimal selection of F̂ coincides with

(F̂N )◦ (resp. (F̂∞)◦ = F̂ ◦ as in Corollary 8.23(2)).

(3) The following characterization holds

(X,V ) ∈ F̂ ⇔ X ∈ C∞, ⟨V −W,X − Y ⟩X ≤ λ|X − Y |2X for every (Y,W ) ∈ F̂∞; (8.47)

or, equivalently,

(X,V ) ∈ F̂ ⇔ X ∈ C∞, ⟨V − F̂ ◦Y,X − Y ⟩X ≤ λ|X − Y |2X for every Y ∈ D(F̂∞). (8.48)

(4) F̂ = F̂∞
X×X

.

Proof. Thanks to Corollary 8.23, the existence and uniqueness of the maximal extension F̂ of

F̂∞ with domain D(F̂ ) ⊂ D(F̂∞) and characterized by (8.47) follows by Lemma A.15, with
D = X∞.
Notice that (8.46) holds since, by Corollary 8.23(3), when X ∈ X∞ then Xτ plays the role of

the resolvent for F̂∞ and we just proved that F̂ is a maximal extension of F̂∞. We prove the
equivalences in (8.45): let X ∈ XN ∩D(F̂ ) and 0 < τ < 1/λ+, then

JτX −X

τ
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belongs to F̂NXτ thanks to Proposition 8.21 and (8.46), moreover it is bounded being X ∈ D(F̂ )

(cf. Theorem A.3(5)). By maximality of F̂N and applying again Theorem A.3(5), we deduce

that X ∈ D(F̂N ), hence XN ∩D(F̂ ) ⊂ D(F̂N ). The reverse inclusion is trivial.

Claim (2) comes from Claim (1) and Theorem A.3(5). The assertion involving F̂∞ comes from
Corollary 8.23(2) and the proof of Lemma A.15.

The characterization in (8.48) is a consequence of Corollary A.16, applied to B = F̂ with
D = X∞, and of (8.45).
Finally, Claim (4) comes by Lemma A.15 and the density of X∞ in X. □

Remark 8.25. Notice that Corollary 8.24(2) makes the notation F̂ ◦, used in Corollary 8.22,

coherent with the one used in Appendix A to denote the minimal selection of F̂ .

Theorem 8.26. Under the assumptions of Theorem 8.4, F̂ is a law invariant maximal λ-
dissipative operator according to Definition 3.2 and the Eulerian images F̂N , F̂∞, F̂ of F̂N , F̂∞, F̂
respectively (cf. Definition 3.8) satisfy the properties stated in Theorem 8.4.
Moreover, if Y ∈ D(F ) and Ψ ∈ F[ιY ], we have

⟨V,X − Y ⟩X + [Ψ, ι2Y,X ]r,0 ≤ λ|X − Y |2X for every (X,V ) ∈ F̂ . (8.49)

Finally, if X ∈ CN for some N ∈ N and Φ ∈ F[ιX ], then

|F̂ ◦X|2X ≤
∫
X
|bΦ|2 dιX , (8.50)

where bΦ is the barycenter of Φ as in Definition 2.3.

Proof. We can apply Lemma 8.10 (see also Remark 8.11) to the set F̂∞ ⊂ X∞ × X∞. By

construction, if (X,V ) ∈ F̂∞ ∩ (XM × XM ) there exists some M ′ ∈ N such that (X,V ) ∈ F̂N

for all N multiple of M ′. In particular, choosing M ′′ ∈ N so that M | M ′′ and M ′ | M ′′,

(X,V ) ∈ F̂N for all N multiple of M ′′. On the other hand, all the permutations σ ∈ Sym(IM )
induce admissible permutations of Sym(IN ); therefore, by (8.27), we have that (σX, σY ) belongs

to F̂N for every N multiple of M ′′. We deduce that (σX, σY ) ∈ F̂∞ so that F̂∞ ∩ (XM × XM )

is invariant by Sym(IM ). Since F̂ is the closure of F̂∞ by Corollary 8.24(4), Lemma 8.10 yields

that F̂ is law invariant.

Let us now consider the Eulerian images F̂N , F̂∞ and F̂. Since F̂ is law-invariant and maximal
λ-dissipative, by Proposition 3.10 and Theorem 3.12, we have that the MPVF F̂ is maximal
totally λ-dissipative. Since F̂ is an extension of F̂∞, we deduce that F̂∞ is totally λ-dissipative as
well. The remaining part of the statement of Theorem 8.4 follows by Proposition 8.15, Proposition
8.17, Corollary 8.22, Corollary 8.23, Corollary 8.24 and the definitions of F̂∞ and F̂ .

We now prove (8.49). Let Y ∈ D(F ) and let N ∈ N be such that Y ∈ CN ; let ((Xn, Vn))n as
before. If Ψ ∈ F[ιY ], then, for every n ∈ N, we can find Mn ∈ N such that

(Xn, Vn) ∈ F̂N , Y ∈ D(F̂N ) ∀N ∈ N, Mn ≺ N.

By Lemma 8.20, we have

⟨Vn, Xn − Y ⟩X + [Ψ, ι2Y,Xn
]r,0 ≤ λ|Xn − Y |2X ∀n ∈ N.

Passing to the liminf as n→ +∞ and using Theorem 2.13(5) we obtain (8.49).

Let now X ∈ CN ⊂ DN for some N ∈ N, and observe that, since DN is open by Lemma 8.12,
then JτX ∈ DN for 0 < τ < 1/λ+ sufficiently small, since JτX → X as τ ↓ 0, where Jτ is the

resolvent of F̂ . We can thus apply (8.28) and get

1

τ
⟨JτX −X,JτX −X⟩X + [Φ, ι2X,JτX ]r,0 ≤ λ|X − JτX|2X.
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Since we have shown that F̂ is an invariant maximal λ-dissipative operator, by Theorem 3.4,
there exists a Lipschitz function f such that JτX = f ◦X; thus ι2X,JτX

is concentrated on a

map so that, by Theorem 2.13(4), we have

[Φ, ι2X,JτX ]r,0 = ⟨bΦ, X − JτX⟩X.

We hence get
1

τ
|JτX −X|2X ≤ |X − JτX|X

(
|bΦ|+ λ|X − JτX|X

)
;

dividing by |X −JτX|X and passing to the limit as τ ↓ 0, we obtain (8.50) (cf. Theorem A.3(5)).
□

We conclude this section with the proofs of Theorems 8.5. and 8.6

Proof of Theorem 8.5. Let us first check that F ⊂ F̂∞. It is sufficient to prove that if µ ∈ CM

and M | N , M,N ∈ N, then every element Φ = (iX,f)♯µ ∈ F[µ] belongs to F̂N [µ]. Adopting a
Lagrangian viewpoint (thanks to Theorem 8.26), if X ∈ CM we want to show that V = f ◦X
belongs to F̂NX. This follows easily by the fact that CM ⊂ DN , the λ-dissipativity of F and
Proposition 8.17. Being F̂∞ totally λ-dissipative, the inclusion F ⊂ F̂∞ shows that F is totally
λ-dissipative and F̂∞ is a totally λ-dissipative extension of F. By construction, F̂ is a maximal
totally λ-dissipative extension of F and its uniqueness follows as a particular case of Theorem 8.6.
The characterization in (8.11) follows by definition of F̂∞ and Proposition 8.17. Let us now check
the second statement, under the assumptions that F is also single-valued and demicontinuous in
CN . By Corollary 8.22, we know that, on each CN , the minimal selection F̂ ◦ is a subset of F̂N

and therefore, by Corollary 8.18, F̂ ◦X = FX for every X ∈ C∞.
□

Proof of Theorem 8.6. Let B̂ be a law invariant maximal λ-dissipative extension of the La-
grangian representation B of F with domain included in the convex set C∞, whose existence is
given by Theorem 3.12. Notice that ι2(B̂) is maximal totally λ-dissipative and contains F so that

it also contains bar (F) by Theorem 3.17. We deduce that B̂ is the Lagrangian representation of
a λ-dissipative extension of F ∪ bar (F).

We want to show that B̂ ⊂ F̂ and we split the argument in a few steps.

Claim 1: for every Y ∈ D(B̂) ∩
(⋃

N∈NDN

)
and W ∈ B̂Y , we have W ∈ F̂Y.

Let Y and W be as above and let X ∈ D(F̂∞). We can find some M,L ∈ N such that

Y ∈ D(B̂) ∩ DM and X ∈ D(F̂ L). In particular Y ∈ D(B̂) ∩ DN and X ∈ D(F̂N ) for every
N ∈ N such that ML | N (cf. Corollary 8.22 and Lemma 8.12). By (8.35) we have

⟨X − Y, F̂ ◦X −ΠNW ⟩X ≤ λ|X − Y |2X for every N ∈ N such that ML | N. (8.51)

Passing to the limit as N → ∞ in N and using (8.48) we deduce that (Y,W ) ∈ F̂ .

Claim 2: D(B̂) ∩
(⋃

N∈NDN

)
= D(B̂) ∩ X∞.

It is sufficient to prove that D(B̂)∩DN = D(B̂)∩XN for every N ∈ N and since DN ⊂ XN it is
sufficient to prove the inclusion

D(B̂) ∩ XN ⊂ DN . (8.52)

We first show that

D(F̂ ) ∩ XN ⊂ DN . (8.53)

Indeed, by Proposition 8.21 and Corollary 8.24, for every X ∈ D(F̂ ) ∩ XN and τ > 0, JτX

belongs to D(F̂N ) ⊂ DN : passing to the limit as τ ↓ 0, since X ∈ D(F̂ ), we conclude that
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X belongs to DN as well, thus proving (8.53). Since D(B̂) ⊂ D∞ = D(F̂ ), by (8.53), we get

D(B̂) ∩ XN ⊂ D(F̂ ) ∩ XN ⊂ DN , which shows (8.52).

Claim 3: B̂ ⊂ F̂ .
Setting B̂0 := B̂∩ (X∞×X), the first two claims yield B̂0 ⊂ F̂ . On the other hand, the maximal

λ-dissipativity and the law invariance of B̂ show (cf. Theorem 3.4) that X∞ is invariant under

the action of the resolvent of B̂; since X∞ is also dense in X, we can apply (A.24) of Lemma

A.15 obtaining that B̂ coincides with the strong closure of B̂0 in X× X which is also contained
in F̂ , since F̂ is maximal λ-dissipative.

□

8.4. Examples and applications

Let us suppose that F satisfies the assumptions of Theorem 8.4 and let F̂ be the maximal totally
λ-dissipative MPVF induced by F. Since C is dense in D(F̂), if we characterize the Lagrangian

solutions to the flow generated by F̂ starting from every measure of C, we can then obtain all
the other evolutions by approximation.
We want to show that the evolution of every measure in the core C can be characterized in a
metric way, involving only F.

Theorem 8.27. Under the assumptions of Theorem 8.4, let µ0 ∈ CN for some N ∈ N and
let µ : [0,+∞) → P2(X) be a continuous curve starting from µ0. The following properties are
equivalent:

(1) µ is a Lagrangian solution of the flow generated by F̂ (cf. Definition 4.1);
(2) µ is locally absolutely continuous in (0,+∞), it takes values in CN , in particular µt ∈

Pf,N (X) for every t ≥ 0, and µ is a λ-EVI solution for the restriction of F to CN ;
(3) µ is locally absolutely continuous in [0,+∞) and locally Lipschitz continuous in (0,+∞),

there exists a constant C > 0 such that the Wasserstein velocity field v of µ (cf. Theorem
2.11) satisfies

Iλ(t)
(∫

|vt|2 dµt
)1/2

≤ C a.e. in (0, 1), (8.54)

µt ∈ D(F̂N ) ⊂ D(F̂) for every t > 0, and it holds

vt = f̂◦[µt] for L 1-a.e. t > 0, (8.55)

where f̂◦ is the minimal selection map induced by (F̂)◦ as in Theorem 3.19 and Iλ(t) is
as in (A.11).

Proof. We split the proof in various steps.

Claim 1. (1) ⇔ (3)
To see that (3) implies (1), it is sufficient to notice that by (8.55) µ satisfies the inclusion

(iX,vt)♯µt ∈ F̂[µt] for a.e. t > 0, so that it is clearly a λ-EVI solution for F̂ (see also [CSS23a,
Theorem 5.4(1)]); by Theorem 4.5 we get that µ is a Lagrangian solution of the flow generated

by F̂. We are left to check that (1) implies (3).

Since µ0 ∈ CN , we can represent µ0 as ι(X0) for some X0 ∈ CN = DN = D(F̂N ) (cf. Lemma

8.12 and Proposition 8.15); if (St)t≥0 is the semigroup generated by F̂ we have µt = ι(Xt) where
Xt = StX0.
By Corollary 8.24(1), the restriction of the resolvent Jτ of F̂ to XN coincides with the resolvent

of F̂N : using the exponential formula (cf. Theorem A.6), we obtain that the restriction of the

semigroup (St)t≥0 to DN coincides with the semigroup generated by F̂N . Since the interior of the

domain of F̂N in XN is not empty (cf. Proposition 8.15 and Lemma 8.12), we can apply Theorem
A.7 obtaining that StX0 is locally absolutely continuous in [0,+∞), it is locally Lipschitz in
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(0,+∞), it satisfies Iλ(t)|Ẋt|X ≤ C in (0, 1) for a suitable constant C (so that we get (8.54)), it

belongs to D(F̂N ) for every t > 0, and it solves the equation

Ẋt = (F̂N )◦Xt for L 1-a.e. t > 0.

Corollary 8.24(2) then shows that Ẋt = (F̂ )◦Xt as well, so that we get (4.2), with f̂◦ in place of
f◦, and therefore (8.55): indeed the tangent space Tanµt P2(X) (cf. Theorem 2.11 and [AGS08,
Theorem 8.3.1, Propositions 8.4.5, 8.4.6]) coincides with L2(X, µt;X) being supp(µt) of finite
cardinality.

Claim 2: (3) ⇒ (2)

We know that solves the continuity equation with velocity field vt = f̂◦[µt] so that, by Corollary

8.24(2), we have (iX,vt)♯µt ∈ F̂N . Let Φ ∈ F with ν := x♯Φ ∈ CN and let t ∈ A(µ) ⊂ [0,+∞),
where A(µ) is the full L 1-measure set given by Theorem 2.13(6a). By Theorem 8.4(2) we have
that ∫

X×X
⟨vt(x), x− y⟩ dµt(x, y) ≤

∫
X×X

(
−⟨bΦ(y), y − x⟩+ λ|x− y|2

)
dµt(x, y) (8.56)

for every µt ∈ Γf,N (µt, ν). Choosing µt optimal, by Theorem 2.13(6a) we have that

d

dt

1

2
W 2

2 (µt, ν) = [(iX,vt)♯µt, ν]r ≤
∫
X×X

⟨vt(x), x− y⟩dµt(x, y).

On the other hand, since µt is concentrated on a map w.r.t. ν, (2.12) gives that∫
X×X

⟨bΦ(y), y − x⟩dµt(x, y) = [Φ, s♯µt]r,0,

where s is as in (2.3). So that, using (8.56), we obtain that

d

dt

1

2
W 2

2 (µt, ν) ≤ −[Φ, s♯µt]r,0 + λW 2
2 (µt, ν).

By passing to the supremum w.r.t. µt ∈ Γo(µt, ν) and recalling Theorem 2.13(2), we finally
obtain

d

dt

1

2
W 2

2 (µt, ν) ≤ − [Φ, µt]r + λW 2
2 (µt, ν);

this implies that µ is a λ-EVI solution for the restriction of F to CN .

Claim 3. (2) ⇒ (1)
We apply [CSS23a, Lemma 5.3, (5.5a)] obtaining that for every t in a set A(µ) ⊂ [0,+∞) of full
L 1-measure, every ν ∈ CN and Φ ∈ F[ν] we have[

(iX,vt)♯µt, ν
]
r
+
[
Φ, µt

]
r
≤ λW 2

2 (µt, ν), (8.57)

where vt is the Wasserstein velocity field of µ. Let t ∈ A(µ) be fixed; restricting (8.57) to all the
measures ν for which Γo(µt, ν) contains a unique element (denoted by µ), Theorem 2.13(4) yields[

(iX,vt)♯µt, ν
]
r
=

∫
⟨vt(x0), x0 − x1⟩ dµ(x0, x1),[

Φ, µt
]
r
=

∫
⟨bΦ(x1), x1 − x0⟩ dµ(x0, x1).

Proposition 8.17 and (8.57) then yield that (iX,vt)♯µt ∈ F̂N [µt].

Let us now consider the Lagrangian solution µ̃t := St(µ0) of the flow driven by F̂. By the first

Claim, we know that µ̃ is absolutely continuous, µ̃t ∈ D(F̂N ) ⊂ D(F̂)∩CN for t > 0, and satisfies
(8.55).
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We can then compute the derivative of W 2
2 (µt, µ̃t): for L 1-a.e. t > 0, we can choose an arbitrary

µt ∈ Γo(µt, µ̃t), in particular a coupling in Pf,N (X× X), obtaining, by Theorem 2.13(6b),

d

dt

1

2
W 2

2 (µt, µ̃t) =

∫
⟨vt(x0)− f̂◦[µ̃t](x1), x0 − x1⟩dµt(x0, x1) ≤ λW 2

2 (µt, ν)

by λ-dissipativity of F̂N , since (iX, f̂
◦[µ̃t])♯µ̃t ∈ F̂N by Corollary 8.24(2). We thus have that

µt = µ̃t for every t ≥ 0 and vt = f̂◦[µt]. □

Remark 8.28. The example of 1
2 -dissipative PVF F, with X = R discussed in Remark 4.3 provides

also a counterexample to the validity of the above Theorem 8.27 in case dim(X) = 1 and F is not

totally 1
2 -dissipative: the evolutions driven by F and F̂ should coincide by Theorem 8.27, but

this is impossible since F̂ is maximal totally 1
2 -dissipative and the evolution driven by F splits

mass, a contradiction with Theorem 4.2.

We can now fully justify the example given in the Introduction.

Example 8.29. Assume that dimX ≥ 2 and that F is a λ-dissipative single-valued deterministic
PVF induced by a map f : S (X,C) → X, where C is a core as in Definition 8.1. This means
that f induces a vector field fN : CN → XN defined on CN := I −1

N (CN ) (where CN is as

in (8.18)), which is an open subset of XN , whose vectors have distinct coordinates: for every
x = (x1, . . . , xN ) ∈ CN we have

fN (x) := (f(xn, ι ◦ IN (x)))n=1,...,N .

Clearly fN is invariant with respect to permutations, in the sense that fN (σx) = σfN (x), for
every x ∈ CN and every σ ∈ Sym(IN ). If F is demicontinuous in CN , fN is demicontinuous
(i.e. strongly-weakly continuous) in CN .

The previous theorem shows that starting from µN = 1
N

∑N
n=1 δxN

n
∈ CN the evolution µNt =

St(µ
N ), at least for a short time, has the form

µNt =
1

N

N∑
n=1

δxN
n (t) where ẋNn (t) = fN

n (xN (t)).

Such an evolution admits a unique extension (see Theorem 8.5) which in fact corresponds to
the unique maximal (and invariant by permutation) extension of the λ-dissipative vector field
fN to CN . It is then possible to follow the path of each single particle by using the Lagrangian
flow starting from µ0 ∈ C and defining N locally Lipschitz curves xNn (t) = st(x

N
n , µ0). If now

µN → µ0 as N → ∞ with a uniform control of the initial velocities, i.e.

sup
N

1

N

N∑
n=1

|fN
n (xN )|2 <∞,

then the measures µNt will converge to µt = St(µ0) for every t ≥ 0 in P2(X) and, by Theorem 4.9,

the measures carried on the discrete trajectories 1
N

∑N
n=1 δxN

n (·) ∈ P2(C([0, T ];X)) will converge

to s♯µ0 where s is the Lagrangian map starting from µ0 as in (4.14).

Example 8.30 (A kinetic model of collective motion). Consider in the phase space X := Rd×Rd the
evolution of N -particles characterized by position-velocity coordinates (xn, vn) ∈ X, n = 1, . . . , N ,
satisfying the system [DOr+06; CCR11]

ẋn(t) = vn(t),

v̇n(t) = (α− β|vn(t)|2)vn(t) +
1

N

N∑
m=1

h(xn(t)− xm(t)),
(8.58)
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with α ≥ 0, β > 0 and h : Rd → Rd a given Lipschitz vector field. For a given µ ∈ P2(X) we can
consider the lower semicontinuous and (−α)-totally convex functional ϕ : P2(X) → (−∞,+∞]

ϕ(µ) :=

∫
Rd×Rd

(β
4
|v|4 − α

2
|v|2
)
dµ(x, v), (8.59)

whose proper domain is D(ϕ) :=
{
µ ∈ P2(X) :

∫
|v|4 dµ(x, v) <∞

}
. The minimal selection of

−∂tϕ(µ) is given by (iX, g)♯µ with

g(x, v;µ) :=
(
0, (α− β|v|2)v

)
(8.60)

with proper domain D(∂tϕ) =
{
µ ∈ P2(X) :

∫
|v|6 dµ(x, v) <∞

}
.

We can also define the deterministic PVF induced as in (7.10) by h : S(X) → X

h(x, v;µ) :=
(
v,

∫
Rd×Rd

h(x− y) dµ(y, w)
)
. (8.61)

It is easy to check that a collection of N particles (xn(t), vn(t)) satisfies (8.58) if and only if the

measure µt =
1
N

∑N
n=1 δ(xn(t),vn(t)) is a Lagrangian solution of the system (4.10) associated with

the deterministic PVF

f(x, v;µ) := g(x, v;µ) + h(x, v;µ), µ ∈ D(∂tϕ). (8.62)

Since the Lagrangian representation of f corresponds to the sum of a maximal α-dissipative
operator (the subdifferential of ψ = ϕ ◦ ι) and a Lipschitz operator, it is maximal α-dissipative
thanks to [Bré73, Lemma 2.4, Chapter II], so that the deterministic PVF associated with (8.62)
is totally α-dissipative and we can apply all the results of Section 4.

In the following we give an example of totally dissipative MPVF F having a core contained in its
domain.

Example 8.31. Let W : X → (−∞,+∞] be a proper, lower semicontinuous, even and convex
function and denote by D(W ) its proper domain. Let B ⊂ X × X be a maximal dissipative
set (see Appendix A) and suppose that 0 ∈ int (D(W )) and int (D(B)) ̸= ∅. Possible examples
of W and B are given by the indicator of a convex set in X (or a function diverging at the
boundary of a convex set) and the gradient of a convex function in X (or its sum with a linear
and antisymmetric function) respectively. Let uW be an odd single-valued measurable selection
of ∂W and let vB be an arbitrary single-valued selection of B. We define the set

E := {µ ∈ Pc(X) : suppµ ⊂ int (D(B)) , suppµ− suppµ ⊂ int (D(W ))} ,

where Pc(X) denotes the subset of measures in P(X) with compact support. We define the
single-valued probability vector field F as follows:

F[µ] :=

{
(iX,−(uW ∗ µ) + vB)♯ µ, if µ ∈ E

∅ otherwise
, µ ∈ P2(X).

Notice that the convolution between uW and µ is well posed since µ is discrete; moreover
(uW ∗ µ) + vB ∈ L2(X, µ;X) if µ ∈ E; indeed vB and uW are both locally bounded in the
interior of the respective domains (see Corollary A.4 and Theorem A.3(3) and recall that
int (D(∂W )) = int (D(W ))), so that D(F) = E and F ⊂ P2(TX). It is not difficult to check that
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F is totally dissipative: for every γ ∈ Γ(µ, ν) and every µ, ν ∈ E,

1

2

∫
X×X

W (y1 − y2) d(ν ⊗ ν)(y1, y2)−
1

2

∫
X×X

W (x1 − x2) d(µ⊗ µ)(x1, x2)

≥ 1

2

∫
X4

⟨uW (x1 − x2), (y1 − y2)− (x1 − x2)⟩ d(γ ⊗ γ)(x1, y1, x2, y2)

=
1

2

∫
X3

⟨uW (x1 − x2), y1 − x1⟩dµ(x2) dγ(x1, y1)

+
1

2

∫
X3

⟨uW (x2 − x1), y2 − x2⟩dµ(x1) dγ(x2, y2)

=

∫
X×X

⟨(uW ∗ µ)(x), y − x⟩ dγ(x, y),

where we have used Fubini’s theorem and the fact that uW is odd. This immediately gives that∫
X×X

⟨(−uW ∗ µ)(x) + (uW ∗ ν)(y), x− y⟩ dγ(x, y) ≤ 0. (8.63)

Thus ∫
X×X

⟨−(uW ∗ µ)(x) + vB(x) + (uW ∗ ν)(y)− vB(y), x− y⟩dγ(x, y)

=

∫
X×X

⟨(−uW ∗ µ)(x) + (uW ∗ ν)(y), x− y⟩ dγ(x, y)

+

∫
X×X

⟨vB(x)− vB(y), x− y⟩ dγ(x, y)

≤ 0,

where we have used (8.63) and the dissipativity of B.
Given any unbounded directed subset N ⊂ N, we can define D as

D := {µ ∈ Pf,N(X) : suppµ ⊂ int (D(B)) , suppµ− suppµ ⊂ int (D(W ))} .

Trivially, being D ⊂ Pc(X), then D ⊂ D(F) ∩ Pf,N(X). Moreover, for any N ∈ N, the set
D∩Pf,N (X) is open in Pf,N (X) and convex along couplings in Pf,N (X×X), being both int (D(∂W ))
and int (D(B)) convex sets (see Corollary A.4 and Theorem A.3(3)). Thus, setting C :=
D ∩ P#N(X) and recalling Lemma 8.2, then Definition 8.1 is satisfied for C.

Example 8.32. Assume dimX ≥ 2. Let U ⊂ X be an open convex subset of X containing 0 (e.g. an
open ball of radious r > 0 centered at 0) and let A be the set of all measures µ ∈ P2(X) such that

suppµ−
∫
x dµ(x) ⊂ U.

In the case U is an open ball, A imposes the constraint that the support of µ is contained in
the ball with same radious as U centered at the barycenter of µ. We can then consider the set
D :=

⋃
N∈N(A ∩ Pf,N ) and inducing a corresponding core C as in Lemma 8.2.

Let f : S (X) → X be a map as in Theorem 7.6 inducing a λ-dissipative demicontinuous PVF F
by (7.10).
The restriction of f to S (X,C) induces a unique maximal totally λ-dissipative MPVF F′, whose
evolution corresponds to the evolution driven by f and constrained by A.

We conclude with an example of two probability vector fields F,G generating the same evolution
semigroup. The assumptions could be considerably refined: we just discuss a simple case, for
ease of exposition.



68 GIULIA CAVAGNARI, GIUSEPPE SAVARÉ, AND GIACOMO ENRICO SODINI

Example 8.33 (Superposition of PVFs). Let (Θ,T,m) be a probability space and let f : X×Θ → X
be a B(X)⊗ T-measurable map satisfying the properties

f(·, θ) : X → X is λ-dissipative and demicontinuous for m-a.e. θ ∈ Θ,

there exists A > 0 such that |f(x, θ)| ≤ A(1 + |x|2) for every x ∈ X and m-a.e. θ ∈ Θ.

We denote by πX : X×Θ → X the projection on the first component, πX(x, θ) := x, and we set

F[µ] := (πX,f)♯(µ⊗m), µ ∈ P2(X). (8.64)

Clearly

|F[µ]|22 =
∫
X

(∫
Θ
|f(x, θ)|2 dm(θ)

)
dµ(x) ≤ A(1 +m2

2(µ)) <∞

so that D(F) = P2(X). Using the plan Σ := (x0,f(x0, iΘ), x
1,f(x1, iΘ))♯(µ ⊗ m) where µ ∈

Γo(µ0, µ1), we see that F is λ-dissipative. Its barycentric selection (cf. (2.13)) G := bar (F) is a
deterministic PVF induced by the demicontinuous map

g(x) :=

∫
Θ
f(x, θ) dm(θ). (8.65)

G is a maximal totally λ-dissipative PVF (cf. Theorem 3.22). Whenever f(·, θ) is not constant in
a set Θ0 ⊂ Θ of positive m-measure (and therefore F ̸= G), then F cannot be totally λ-dissipative
since this would lead to a contradiction with the maximality of its barycentric projection G.
Applying [CSS23a, Corollary 5.23, Theorem 5.27], we know that F generates a unique λ-EVI
flow whose trajectories have the barycentric property, and therefore coincide with the Lagrangian
solutions of the flow generated by G, i.e. F and G generates the same evolution semigroup. It
would not be difficult to check that G coincides with the operator F̂ of Theorem 8.4 constructed
from the restriction of F to the core of discrete measures.

9. Geodesically convex functionals with a core dense in energy are totally
convex

In this section, we provide sufficient conditions for the total (−λ)-convexity property (cf. Section
5), λ ∈ R, of a functional ϕ : P2(X) → (−∞,+∞] which is proper, lower semicontinuous and
geodesically (−λ)-convex (see [AGS08, Definition 9.1.1]) with proper domain D(ϕ) := {µ ∈
P2(X) : ϕ(µ) < +∞}, where we assume dim(X) ≥ 2. This ensures the applicability of the results
of Section 5, in particular Theorem 5.4.
Recall that ϕ : P2(X) → (−∞,+∞] is geodesically (−λ)-convex if for any µ0, µ1 in D(ϕ) there
exists µ ∈ Γo(µ0, µ1) such that

ϕ(µt) ≤ (1− t)ϕ(µ0) + tϕ(µ1) +
λ

2
t(1− t)W 2

2 (µ0, µ1) ∀ t ∈ [0, 1],

where µt := xt♯µ.

Theorem 9.1 (Geodesic convexity vs total convexity). Assume that dimX ≥ 2, ϕ : P2(X) →
(−∞,+∞] is a proper l.s.c. geodesically (−λ)-convex functional such that D(ϕ) contains a N-core
C (see Definition 8.1) which is dense in energy, meaning that for every µ ∈ D(ϕ) there exists
(µn)n ⊂ C such that

µn → µ and ϕ(µn) → ϕ(µ).

Then ϕ is totally (−λ)-convex (cf. Section 5).

Proof. Notice that ϕ is geodesically (resp. totally) (−λ)-convex if and only if ϕλ := ϕ+ λ
2m

2
2(·)

is geodesically (resp. totally) convex. Moreover the assumptions of the present Theorem hold
for ϕ if and only if they hold for ϕλ. We can thus prove the Theorem only in case λ = 0. We
proceed in a few steps, keeping the notation of Section 8.1. First of all, we introduce a standard
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Borel space (Ω,B) endowed with a nonatomic probability measure P as in Definition B.1 and let
X := L2(Ω,B,P;X). We lift ϕ to the l.s.c. functional ψ : X → (−∞,+∞] defined as

ψ(X) := ϕ(ι(X)) for every X ∈ X. (9.1)

(1) The restriction of ψ to CN is continuous and locally convex.
By construction the function ψ is finite and lower semicontinuous in CN . It is also clear, recalling
Lemma 6.1, that for every X ∈ CN there is an open ball B of XN and centered at X such that
B ⊂ CN and the restriction of ψ to B is convex. Since B is open, it follows that ψ is locally
convex and continuous in CN : in particular it is convex along each segment contained in CN .

(2) For every X0, X1 ∈ CN we have

ψ((1− t)X0 + tX1) ≤ (1− t)ψ(X0) + tψ(X1). (9.2)

Let X0, X1 ∈ CN ; setting A := supp(ι(X0)) and B := supp(ι(X1)) we can apply Proposition 6.4
and use the fact that CN is relatively open to find X ′

1 ∈ CN such that X1(s) := (1−s)X1+sX
′
1 ∈

CN for every s ∈ [0, 1] and Xs,t := (1 − t)X0 + tX1(s) belongs to ON for every t ∈ [0, 1] and
s ∈ (0, 1]. Since CN is convex along collisionless couplings, we deduce that Xs,t ∈ CN for every
s, t ∈ (0, 1) and ψ(Xs,t) ≤ (1− t)ψ(X0) + tψ(X1(s)). Passing to the limit as s ↓ 0, using the the
lower semicontinuity of ψ and its continuity in CN we deduce (9.2).

(3) Let K ∈ N, X1, X2, · · ·XK ∈ CN and β1, · · · , βK ≥ 0 with
∑K

k=1 βk = 1 . For every ε > 0

there exist X ′
k ∈ CN with |Xk −X ′

k| < ε, k = 1, · · · ,K, such that
∑K

k=1 βkX
′
k ∈ CN .

It is sufficient to observe that the map SK : XK → X, SK(X1, · · · , XK) :=
∑K

k=1 βkXk is linear,
continuous, and surjective, in particular it is an open map. If X1, X2, · · ·XK ∈ CN and Bε is an
open ball of radious ε around the corresponding vector in XK and contained in (CN )K , SK

(
Bε)

is open in DN = co(CN ) so that its intersection with the open and dense subset CN is not empty.

(4) For every K ∈ N, X1, X2, · · ·XK ∈ CN and α1, · · · , αK ≥ 0 with
∑K

k=1 αk = 1 we have

ψ(
K∑
k=1

αkXk) ≤
K∑
k=1

αkψ(Xk). (9.3)

We argue by induction on the number K. By claim (2) the statement is true if K = 2. Let us
assume that it is true for K ∈ N and let us consider Xk ∈ CN , 1 ≤ k ≤ K + 1 and corresponding
coefficients αk. It is not restrictive to assume 0 < αK+1 < 1 and we set βk := αk/(1− αK+1),

1 ≤ k ≤ K, so that βk ≥ 0 and
∑K

k=1 βk = 1.
We can use the previous claim and for every ε > 0 we can find X ′

k(ε) ∈ CN with |X ′
k(ε)−Xk| < ε

such that X ′(ε) :=
∑K

k=1 βkX
′
k(ε) ∈ CN .

Using claim (2) we get

ψ
(
(1− αK+1)X

′(ε) + αK+1XK+1

)
≤ (1− αK+1)ψ

(
X ′(ε)

)
+ αK+1ψ

(
XK+1

)
.

Using the induction step we also get

(1− αK+1)ψ
(
X ′(ε)

)
≤

K∑
k=1

αkψ
(
X ′

k(ε)
)
.

Combining the two inequalities and passing to the limit as ε ↓ 0 using the lower semicontinuity
of ψ and its continuity in CN we conclude.

(5) ψ is convex in DN .
Let us consider the convex envelope of the restriction of ψ to DN = co(CN ) defined by

ψN (X) := inf
{ K∑

k=1

αkψ(Xk) : Xk ∈ CN , αk ≥ 0,
K∑
k=1

αk = 1,
K∑
k=1

αkXk = X, K ∈ N
}
, X ∈ DN .
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By the previous claim ψ(X) ≤ ψN (X) for every X ∈ DN . We then consider the lower semicon-
tinuous envelope ψ̄N : DN → (−∞,+∞] of ψN defined by

ψ̄N (X) := inf
{
lim inf
n→∞

ψN (Xn) : Xn ∈ DN , Xn → X as n→ ∞
}
, X ∈ DN .

Since ψ is lower semicontinuous and ψN is continuous in CN , we have

ψ(X) ≤ ψ̄N (X) for every X ∈ DN , ψ̄N (X) = ψN (X) = ψ(X) if X ∈ CN . (9.4)

We want to show that ψ ≡ ψ̄N in DN . Let us suppose that X ∈ DN , with ψ(X) <∞. We take
Y ∈ CN , so that Xt := (1 − t)X + tY ∈ DN for every t ∈ (0, 1] (since DN is convex and its
relative interior coincides with DN by Lemma 8.12) and Xt ∈ CN with possibly finite exceptions.
Therefore, possibly replacing Y with Xt0 for a sufficiently small t0 > 0, it is not restrictive to
assume that Xt ∈ CN for every t ∈ (0, 1] and ι2(X,Y ) is the unique optimal coupling between its
marginals (see Lemma 6.2) , so that ψ is convex along (Xt)t∈[0,1] being ϕ geodesically convex.
We deduce that

ψ̄N (Xt) = ψ(Xt) ≤ (1− t)ψ(X) + tψ(Y ) for every t ∈ (0, 1],

so that ψ̄N (X) ≤ lim inft↓0 ψ̄N (Xt) ≤ ψ(X).

(6) ψ is convex.
Let X,Y ∈ D(ψ), and let µ = ι(X), ν = ι(Y ) ∈ P2(X). We thus have that µ, ν ∈ D(ϕ) ⊂ C.
By density, we can find sequences (µn)n, (νn) ⊂ C such that W2(µn, µ) → 0, W2(νn, ν) → 0,
ϕ(µn) → ϕ(µ) and ϕ(νn) → ϕ(ν) as n → +∞. By the last part of Theorem B.5, we can find
sequences (Xn)n, (Yn)n ⊂ C∞ such that ιXn = µn, ιYn = νn, Xn → X and Yn → Y . Since
Xn ∈ CM(n), Yn ∈ CN(n) for some M(n), N(n) ∈ N and N is a directed set, we can find P (n) ∈ N

such that M(n) | P (n), N(n) | P (n); so that Xn, Yn ∈ DP (n). By claim (5), we we have that

ψ((1− t)Xn + tYn) ≤ (1− t)ψ(Xn) + tψ(Yn), for any n ∈ N.

Passing to the limit as n → ∞ and using the lower semicontinuity of ψ yield the sought
convexity. □

Remark 9.2 (Geodesic convexity implies total convexity for continuous functionals). Let ϕ :
P2(X) → R be a lower semicontinuous and geodesically (−λ)-convex functional which is ap-
proximable by discrete measures, i.e. for every µ ∈ P2(X) there exists a sequence µn ∈ P#N(X)
converging to µ such that ϕ(µn) → ϕ(µ) (e.g. ϕ is continuous). Then ϕ satisfies the assumptions
of Theorem 9.1 with C = P#N(X). This in particular gives that such kind of functionals are
totally (−λ)-convex and locally Lipschitz.
As a consequence, we notice that non totally (−λ)-convex functionals cannot be approximated
in the Mosco sense by everywhere finite, continuous and geodesically (−λ)-convex functionals
defined on P2(X) (this is because total (−λ)-convexity is preserved by the Mosco limit).

As previously mentioned, thanks to Theorem 9.1 we are allowed to apply all the results obtained in
Section 5 to the totally (−λ)-convex functional ϕ. In particular, we get existence and uniqueness

of the λ-EVI solution for the MPVF F := −∂ϕ starting from µ0 ∈ D(ϕ) and its Lagrangian
characterization as the law of the semigroup generated by −∂ψ, where ψ is defined as in (9.1).
We conclude the section by showing that the total subdifferential −∂tϕ := ι2(−∂ψ) coincides
with the operator F̂ obtained by the N-core construction of Theorem 8.4.

Proposition 9.3. Let us suppose that dimX ≥ 2, ϕ : P2(X) → (−∞,+∞] is a proper,
l.s.c. geodesically (−λ)-convex functional such that D(∂ϕ) contains a N-core C which is dense in
energy in the sense that for every µ ∈ D(ϕ) there exists (µn)n ⊂ C s.t.

µn → µ, ϕ(µn) → ϕ(µ).
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The maximal totally λ-dissipative MPVF F̂, obtained by Theorem 8.4 starting from the minimal
selection −∂◦ϕ restricted to C, coincides with −∂tϕ defined as in Section 5. Equivalently, if
ψ := ϕ ◦ ι and F̂ is the Lagrangian representation of F̂, then

F̂ = −∂ψ.

Proof. By Theorem 9.1, we have that ϕ is totally (−λ)-convex so that we can apply the results of
Section 5. By Propositions 5.1 and 5.2 we know that ∂◦ϕ coincides with ∂◦

tϕ and ∂◦
tϕ is totally

λ-dissipative.
Theorem 8.6 shows that F̂ provides the unique maximal totally λ-dissipative extension of the
restriction of ∂◦

tϕ to C with domain included in C. Therefore, F̂ must coincide with ∂tϕ, being
∂tϕ maximal totally λ-dissipative as well (cf. Proposition 5.1) and observing that by Proposition
5.2(3) we have D(∂tϕ) = D(∂ϕ) ⊂ C. □

Appendix A. Dissipative operators in Hilbert spaces and extensions

In this section, we recall useful definitions, properties and results on λ-dissipative operators in
Hilbert spaces used in Sections 3 and 8, with λ ∈ R. Our main reference is [Bré73].
Let H be a Hilbert space with norm | · | and scalar product ⟨·, ·⟩. Given E ⊂ H, we denote by
co(E) the convex hull of E and by co (E) its closure. Given an operator B ⊂ H ×H (which
we identify with its graph) we define its sections Bx ≡ B(x) := {v ∈ H : (x, v) ∈ B} and its
domain D(B) := {x ∈ H : Bx ̸= ∅}. An operator B ⊂ H ×H is λ-dissipative (λ ∈ R) if

⟨v − w, x− y⟩ ≤ λ|x− y|2 for every (x, v), (y, w) ∈ B. (A.1)

A λ-dissipative operator B is maximal if it is maximal w.r.t. inclusion in the class of λ-dissipative
operators or, equivalently, if [Bré73, Chap. II, Def. 2.2]

(x, v) ∈ H ×H, ⟨v − w, x− y⟩ ≤ λ|x− y|2 for every (y, w) ∈ B ⇒ (x, v) ∈ B. (A.2)

Remark A.1 (Dissipativity, monotonicity). Let B ⊂ H ×H; we define −B := {(x,−v) : (x, v) ∈
B} and we say that B is λ-monotone if −B is (−λ)-dissipative. It is easy to check that B
is λ-dissipative if and only if Bλ := B − λiH is 0-dissipative (or simply, dissipative) if and
only if −Bλ is 0-monotone (or simply, monotone). The same holds for maximal λ-dissipativity,
maximal dissipativity and maximal monotonicity (with analogous definition). Observe also that
D(B) = D(Bλ) = D(−Bλ).

We list in the following theorems a few well known properties of λ-dissipative operators that have
been extensively used in the previous sections. Since these results are more commonly known
for λ = 0 (cf. [Bré73]), we prefer to state them here in the general case. For this reason, in the
proofs, we point out only the changes that have to be made compared to the case λ = 0. Recall
that λ+ := λ ∨ 0 and we set 1/λ+ = +∞ if λ+ = 0.

Theorem A.2. Let B ⊂ H ×H be a λ-dissipative operator. Then:

(1) B is maximal if and only if the resolvent operator Jτ := (iH − τB)−1 is a (1− λτ)−1-
Lipschitz continuous map defined on the whole H for every 0 < τ < 1/λ+;

(2) there exists a maximal extension B̂ of B (meaning that B ⊂ B̂ and B̂ is maximal
λ-dissipative) whose domain is included in co (D(B)).

Proof. (1) We can use Remark A.1 and apply [Bré73, Proposition 2.2] to −Bλ and then obtain
that B is maximal λ-dissipative if and only if ((1+λϑ)iH−ϑB)−1 is a contraction on H for every
ϑ > 0. Since x 7→ x/(1− λx) is a bijection between (0, 1/λ+) and (0,+∞), this is equivalent to
say that ((1− λτ)−1(iH − τB))−1 is a contraction on H for every 0 < τ < 1/λ+ which is to say
that Jτ is a (1− λτ)−1-Lipschitz map defined on the whole H.
(2) This follows immediately from Remark A.1 and [Bré73, Corollary 2.1]. □
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Theorem A.3. Let B be a maximal λ-dissipative operator. Then:

(1) B is closed in the strong-weak (or the weak-strong) topology in H ×H;
(2) for every x ∈ D(B), the section Bx is closed and convex so that it contains a unique

element of minimal norm denoted by B◦x;

(3) if int (co(D(B))) ̸= ∅, then int (D(B)) is convex, int (D(B)) = int
(
D(B)

)
̸= ∅ and B is

locally bounded in the interior of its domain;
(4) D(B) is convex and for every x ∈ D(B), Jτx→ x as τ ↓ 0;

(5) for every 0 < τ < 1/λ+, the Moreau-Yosida approximation of B, Bτ := Jτ−iH
τ , is maxi-

mal λ
1−λτ -dissipative and 2−λτ

τ(1−λτ) -Lipschitz continuous. Moreover, for every x ∈ D(B),

(1− λτ)|Bτx| ↑ |B◦x|, as τ ↓ 0,

Bτx→ B◦x, as τ ↓ 0,

|Bτx−B◦x|2 ≤ |B◦x|2 − (1− 2λτ)|Bτx|2, for 0 < τ < 1/λ+.

If x /∈ D(B), then |Bτx| → +∞. Finally, Bτ → B in the graph sense:

for every (x, v) ∈ B there exists (xτ )τ>0 ⊂ H such that xτ → x, Bτxτ → v, as τ ↓ 0.

(6) B◦ is a principal selection of B i.e.

(x, v) ∈ D(B)×H, ⟨v−B◦y, x−y⟩ ≤ λ|x−y|2 for every y ∈ D(B) ⇒ (x, v) ∈ B. (A.3)

Proof. (1) and (2) follow immediately from (A.2).
(3) follows immediately by Remark A.1 and [Bré73, Proposition 2.9].
(4) follows by Remark A.1 and [Bré73, Theorem 2.2] observing that

lim
τ↓0

Jτx = lim
ϑ↓0

(1 + λϑ)(iH + ϑ(−Bλ))−1x = x.

(5) The Lipschitz constant of Bτ can be estimated by 1
τ (L+1), where L is the Lipschitz constant

of Jτ , so that the value of the constant follows by Theorem A.2(1). The fact that Bτ is λ/(1−λτ)
dissipative is a consequence of the inequality

⟨Bτx−Bτy, x− y⟩ = 1

τ
⟨Jτx− Jτy, x− y⟩ − 1

τ
|x− y|2 ≤ λ

1− λτ
|x− y|2,

where we used the Lipschitz continuity of Jτ . Maximality of Bτ follows by Remark A.1 and
[Bré73, Proposition 2.6]. The fact that (1− λτ)|Bτx| is increasing and bounded from above by
|B◦x| follows precisely as in the proof of [Bré73, Proposition 2.6]: exploiting the dissipativity
inequality

⟨B◦x−Bτx, x− Jτx⟩ ≤ λ|x− Jτx|2

one gets that |Bτx|2(1− λτ) ≤ ⟨B◦x,Bτx⟩ for every x ∈ D(B). Substituting to B, in the same
inequality, the λ/(1− λη)-dissipative operator Bη, we get that

|Bη+τx|2(1− λ(τ + η)) ≤ (1− λη)⟨Bηx,Bη+τx⟩ for every x ∈ H and every 0 < η, τ < 1/λ+.

This shows that the quantity (1 − λτ)|Bτx| is nondecreasing as τ ↓ 0 for every x ∈ H. This
means in particular that there exists the limit ℓ := limτ↓0 |Bτx| ∈ [0,+∞]. The above estimate
also gives that

|Bη+τx−Bηx|2 ≤ |Bηx|2 −
1− λ(η + 2τ)

1− λη
|Bη+τx|2 for every x ∈ H, (A.4)

so that (Bτx)τ is Cauchy whenever it is bounded. Thus, if x ∈ D(B), then (1−λτ)|Bτx| ≤ |B◦x|
so that Bτx→ v for some v ∈ H. By (1), (x, v) ∈ B and |v| ≤ |B◦x| which implies that v = B◦x.
On the other hand, if x /∈ D(B), we have that |Bτx| → +∞: indeed, if by contradiction |Bτx|
is bounded, then we have shown that Bτx must converge to some v ∈ H so that we also have
Jτx = τBτx+ x→ x. Since (Jτx,Bτx) ∈ B and (Jτx,Bτx) → (x, v), by (1) we deduce that
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(x, v) ∈ B, a contradiction. Observe that passing to the limit as η ↓ 0 in (A.4), we get that
|Bτx−B◦x|2 ≤ |B◦x|2 − (1− 2λτ)|Bτx|2. To conclude the proof of (5) we only need to show
the graph convergence of Bτ to B. Let (x, v) ∈ B and let us define xτ := x− τv. Then xτ → x
and Jτxτ = x. Then Bτxτ = (x− xτ )/τ = v.
(6) Follows exactly as in [Bré73, Proposition 2.7]: performing similar computations, we get

1

2
⟨y1 − y2, x1 − x2⟩ ≤ −⟨y1 + y2, x− Jτx⟩+ λ(|Jτx− x1|2 + |Jτx− x2|2)

for every (x1, y1), (x2, y2) ∈M , where

M = {(y, w) ∈ D(B)×H : ⟨B◦x− w, x− y⟩ ≤ λ|x− y|2 for every x ∈ D(B)},
and x := (x1 + x2)/2. Passing to the limit as τ ↓ 0 we obtain that M is λ-dissipative so that,
since B ⊂ M , we get that M = B. □

For the next result we recall that a proper functional ψ : H → (−∞,+∞] is said to be λ-convex
if the map x 7→ ψ(x)− λ

2 |x|
2 is convex. Its Fréchet subdifferential ∂ψ is characterized by

(x, v) ∈ ∂ψ ⇔ x ∈ D(ψ) and ψ(y)− ψ(x) ≥ ⟨v, y − x⟩+ λ

2
|x− y|2 for every y ∈ H.

Corollary A.4. Let ψ : H → (−∞,+∞] be a proper, lower semicontinuous and (−λ)-convex
function. Then −∂ψ is a maximal λ-dissipative operator. Moreover, denoting by B := −∂ψ, we
have that

lim
τ↓0

ψ(x)− ψ(Jτx)

τ
= |B◦x|2 for every x ∈ D(B),

1

2τ
|x− Jτx|2 + ψ(Jτx) <

1

2τ
|x− y|2 + ψ(y) for every x, y ∈ H, y ̸= Jτx.

Proof. Notice that ψλ := ψ + λ
2 | · |

2 is convex and that ∂ψλ = ∂ψ + λiX so that by [Bré73,
Example 2.3.4] and Remark A.1, the operator −∂ψλ is maximal dissipative and thus −∂ψ is
maximal λ-dissipative. By definition of subdifferential of a (−λ)-convex function, we have that
for every 0 < τ < 1/λ+ it holds

ψ(x)− ψ(Jτx) ≥ ⟨Bτx,Jτx− x⟩ − λ

2
|Jτx− x|2 = τ |Bτx|2 −

λ

2
|Jτx− x|2,

ψ(Jτx)− ψ(x) ≥ ⟨B◦x, x− Jτx⟩ −
λ

2
|Jτx− x|2 = −τ⟨B◦x,Bτx⟩ −

λ

2
|Jτx− x|2.

Dividing the first (resp. the second) inequality by τ > 0 (resp. −τ < 0) and passing to the lim inf
(resp. to the lim sup) as τ ↓ 0, gives the desired equality thanks to Theorem A.3(5). The fact that
the limit diverges outside the domain ofB follows again by Theorem A.3(5) and the first inequality
above. The last assertion follows simply observing that y 7→ Ψ(τ, x; y) := 1

2τ |x − y|2 + ψ(y)
is proper and strictly convex, so that z is a strict minimum point for Ψ(τ, x; ·) if and only if
0 ∈ ∂Ψ(τ, x; z), which is satisfied if and only if z = Jτx. □

Theorem A.5. Let B be a maximal λ-dissipative operator and let x0 ∈ D(B). There exists a
unique locally Lipschitz function x : [0,+∞) → H, with x(0) = x0, such that:

(1) x(t) ∈ D(B) for every t > 0;
(2) ẋ(t) ∈ Bx(t) for a.e. t > 0;
(3) the map t 7→ B◦x(t) is right continuous, t 7→ x(t) is right differentiable at every t ≥ 0

and its right derivative at t coincides with B◦(x(t)) for every t ≥ 0;
(4) the function t 7→ e−λt|B◦x(t)| is decreasing in [0,+∞).

Moreover, if x, y : [0,+∞) → H are solutions of the differential inclusion in (2), then

|x(t)− y(t)| ≤ eλt|x(0)− y(0)| for every t ≥ 0.
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Proof. The proof of the last assertion is trivial. The proof of the points (1),(2),(3) and (4) is
completely analogous to the one of [Bré73, Theorem 3.1] with only few differences that we point
out in case λ ̸= 0. In what follows, we take 0 < τ, η < 1/λ+. To prove existence one starts from
the approximate problems

ẋτ −Bτxτ = 0

which have unique smooth solutions thanks to e.g. [Bré73, Theorem 1.6] together with the
estimate

|Bτxτ (t)| = |ẋτ (t)| ≤ e
λt

1−λτ |Bτx0| ≤
e

λt
1−λτ

1− λτ
|B◦x0| for every t ≥ 0, (A.5)

still provided by [Bré73, Theorem 1.6] and Theorem A.3(5). Performing the same computations
of the proof of [Bré73, Theorem 3.1], using λ-dissipativity instead of monotonicity, one obtains

|xτ (t)− xη(t)| ≤ C(λ, t)|B◦x0|
√
τ + η for every t ≥ 0,

where C(λ, t) is a positive constant that depends in a continuous way only on λ and t. This
proves that xτ converges locally uniformly to x on [0,+∞) with the estimate

|xτ (t)− x(t)| ≤ C(λ, t)|B◦x0|
√
τ for every t ≥ 0. (A.6)

Since

|Jτxτ − xτ | = τ |Bτxτ | ≤ τ
e

λt
1−λτ

1− λτ
|B◦x0|,

we also get that Jτxτ converges to x locally uniformly in [0,+∞) and this, together with the
estimate (A.5) and Theorem A.3(1), shows that x(t) ∈ D(B) and |B◦x(t)| ≤ eλt|B◦x0| for every
t ≥ 0; in particular this proves (1). Since |ẋτ | is uniformly bounded on every interval [0, T ] by
(A.5), it converges weakly∗ in L∞([0, T ];H) (and thus also weakly in L2([0, T ];H)) to a function
v ∈ L∞([0, T ];H) which turns out to be the almost everywhere derivative of x in [0, T ] (cf. [Bré73,
Appendix]) so that, applying Theorem A.3(1) to the extension of B to L2([0, T ];H) (see [Bré73,
Examples 2.1.3, 2.3.3] and Remark A.1), we obtain (2) and also the inequality

|ẋ(t)| ≤ eλt|B◦x0| for a.e. t > 0. (A.7)

Observing now that, for every t0 ≥ 0, t 7→ x(t+ t0) is a solution of (2) with initial datum x(t0),
we get that |B◦x(t + t0)| ≤ eλt|B◦x(t0)| which proves (4). It remains only to prove (3). The
right continuity of t 7→ |B◦x(t)| follows precisely as in [Bré73, Theorem 3.1]: it is enough to
prove it at t = 0; if 0 < tn < 1 is such that tn ↓ 0, then |B◦(x(tn))| ≤ eλ+ |B◦x0| by (4), so that,
up to a unrelabeled subsequence, B◦(x(tn)) converges weakly to some v ∈ H. Since x(tn) → x0
and thanks to Theorem A.3(1), v belongs to Bx0. However |v| ≤ |B◦x0| so that it must be
v = B◦x0. The strong convergence follows observing that lim sup |B◦(x(tn))| ≤ |v| = |B◦x0|.
Being the limit independent of the subsequence, we obtain convergence of the whole sequence.
We still follow the proof of [Bré73, Theorem 3.1] to prove the right differentiability of x and the
inclusion for its right derivative: for every t0, h > 0 we have that

|x(t0 + h)− x(t0)| =
∣∣∣∣∫ t0+h

t0

ẋ(s) ds

∣∣∣∣ ≤ eλh − 1

λ
|B◦(x(t0))|,

where we have applied (A.7) to t 7→ x(t+ t0). If t0 is a point of differentiability for x(t) such
that ẋ(t0) ∈ Bx(t0), dividing by h and passing to the limit as h ↓ 0 in the above inequality,
we get that |ẋ(t0)| ≤ |B◦x(t0)| so that ẋ(t0) = B◦x(t0). We can thus integrate this equality in
[t0, t0 + h] for every t0 ≥ 0 and every 0 < h < 1 to obtain that

lim
h↓0

x(t0 + h)− x(t0)

h
= lim

h↓0

∫ 1

0
B◦x(t0 + sh) ds = B◦x(t0),

where we used the right continuity of t 7→ B◦(x(t)) and the dominated convergence theorem that
we can apply since |B◦x(t0 + rh)| ≤ eλ+ |B◦x(t0)| by (4). This concludes the proof of (3). □
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Theorem A.6. If B is maximal λ-dissipative, there exists a semigroup of Lipschitz transforma-
tions St : D(B) → D(B) such that, for every x ∈ D(B), the curve t 7→ x(t) := Stx is the unique
solution of the differential inclusion ẋ(t) ∈ Bx(t), for a.e. t > 0, starting from x. Moreover, we
have

|Stx− Sty| ≤ eλt|x− y| for every x, y ∈ D(B) and every t ≥ 0. (A.8)

Finally, for every x ∈ D(B) we have that

Jn
t/nx→ Stx as n→ +∞

and for every T ≥ 0 there exist N(λ, T ) ∈ N, C(λ, T ) > 0 (with C(0, T ) = 2T ) such that

|Jn
t/nx− Stx| ≤ C(λ, T )

|B◦x|√
n

for every 0 ≤ t ≤ T, n ≥ N(λ, T ), x ∈ D(B). (A.9)

Proof. The first assertion follows by extending by continuity the semigroup (whose existence

follows by Theorem A.5) from D(B) to the whole D(B) (see also [Bré73, Remark 3.2]). The
second assertion for λ < 0 follows immediately from [Bré73, Corollaries 4.3, 4.4] applied to
−B. We only prove the second assertion in case λ > 0 following the same strategy of [Bré73,
Corollaries 4.3, 4.4]. We fix x0 ∈ D(B) and we consider as in the proof of Theorem A.5 the
approximated problems

ẋτ (t)−Bτxτ (t) = 0, xτ (0) = x0,

where we are assuming from now on that 0 < τ < 1/λ. By [Bré73, Theorem 1.7] we have that

|xτ (t)− Jn
τ x0| ≤ (1− λτ)−neλt|x0 − Jτx0|

((
n− t

τ(1− λτ)

)2

+
t

τ(1− λτ)

)1/2

≤ |B◦x0|(1− λτ)−n−1eλt

((
τn− t

1− λτ

)2

+
tτ

1− λτ

)1/2

,

where we have also used that Jτ is (1− λτ)−1-Lipschitz continuous (see Theorem A.2(1)) and
Theorem A.3(5). Using this inequality together with (A.6) with τ = t/n we get that for every
T ≥ 0 we can find an integer N(λ, T ) and a positive constant C(λ, T ) such that

|Jτx0 − Stx0| ≤ C(λ, T )
|B◦x0|√

n
for every n ≥ N(λ, T ) and every t ∈ [0, T ].

This proves (A.9) and also the convergence of Jn
t/nx0 to Stx0, whenever x0 ∈ D(B). In case

y0 ∈ D(B) and x0 ∈ D(B) we can estimate

|Jn
t/ny0 − Sty0| ≤ |Jn

t/ny0 − Jn
t/nx0|+ |Sty0 − Stx0|+ |Stx0 − Jn

t/nx0|

≤ |x0 − y0|
(
(1− λt/n)−n + eλt

)
+ |Stx0 − Jn

t/nx0|,

where we have used again Theorem A.2(1). Passing to the limit as n→ +∞ gives that

lim sup
n→+∞

|Jn
t/ny0 − Sty0| ≤ 2eλt|x0 − y0|

ans passing to the inf w.r.t. x0 ∈ D(B) gives the sought convergence. □

The following result corresponds to [Bré73, Theorem 3.3] and concerns the regularizing effect
for the semigroup generated by maximal λ-dissipative operators whose domain has nonempty
interior.

Theorem A.7. Let B be a maximal λ-dissipative operator such that int (D(B)) ≠ ∅ and let

x0 ∈ D(B). Then the curve x(t) := Stx0, t ≥ 0 (cf. Theorem A.6) has the following properties:

(1) x is locally absolutely continuous in [0,+∞) and locally Lipschitz in (0,+∞);
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(2) x(t) ∈ D(B) for every t > 0;
(3) there exists a constant C > 0 (depending solely on x0, λ and B) such that

Iλ(t)|ẋ(t)| ≤ C for a.e. t ∈ (0, 1), (A.10)

where

Iλ(t) :=

∫ t

0
eλ(s−t) ds =

{
1−e−λt

λ if λ ̸= 0,

t if λ = 0,
t ≥ 0. (A.11)

Proof. The proof closely follows the one of [Bré73, Theorem 3.3] and it is divided in several
claims.

Claim 1. For every y ∈ int (D(B)) there exist ϱ,M > 0 such that

ϱ|v| ≤ ⟨v, y − x⟩+M(|x− y|+ ϱ) + λ+(|x− y|+ ϱ)2 for every (x, v) ∈ B.

Let y ∈ int (D(B)) and let (x, v) ∈ B be fixed. By Theorem A.3(3), there exist ϱ,M > 0 such
that, for every z ∈ H with |z| = 1 and every w ∈ B(y − ϱz), it holds |w| ≤ M . Testing the
λ-dissipativity of B with (x, v), (y − ϱz, w) ∈ B, we get

⟨v − w, x− y + ϱz⟩ ≤ λ|x− y + ϱz|2

so that

ϱ⟨v, z⟩ ≤ ⟨v, y − x⟩+ λ+(|x− y|2 + 2ϱ⟨x− y, z⟩+ ϱ2|z|2) +M(|x− y|+ ϱ|z|)
≤ ⟨v, y − x⟩+M(|x− y|+ ϱ) + λ+(|x− y|+ ϱ)2.

Passing to the supremum in z ∈ H with |z| = 1 proves the claim.

We consider, as in the proof of Theorem A.5, the approximated problems

ẋτ (t)−Bτxτ (t) = 0, xτ (0) = x0,

where we are assuming from now on that 0 < τ < 1/λ+.

Claim 2. For every T > 0, the curves xτ and Jτxτ converge to t 7→ Stx0 uniformly in [0, T ] as
τ ↓ 0.

Let us first show that xτ converges to t 7→ Stx0 uniformly in [0, T ]: let us denote by (Sτ
t )t≥0 the

semigroup associated by Theorem A.6 to the maximal λ
1−λτ -dissipative operator Bτ (cf. Theorem

A.3(5)), so that in particular xτ (t) = Sτ
t x0 for every t ≥ 0. For every y0 ∈ D(B) and t ∈ [0, T ],

we estimate

|xτ (t)− Stx0| ≤ |Sτ
t x0 − Sτ

t y0|+ |Sτ
t y0 − Sty0|+ |Sty0 − Stx0|

≤ e
λ

1−λτ
t|x0 − y0|+ C(λ, t)|B◦y0|

√
τ + eλt|x0 − y0|

≤
(
e

λ+

1−λτ
T + eλ

+T

)
|x0 − y0|+ sup

t∈[0,T ]
C(λ, t)|B◦y0|

√
τ ,

where we have used (A.8) for B and Bτ and (A.6). Passing first to supt∈[0,T ], then to the limit

as τ ↓ 0 and finally to the infimum w.r.t. y0 ∈ D(B), gives the sought uniform convergence of xτ
to t 7→ Stx0 in [0, T ]. The argument for Jτxτ is similar: for every t ∈ [0, T ] and every y0 ∈ D(B)
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we estimate

|Jτxτ (t)− Stx0| ≤ |Jτxτ (t)− JτStx0|+ |JτStx0 − JτSty0|+ |JτSty0 − Sty0|+ |Sty0 − Stx0|

≤ 1

1− λτ
|xτ (t)− Stx0|+

(
eλt

1− λτ
+ eλt

)
|x0 − y0|+ τ |BτSty0|

≤ 1

1− λτ
|xτ (t)− Stx0|+

(
eλt

1− λτ
+ eλt

)
|x0 − y0|+

τeλt

1− λτ
|B◦y0|

≤ 1

1− λτ
sup

t∈[0,T ]
|xτ (t)− Stx0|+

(
eλ

+T

1− λτ
+ eλ

+T

)
|x0 − y0|+

τeλ
+T

1− λτ
|B◦y0|

where we have used the (1− λτ)−1-Lipschitzianeity of Jτ coming from Theorem A.2(1), (A.8)
for B, the definition of Bτ , Theorem A.3(5) and Theorem A.5(4) applied to B (notice that this
is possible since y0 ∈ D(B)). Passing first to supt∈[0,T ], then to the limit as τ ↓ 0 and finally to

the infimum w.r.t. y0 ∈ D(B), concludes the proof of the claim.

Claim 3. For every T > 0 there exists a constant M > 0 (not depending on τ) such that
|Bτxτ (T )| ≤M for every 0 < τ < 1/λ+.
We fix some y ∈ int (D(B)) and we apply Claim 1 to (x, v) := (Jτxτ (t),Bτxτ (t)) ∈ B, with
t ∈ [0, T ] and 0 < τ < 1/λ+ so that

ϱ |Bτxτ (t)| ≤ −1

2

d

dt
|xτ (t)− y|2 +Mϱ+M |Jτxτ (t)− y|+ λ+ (|Jτxτ (t)− y|+ ϱ)2 .

Integrating in [0, T ] and using Theorem A.5(4) applied to Bτ , we get

ϱ |Bτxτ (T )| I λ
1−λτ

(T ) ≤ 1

2
|x0−y|2+MϱT +

∫ T

0

[
M |Jτxτ (t)− y|+ λ+ (|Jτxτ (t)− y|+ ϱ)2

]
dt.

By Claim 2, the right hand side of the previous inequality is uniformly bounded (w.r.t. τ ∈
(0, 1/λ+)) so that we conclude the proof of the claim.

Claim 4. Proof of points (1), (2) and (3).
By Claim 3, we have that for every t > 0, up to an unrelabeled subsequence, Bτxτ (t)⇀ v for
some v ∈ H. By Claim 2, we have that Jτxτ (t) → Stx0 so that we deduce by Theorem A.3(1)
that Stx0 ∈ D(B); this proves (2). We can then fix some y ∈ int (D(B)) and apply Claim 1 to
(x, v) := (x(t), ẋ+(t)), t > 0, where ẋ+(t) is the right derivative of t 7→ x(t) at t. Indeed, since
Stx0 = St−δ(Sδx0) and Sδx0 ∈ D(B) for every 0 < δ < t by (2), we can apply Theorem A.5(3)
to get that (x(t), ẋ+(t)) ∈ B. We then obtain

ϱ|ẋ+(t)| ≤ −1

2

d

dt
|x(t)− y|2 +Mϱ+M |x(t)− y|+ λ+(|x(t)− y|+ ϱ)2.

Integrating the above inequality in [s, 1] for any 0 < s < 1, we get

ϱ

∫ 1

s
|ẋ+(t)| dt ≤

1

2
|x0 − y|2 +Mϱ+

∫ 1

s

[
M |x(t)− y|+ λ+(|x(t)− y|+ ϱ)2

]
dt.

Thanks to (A.8) and Theorem A.5(4) we have that for every t ∈ [s, 1] it holds

|x(t)− y| ≤ eλt|x0 − y|+ |Sty − y| ≤ eλ
+
(|x0 − y|+ |B◦y|).

This proves that there exists some constant C > 0 (depending solely on x0, λ, y, ϱ and M) such
that ∫ 1

s
|ẋ+(t)|dt ≤ C for every s ∈ (0, 1).

Being the constant independent on s, we conclude that x is absolutely continuous in (0, 1); using
also Theorem A.5, this proves (1). To prove (3), it is enough to use the above estimate with
Theorem A.5(3),(4). □
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Proposition A.8. Let B be a maximal λ-dissipative operator, let Y ⊂ H be a closed subspace
and suppose that Y is invariant for the resolvent of B, i.e. Jτx ∈ Y for every x ∈ Y. Then the
operator BY := B ∩ (Y× Y) has the following properties:

(i) BY is maximal λ-dissipative in Y;
(ii) the resolvent (resp. the semigroup) of B coincides with the resolvent (resp. the semigroup)

of BY when restricted to Y.
(iii) D(BY) = D(B) ∩ Y;

(iv) D(BY) = D(B) ∩ Y;
(v) (BY)

◦x = B◦x for every x ∈ D(BY).

Proof. It is clear that the restriction of Jτ , the resolvent of B, to Y provides the resolvent
operator for BY and it is a (1−λτ)−1-Lipschitz map defined on the whole Y: by Theorem A.2(1),
BY is maximal λ-dissipative in Y. This proves (i) and (ii), also using the exponential formula
(cf. Theorem A.6). To prove (iii), it is enough to show the inclusion “⊃”: if x ∈ D(B) ∩ Y,
then (Jτx − x)/τ ∈ Y is bounded by Theorem A.3(5) and, by the same result together with
(ii), it must be that x ∈ D(BY). The inclusion “⊂” in (iv) follows by (iii), while the inclusion

“⊃” follows simply noticing that, if x ∈ D(B) ∩ Y, then Jτx → x by Theorem A.3(4) and
Jτx ∈ D(B) ∩ Y = D(BY). Assertion (v) follows again by Theorem A.3(5). □

Corollary A.9. Let B be a maximal λ-dissipative operator and suppose that H has finite
dimension. Then the conclusions of Theorem A.7 hold.

Proof. Up to a translation, we can assume that 0 ∈ D(B). Let Y be the subspace generated by
D(B). Since H is finite dimensional, then Y is closed. We can thus apply Proposition A.8 and
obtain that BY := B ∩ (Y × Y) is maximal λ-dissipative in Y, has the same domain of B and
its semigroup coincides with the semigroup generated by B. Since H is finite dimensional, the
relative interior of co(D(BY)) in Y is nonempty and thus we conclude by Theorem A.3(3) that
the relative interior of D(BY) in Y is nonempty, so that we can apply Theorem A.7 to BY and
obtain the conclusion of such theorem for the semigroup generated by B. □

Corollary A.10. Let B1 and B2 be maximal λ-dissipative operators with D(B1) = D(B2)
and let S1

t and S2
t be the semigroups of Lipschitz transformations associated to B1 and B2

respectively given by Theorem A.6. If for every x ∈ D(B1) = D(B2) there exists δ > 0 such that
S1

tx = S2
tx for every 0 ≤ t < δ, then B1 = B2.

Proof. This can be proven as in [Bré73, Theorem 4.1]: let x ∈ D(B1) and let y ∈ D(B2); by
hypotesis, we can find some δ > 0 such that S1

tx = S2
tx and S1

t y = S2
t y for every 0 ≤ t < δ.

Thus, for every 0 ≤ t < δ, we have

⟨Stx− x

t
− Sty − y

t
, x− y⟩ ≤ 1

t
|Stx− Sty||x− y| − 1

t
|x− y|2

≤ eλt − 1

t
|x− y|2,

where we have used that St := S1
t = S2

t is eλt-Lipschitz by (A.8). Passing to the limit as t ↓ 0
and using Theorem A.5(3), we get that

⟨B◦
1x−B◦

2y, x− y⟩ ≤ λ|x− y|2.

By (A.2) we get that D(B1) = D(B2) and thus that B◦
1 = B◦

2. By (A.3) we thus get that
B1 = B2. □

The following proposition is a slight generalization of [Att79, Lemma 2.3] but we report its proof
for the reader’s convenience.
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Proposition A.11. Let B ⊂ H ×H be maximal λ-dissipative and let G ⊂ B be s.t. D(G) is
dense in D(B). Then for every x ∈ int (D(B)) it holds

Bx = co ({v ∈ H | ∃(xn, vn) ∈ G s.t. xn → x, vn ⇀ v}) . (A.12)

Proof. Let x ∈ int (D(B)) and let us define

Mx := co ({v ∈ H | ∃(xn, vn) ∈ G s.t. xn → x, vn ⇀ v}) .
If (xn, vn) ∈ G ⊂ B with xn → x and vn ⇀ v, by λ-dissipativity of B, we have that

⟨vn − w, xn − y⟩ ≤ λ|xn − y|2 ∀ (y, w) ∈ B.

Passing to the limit we get

⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀ (y, w) ∈ B,

so that v ∈ Bx by (A.2). This, together with the closure and convexity of Bx given by Theorem
A.3(2), proves that Mx ⊂ Bx. Let us prove the other inclusion by contradiction: suppose that
there is some v ∈ Bx s.t. v /∈ Mx. The sets {v} and Mx are disjoint, closed, convex and {v} is
also compact. By Hahn-Banach theorem we can find some z ∈ H with |z| = 1 s.t.

⟨v, z⟩ > ⟨u, z⟩ ∀u ∈ Mx. (A.13)

Since x ∈ int (D(B)), if we define zn := x+ z/n, we have that zn ∈ int (D(B)) for n sufficiently
large. We can thus find xn ∈ D(G) s.t. |xn − zn| < n−2. Clearly xn → x and it is easy to check
that (xn − x)/|xn − x| → z. Since xn ∈ D(G), we can find vn ∈ Gxn. Since B is maximal, it is
locally bounded (cf. Theorem A.3(3)) at x. Being G ⊂ B and being xn → x, the sequence (vn)
is bounded so that, up to an unrelabeled subsequence, it converges weakly to some point u ∈ H.
By λ-dissipativity of B we have

⟨v − vn, x− xn⟩ ≤ λ|x− xn|2 ∀n ∈ N,

so that, dividing by |xn − x| and passing to the limit, we obtain

⟨v − u, z⟩ ≤ 0,

a contradiction with (A.13) since, obviously, u ∈ Mx. □

The following proposition is an immediate consequence of [Qi83, Theorem 1] and Remark A.1.

Proposition A.12. Let B ⊂ H×H be λ-dissipative with open non empty convex domain. Then
there exists a unique maximal λ-disipative B̂ ⊃ B with D(B̂) ⊂ D(B) and it is characterized by

B̂ =
{
(x, v) ∈ D(B)×H | ⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀ (y, w) ∈ B

}
.

As a consequence of Propositions A.11 and A.12 we can prove the following.

Theorem A.13. Let B ⊂ H ×H be λ-dissipative with

C := D(B) is convex, int (D(B)) ̸= ∅.

Then there exists a unique maximal λ-dissipative B̂ ⊃ B with D(B̂) ⊂ C and it is characterized
by

B̂ =
{
(x, v) ∈ C ×H | ⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀ (y, w) ∈ B

}
. (A.14)

Moreover, for every x ∈ int
(
D(B̂)

)
it holds

B̂x = co ({v ∈ H | ∃(xn, vn) ∈ B s.t. xn → x, vn ⇀ v}) . (A.15)

Finally

int (C) = int
(
D(B̂)

)
⊂ D(B̂) ⊂ D(B̂) = C. (A.16)
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Proof. Let B′ be a λ-dissipative maximal extension of B with D(B′) ⊂ C, whose existence is

granted by Theorem A.2(2); by λ-dissipativity of B′ and since B ⊂ B′, then B′ ⊂ B̂, where B̂
is defined as in (A.14). We need to prove the other inclusion.

Since D(B) ⊂ D(B′) ⊂ C, we have that D(B′) = C. Moreover, being B′ maximal λ-dissipative
and being the interior of its domain nonempty, we have by Theorem A.3(3) that

int
(
D(B′)

)
is convex , int

(
D(B′)

)
= int

(
D(B′)

)
= int (C) .

It is then clear that B0 := B′∩(int (D(B′))×H) is λ-dissipative with open and nonempty convex
domain so that, by Proposition A.12, there exists a unique maximal λ-dissipative B′′ ⊃ B0 with

D(B′′) ⊂ D(B0) = int (D(B′)) = int (C) = C (C is convex) and it is characterized by

B′′ =
{
(x, v) ∈ C ×H | ⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀ (y, w) ∈ B0

}
. (A.17)

Since B′ ⊃ B0, B
′ is maximal λ-dissipative and D(B′) ⊂ C, it must be that B′ = B′′.

By (A.17), we need to prove that

B̂ ⊂
{
(x, v) ∈ C ×H | ⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀ (y, w) ∈ B0

}
. (A.18)

To this aim we apply Proposition A.11 to the maximal λ-dissipative B′ and its subset B noticing
that D(B) is dense in D(B′). In this way, we obtain that

B0y = co
(
By
)
, y ∈ D(B0), (A.19)

where
By = {u ∈ H | ∃(yn, un) ∈ B s.t. yn → y, un ⇀ u} .

If (x, v) ∈ B̂ and (y, w) ∈ D(B0)×H is such that w ∈ By, we can find a sequence (yn, un) ∈ B

s.t. yn → y and un ⇀ w; then, by the very definition of B̂, we have

⟨v − un, x− yn⟩ ≤ λ|x− yn|2 ∀n ∈ N,
so that, passing to the limit, we get

⟨v − w, x− y⟩ ≤ λ|x− y|2.

This proves that, if (x, v) ∈ B̂, then

⟨v − w, x− y⟩ ≤ λ|x− y|2 ∀w ∈ By, ∀ y ∈ D(B0). (A.20)

Finally, if (x, v) ∈ B̂ and (y, w) ∈ B0, we can find a sequence (Nn)n ⊂ N, numbers (αn
i )

Nn
i=1 ⊂ [0, 1]

and points (wn
i )

Nn
i=1 ⊂ By s.t.

Nn∑
i=1

αn
i = 1 ∀n ∈ N, lim

n→+∞

Nn∑
i=1

αn
i w

n
i = w.

By (A.20)

⟨v − wn
i , x− y⟩ ≤ λ|x− y|2 ∀i = 1, . . . , Nn, ∀n ∈ N,

so that, multiplying by αn
i and summing up w.r.t. i we obtain

⟨v −
Nn∑
i=1

αn
i w

n
i , x− y⟩ ≤ λ|x− y|2 ∀n ∈ N.

Passing to the limit as n→ +∞, we obtain

⟨v − w, x− y⟩ ≤ λ|x− y|2,
so that (A.18) holds. Finally notice that (A.15) is already stated in (A.19) since we just proved

that B′ = B′′ = B̂. □

As a consequence, we have the following corollary.
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Corollary A.14. Let B ⊂ H × H be as in Theorem A.13 and let G : int (C) → H be a

single-valued selection of the maximal λ-dissipative extension B̂ of B. Then the unique maximal
λ-dissipative extension of G with domain included in C, Ĝ, coincides with B̂ and in particular

(x, v) ∈ B̂ ⇔ x ∈ C, ⟨v −Gy, x− y⟩ ≤ λ|x− y|2 ∀y ∈ int (C) . (A.21)

Let us consider a different situation when we do not assume that D(B) contains interior points
but there exists a subset D dense in D(B) which is invariant with respect to the resolvent map
Jτ , i.e.

D ⊃ D(B) and ∀x ∈ D, 0 < τ < 1/λ+ ∃xτ ∈ D : xτ − τBxτ ∋ x. (A.22)

Since B is λ-dissipative, the point xτ solving the inclusion in (A.22) is unique and defines a map
Jτ : D → D ∩D(B).

Lemma A.15. Let B ⊂ H ×H be λ-dissipative with C := D(B) convex, let us assume that
D ⊂ H satistifies (A.22), and let us set B0 := B ∩ (D ×H). The following hold:

(1) B admits a unique maximal λ-dissipative extension B̂ with D(B̂) ⊂ C characterized by

B̂ =
{
(x, v) ∈ C ×H | ⟨v − v0, ⟩ ≤ λ|x− x0|2 for every (x0, v0) ∈ B0

}
. (A.23)

(2) If moreover the interior of D contains C, we have

B̂ =
{
(x, v) ∈ H ×H : ∃ (xn, vn) ∈ B0 : xn → x, vn → v as n→ ∞

}
. (A.24)

Proof. We first prove Claim (1). Let B′ be any maximal λ-dissipative extension of B with
domain included in C (whose existence is granted by Theorem A.2(2)) and let J ′

τ be the resolvent

associated with B′. By dissipativity of B′ and since B0 ⊂ B ⊂ B′, we have that B′ ⊂ B̂ defined
as in (A.23). We need to prove the other inclusion.
Clearly, the restriction of J ′

τ to D coincides with Jτ ; since J ′
τ is Lipschitz and D is dense in C,

it is the unique Lipschitz extension of Jτ to D ⊃ C.
If (x, v) ∈ B̂, (A.23) and the fact that for every y ∈ D, 1

τ (Jτy− y) ∈ BJτy yield by density that

⟨v − τ−1(J ′
τy − y), x− J ′

τy⟩ ≤ λ|x− J ′
τy|2 ∀ y ∈ D(B′), ∀ 0 < τ < 1/λ+, (A.25)

and passing to the limit as τ ↓ 0 we obtain that

⟨v −B′◦y, x− y⟩ ≤ λ|x− y|2 ∀ y ∈ D(B′), (A.26)

where we also used Theorem A.3(4), (5). We can then apply (A.3) and conclude that (x, v) ∈ B′.

We prove Claim (2). Since B0 ⊂ B̂, it is sufficient to prove the opposite inclusion B̂ ⊂ B0.

Let (x, v) ∈ B̂, let 0 < τ < 1/λ+ and set y := x − τv. Clearly J ′
τy = x; since D contains a

neighborhood of every element of D(B̂) ⊂ C, for sufficiently small τ > 0 there exists a sequence
(yn)n ⊂ D converging to y as n → ∞. Setting xn := J ′

τyn and vn := (xn − yn)/τ ∈ Bxn, we
clearly have limn→∞ xn = x, limn→∞ vn = v. □

Corollary A.16. Let B ⊂ H×H be maximal λ-dissipative, let us assume that D ⊂ H satistifies
(A.22) and the interior of D contains C := D(B). The following hold:

(1) For every x ∈ D(B) there exists a sequence xn ∈ D ∩ D(B) converging to x such that
B◦xn → B◦x as n→ ∞.

(2) B can be determined by the restriction of the minimal section B◦ to D i.e.

B =
{
(x, v) ∈ D(B)×H | ⟨v −B◦x0, ⟩ ≤ λ|x− x0|2 for every x0 ∈ D ∩D(B)

}
. (A.27)
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Proof. We first prove Claim (1). Since B is maximal λ-dissipative, the closure of its domain C
is convex (see Theorem A.3(4)). We can thus apply the second claim of the previous Lemma

A.15 (in this case B̂ = B) to find a sequence (xn, vn) ∈ B ∩ (D × H) such that xn → x
and vn → B◦x. Let us first prove that B◦xn ⇀ B◦x weakly in H as n → ∞: extracting an
unrelabeled subsequence, since |B◦xn| ≤ |vn| is bounded, we can suppose that there exists an
increasing subsequence k 7→ n(k) and an element v ∈ H such that B◦xn(k) ⇀ v as k → ∞. Since
the graph of B is strongly-weakly closed (cf. Theorem A.3(1)), we deduce that (x, v) ∈ B so
that |v| ≥ |B◦x|. On the other hand, the lower semicontinuity of the norm yields

|B◦x| ≤ |v| ≤ lim inf
k→∞

|B◦xn(k)| ≤ lim sup
k→∞

|B◦xn(k)| ≤ lim sup
k→∞

|vn(k)| = |B◦x|.

We deduce that B◦xn(k) ⇀ B◦x and limk→∞ |B◦xn(k)| = |B◦x| so that the convergence is
also strong. Since the starting (unrelabeled) subsequence was arbitrary, we deduce the strong
convergence of the whole sequence.
Claim (2) now follows easily by approximation using the previous claim and Theorem A.3(6). □

Appendix B. Borel partitions and almost optimal couplings

In this appendix we summarize some of the results of [CSS23b] related to standard Borel
spaces, Borel partitions and optimal couplings between probability measures that have been used
throughout the whole paper. We refer to [CSS23b, Section 3] for the proofs.

Definition B.1. A standard Borel space (Ω,B) is a measurable space that is isomorphic (as a
measurable space) to a Polish space. Equivalently, there exists a Polish topology τ on Ω such that
the Borel sigma algebra generated by τ coincides with B. We say that a probability measure P on
(Ω,B) is nonatomic if P({ω}) = 0 for every ω ∈ Ω (notice that {ω} ∈ B since it is compact in
any Polish topology on Ω).

If (Ω,B) is a standard Borel space endowed with a nonatomic probability measure P, we denote
by S(Ω,B,P) the class of B-B-measurable maps g : Ω → Ω which are essentially injective and
measure-preserving, meaning that there exists a full P-measure set Ω0 ∈ B such that g is injective
on Ω0 and g♯P = P. If A ⊂ B is a sigma algebra on Ω we denote by S(Ω,B,P;A) the subset of
S(Ω,B,P) of A−A measurable maps.
We will often use the notation

IN := {0, . . . , N − 1}, N ∈ N, N ≥ 1

while Sym(IN ) denotes the set of permutations of IN i.e. bijective maps σ : IN → IN . We will
consider the partial order on N given by

m ≺ n ⇔ m | n
where m | n means that n/m ∈ N. We write m≺. n if m ≺ n and m ̸= n.
This first result shows a correspondence between permutations and measure-preserving isomor-
phisms.

Lemma B.2. Let (Ω,B) be a standard Borel space endowed with a nonatomic probability measure
P, and let PN = {ΩN,k}k∈IN ⊂ B be a N -partition of (Ω,B) for some N ∈ N, i.e.⋃

k∈IN

ΩN,k = Ω, ΩN,k ∩ ΩN,h = ∅ if h, k ∈ IN , h ̸= k;

assume moreover that P(ΩN,k) = P(Ω)/N for every k ∈ IN . If σ ∈ Sym(IN ), there exists a
measure-preserving isomorphism g ∈ S(Ω,B,P;σ(PN )) such that

(gk)♯P|ΩN,k
= P|ΩN,σ(k)

∀k ∈ IN ,

where gk is the restriction of g to ΩN,k.
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We introduce now the notion of refined standard Borel measure space which turns out to be
useful when dealing with approximation of general measures with discrete ones.

Definition B.3. Let (Ω,B) be a standard Borel space endowed with a nonatomic probability
measure P, and let N ⊂ N be an unbounded directed set w.r.t. ≺. We say that a collection of
partitions (PN )N∈N of Ω, with corresponding sigma algebras BN := σ(PN ), is a N-segmentation
of (Ω,B,P) if

(1) PN = {ΩN,k}k∈IN is a N -partition of (Ω,B) for every N ∈ N,
(2) P(ΩN,k) = P(Ω)/N for every k ∈ IN and every N ∈ N,

(3) if M | N = KM then
⋃K−1

k=0 ΩN,mK+k = ΩM,m, m ∈ IM ,
(4) σ ({BN | N ∈ N}) = B.

In this case we call (Ω,B,P, (PN )N∈N) a N-refined standard Borel probability space.

Proposition B.4. For any standard Borel space (Ω,B) endowed with a nonatomic probability
measure P and any unbounded directed set N ⊂ N w.r.t. ≺, there exists a N-segmentation of
(Ω,B,P). If N ⊂ N is an unbounded directed subset w.r.t. ≺, then there exists a totally ordered
cofinal sequence (bn)n ⊂ N satisfying

• bn ≺. bn+1 for every n ∈ N,
• for every N ∈ N there exists n ∈ N such that N | bn.

In particular, for every N-refined standard Borel measure space (Ω,B,m, (PN )N∈N) it holds that
(Bbn)n∈N is a filtration on (Ω,B),

for every N ∈ N there exists n ∈ N such that BN ⊂ Bbn , (B.1)

and σ ({Bbn | n ∈ N}) = B.
For every every separable Hilbert space X, we thus have that⋃

N∈N
L2(Ω,BN ,m;X) is dense in L2(Ω,B,m;X). (B.2)

The next theorem contains approximation results for couplings by means of maps in different
situations.

Theorem B.5. Let (Ω,B,P, (PN )N∈N) be a N-refined standard Borel probability space. Then:

(1) For every γ ∈ Γ(P,P) there exist a totally ordered strictly increasing sequence (Nn)n ⊂ N
and maps gn ∈ S(Ω,B,P;BNn) such that, for every separable Hilbert space X and every
X,Y ∈ L2(Ω,B,P;X) it holds

(X,Y )♯(iΩ, gn)♯P → (X ⊗ Y )♯γ in P2(X
2). (B.3)

(2) If X is a separable Hilbert space and X,X ′ ∈ L2(Ω,B,P;X), then for every µ ∈
Γ(X♯P, X ′

♯P) there exist a totally ordered strictly increasing sequence (Nn)n ⊂ N and

maps gn ∈ S(Ω,B,P;BNn) such that

(X,X ′ ◦ gn)♯P → µ in P2(X
2). (B.4)

In particular, if X♯P = X ′
♯P, there exist a totally ordered strictly increasing sequence

(Nn)n ⊂ N and maps gn ∈ S(Ω,B,P;BNn) such that X ′ ◦ gn → X in L2(Ω,B,P;X) as
n→ ∞.

Finally, if (Ω,B) is a standard Borel space endowed with a nonatomic probability measure P, X
is a separable Hilbert space, µ, ν ∈ P2(X) and X ∈ L2(Ω,B,P;X) is s.t. X♯P = µ, then, for every
ε > 0, there exists Y ∈ L2(Ω,B,P;X) s.t. Y♯P = ν and

|X − Y |L2(Ω,B,P;X) ≤W2(µ, ν) + ε.
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gamma-limit of finite agent controls”. In: European J. Appl. Math. 30.6 (2019),
pp. 1153–1186.

[FSS22] M. Fornasier, G. E. Sodini, and G. Savaré. “Density of subalgebras of Lipschitz
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