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Abstract. We consider an area-minimizing integral current T of codimension higher than

1 in a smooth Riemannian manifold Σ. In a previous paper we have subdivided the set of
interior singular points with at least one flat tangent cone according to a real parameter,

which we refer to as “singularity degree”. This parameter determines the infinitesimal order

of contact at the point in question between the “singular part” of T and its “best regular
approximation”. In this paper we show that the set of points for which the singularity

degree is strictly larger than 1, is pm ´ 2q-rectifiable. In a subsequent work we prove that

the remaining flat singular points form an pm´2q-null set, thus concluding that the singular
set of T is pm´ 2q-rectifiable.
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1. Introduction

Suppose that T is an m-dimensional integral current in a complete smooth Riemannian
manifold Σ, which for simplicity we will assume to be properly embedded in an open subset of
a sufficiently large Euclidean space. We assume that T is area-minimizing within its integral
homology class in some (relatively) open Ω Ă Σ, i.e.

MpT ` BSq ě MpT q

for any pm` 1q-dimensional integral current S supported in Ω. A point p P sptpT qzsptpBT q is
regular if there is a neighborhood U of p in which the current T is a smooth m-dimensional
oriented submanifold of Σ with constant integer multiplicity. The complement of the set of
regular points in sptpT qzsptpBT q is called singular set and will be denoted by SingpT q.

This is the second of three papers (the others being [9,10]) in which we prove the following
theorem

Theorem 1.1. Let T be an m-dimensional area-minimizing current in a C3,κ0 complete Rie-
mannian manifold of dimension m`n̄ ě m`2, with κ0 ą 0. Then SingpT q is pm´2q-rectifiable
and there is a unique tangent cone at Hm´2-a.e. q P SingpT q.

We refer to our first work [9] for the historical context and the motivation of our study.
Recall that, following Almgren’s stratification theorem, we can divide SingpT q into the disjoint
union of

‚ the subset Spm´2qpT q of points p at which any tangent cone to T has at most m ´ 2
linearly independent directions of translation invariance;

‚ the remaining set SingpT qzSpm´2qpT q of those singular points at which at least one
tangent cone is a flat plane (counted with some integer multiplicity Q).

We introduce the notation FpT q for the latter set and we will call its elements flat singular
points. The pm ´ 2q-rectifiability of Spm´2qpT q follows from the remarkable work of Naber
and Valtorta, cf. [27, 29]. Hence the main focus of our works is proving the rectifiability
of FpT q. Because of the constancy theorem, it is well known that every point p P FpT q
has positive integer density ΘpT, pq. Moreover, by Allard’s regularity theorem, this density
must be necessarily biger than 1. We can therefore subdivide FpT q as

Ť

Qě2 FQpT q where
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FQpT q :“ tp P FpT q : ΘpT, pq “ Qu. Our first work [9] introduced a further real parameter,
belonging to the range r1,8r. We call it singularity degree of T at p and denote it by IpT, pq.

When IpT, pq ą 1 it follows from the analysis in [9] that the tangent cone to p is a unique
plane and that T has an order of contact with it which is at least mintIpT, pq, 2u. In particular
at any point p P FpT q where the tangent cone might be non-unique, the value of IpT, pq is
necessarily 1. In this paper we will prove the following.

Theorem 1.2. Let T be as in Theorem 1.1 and Q P Nzt1, 2u Then the set

FQ,ą1pT q :“ tp P FpT q : ΘpT, pq “ Q and IpT, pq ą 1u

is pm´ 2q-rectifiable.

In our final paper [10] we will then complete the proof of the rectifiability of SingpT q by
showing that the following holds.

Theorem 1.3. Let T and Q be as in Theorem 1.2. Then FQ,1pT q :“ FQpT qzFQ,ą1pT q is an
Hm´2-null set.

Notice that, while Theorem 1.2 and Theorem 1.3 together imply that the tangent cone is
unique at Hm´2-a.e. point p P FpT q, this does not answer the question of the uniqueness
of tangent cones at Hm´2-a.e. point p P Spm´2qpT q, as claimed in Theorem 1.1. The latter
statement does not follow from the analysis of Naber and Valtorta in [29]; there, the authors
only handle points p P Spm´2qpT q that are uniformly bounded away from FpT q. However,
we address this in [10], and indeed the Hm´2-a.e. uniqueness of tangent cones is a simple
byproduct of the tools which we introduce therein.

A fundamental tool to prove Theorem 1.2 is the technique developed by Naber and Valtorta
in [27] to tackle the rectifiability of the singular set of harmonic maps between manifolds.
In [8], the first author together with Marchese, Spadaro, and Valtorta, showed that these
techniques can be adapted to prove the pm ´ 2q-rectifiability of the singular set of multiple-
valued Dir-minimizing functions. The latter are the functions pioneered by Almgren in his
big regularity paper [2] in order to study the “linearization” of the area functional for area-
minimizing currents locally around flat singularities. In this work we combine the results
and estimates of [9] with those of [14, 15], allowing us to suitably adapt the computations
and arguments contained within [8], leading to the rectifiability of FQ,ą1pT q. This is more
transparent when proving pm´ 2q-rectifiability for the portion of points of FQ,ą1pT q at which
the singularity degree is above 2 ´ δ for a suitable small threshold δ ą 0, locally giving rise
to a single graphical approximation for T which is suitably close to being a multiple-valued
Dir-minimizer and is defined on a single center manifold domain that passes through all other
such nearby singularities.

However, in general, we cannot necessarily hope for such a convenient graphical approx-
imation for T , due to the presence of ever-changing graphical approximations for T locally
around the points p P FQ,ą1pT q with IpT, pq ă 2´ δ, with corresponding domains that do not
necessarily pass through the nearby points in FQ,ą1pT q. We therefore subdivide this paper
into two cases, each of which we treat separately: IpT, pq Ps1, 2´ δr and IpT, pq ě 2´ δ.

It is worth pointing out that in our arguments, we subdivide FQ,ą1pT q into countably many
pieces (depending on the scale at which T is sufficiently close to an m-dimensional plane with
multiplicity Q, and the decay rate towards this plane for the rescalings of T around a given
point, which is determined by IpT, ¨q. Each of these pieces further has locally finite pm ´ 2q-
dimensional upper Minkowski content, but the subdivision prevents us from making the same
conclusion for the entirety of FQ,ą1pT q in Theorem 1.2.

1.1. Comparison with the works of Krummel and Wickramasekera. While we were
completing this and the two works [9,10] leading to our proof of Theorem 1.1, we have learned
that in the works [23–25], Krummel & Wickramasekera arrived independently at a program that
shows the same final result. We refer to the introduction of [9] for a more general comparison
between the two programs.

We expect that most of the differences in the two approaches are in fact between our article
[9] and the corresponding one [23], as well as with the present article and the forthcoming
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work [25], where Krummel & Wickramasekera will use rather different arguments to show that
FQ,ą1pT q is pm ´ 2q-rectifiable. Here, we rely on the techniques introduced by Naber and
Valtorta, as in the adaptation to the study of the singular set of multi-valued Dir-minimizing
functions in [8], while we expect that Krummel & Wickramasekera will rely on the techniques
of Simon adapted to Dir-minimizing functions in their previous work [22].

As explained in [9, 10], we believe that a refinement of the arguments therein can deliver
the stronger conclusion that the set FQ,ď1`δpT q (defined in the obvious way) is Hm´2-null.
Moreover, we believe that we can then achieve local uniformity in the decay estimate for
FQ,ě1`δpT q, thus removing the requirement of subdividing it further into countably many
pieces as in Sections 3 and 9.

The proof of the uniform decay estimate mentioned above would require a suitable quantifi-
cation of the argument in [9, Section 8], showing that, for every fixed δ ą 0, there is an ε ą 0
such that, if at a certain scale r around a given point p P FQpT q the planar excess is smaller
than ε, then the universal frequency cannot be smaller than IpT, pq ´ δ.

These considerations are obviously influenced by the insight learned from the works [23,24],
as explained more in detail in [9]. The Hm´2-nullity and the uniform decay estimate are reached
by Krummel and Wickramasekera in their works for sets which are defined in a different
way, but combining the results in [9] and [23, 24] one can suitably compare those sets with
FQ,ď1`δpT q and FQ,ě1`δpT q and hence transfer to them the conclusions of [23, 24] (at least
when the ambient manifold is the Euclidean space).

With the methods of this paper we would then be able to split FQ,ě1`δpT q into two sets
which have locally finite Minkowski content (and hence finite Hm´2 measure). In order to reach
this local finiteness statement for the full set FQ,ě1`δpT q one would further need to tackle the
sets of low frequency points and high frequency points at the same time and such a task would
require a more substantial modification of the techniques of this paper.

2. Preliminaries and main results

In this section we recall the definition of the singularity degree and universal frequency
function introduced in [9] and we further subdivide FQ,ą1 into the two pieces described above.
The remaining parts of the paper will address the rectifiability of these two different parts of
FQ,ą1.

2.1. Intervals of flattening and center manifolds. We follow heavily the notation and
terminology of the papers [14,15] and from now on we will always make the following assump-
tion.

Assumption 2.1. T is an m-dimensional integral current in Σ X Ω with BT Ω “ 0, where
Ω is an open set of Rm`n “ Rm`n̄`l and Σ is an pm` n̄q-dimensional embedded submanifold
of class C3,κ0 with κ0 ą 0. T is area-minimizing in Σ X Ω and n̄ ě 2. 0 P Ω is a flat singular
point of T and Q P Nzt0, 1u is the density of T at 0.

We will henceforth let C and C0 denote dimensional constants, depending only on m,n,Q.
The currents Tx,r will denote the dilations pιx,rq7T , where ιx,rpyq :“ y´x

r . Since our statements
are invariant under dilations, we can also assume that

Assumption 2.2. Ω “ B7
?
m and ΣXB7

?
mppq is the graph of a C3,κ0 function Ψp : TpΣX

B7
?
mppq Ñ TpΣ

K for every p P ΣXB7
?
m. Moreover

cpΣq :“ sup
pPΣXB7

?
m

}DΨp}C2,κ0 ď ε̄,

where ε̄ is a small positive constant which will be specified later.

This in particular gives us the following uniform control on the second fundamental form
AΣ of Σ in B7

?
m:

A :“ }AΣ}C0pΣq ď C0cpΣq ď C0ε̄.

Following [15, Section 2], for every flat singular point x P FQpT q we introduce disjoint intervals
ssjpxq, tjpxqs Ăs0, 1s, which we refer to as intervals of flattening around x. The union of these
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intervals cover the scales r at which the spherical excess EpT,B6
?
mrpxqq (see [14, Definition

1.2] for the definition) is below a positive fixed threshold ε2
3. Arguing as in [15, Section 2]

for each rescaled current Tx,tjpxq and rescaled ambient manifold Σx,tjpxq we follow the algo-
rithm detailed in [14] to produce a center manifold M and an appropriate multi-valued map
N : MÑ AQpRm`nq. The latter takes values in the normal bundle of M and gives an efficient
approximation of the current Tx,tjpxq in B3zBsjpxq{tjpxq. However, here we use a slightly dif-
ferent definition to that in [14, Assumption 1.3] for the parameter mx. This is for the purpose
of consistency with [9], since we will be making use of the results therein. Here, we let

(1) mx,j :“ maxtEpTx,tjpxq,B6
?
mq, ε̄

2tjpxq
2´2δ2u ,

where δ2 ą 0 is the parameter in [14, Assumption 1.8]. It can be readily checked that this
change is of no consequence for the conclusions of [14, 15]. Indeed, because of simple scaling
considerations, cpΣx,tj q ď mx,j , so all the estimates claimed in [14, 15] are valid with our
different choice of parameter mx,j .

2.2. Blow-up sequences, fine blow-ups, and singularity degree. We next introduce the
blow-up sequences of [9] as follows.

Definition 2.3. Let T and Σ be as in Assumption 2.1. A blow-up sequence of radii trku at
x P FQpT q is a vanishing sequence of positive real numbers such that Tx,rk converges to a flat
tangent cone.

Suppose that T , Σ, and x P FQpT q are as in Assumption 2.1. Let ssj , tjs be the j-th interval
of flattening for T around x (where we omit the dependency of sj and tj on x to make our
notation lighter), as defined in [15, Section 2]. Let rk Pssjpkq, tjpkqs be a sequence of scales
along which

EpT,B6
?
mrkpxq, πkq ÝÑ 0,

for some choice of m-planes πk. Let Mx,jpkq denote the center manifold at scale tjpkq around x,
with corresponding current Tk “ Tx,tjpkq B6

?
m (which are area-minimizing in the appropri-

ately rescaled Σk “ Σx,tjpkq) and Mx,jpkq-normal approximation Nx,jpkq. We refer the reader

to [15, Section 2] and [14] for the defining procedure of these objects. With a slight abuse of
notation we will sometimes use Mk and Nk for the corresponding center manifolds and normal
approximations.

Let s̄k
tjpkq

P
‰

3rk
2tjpkq

, 3rk
tjpkq

‰

be the scale at which the reverse Sobolev inequality [15, Corol-

lary 5.3] holds for r “ rk
tjpkq

. Then let r̄k :“ 2s̄k
3tjpkq

P
‰

rk
tjpkq

, 2rk
tjpkq

‰

. We rescale further the

currents Tk, the ambient manifolds Σk and the center manifolds to

T̄k :“ pι0,r̄kq7Tk “
`

pιx,r̄ktjpkqq7T
˘

B 6
?
m

r̄k

, Σ̄k :“ ι0,r̄kΣx,jpkq, ĎMk :“ ι0,r̄kMx,jpkq,

and let

m̄x,jpkq :“ maxtEpT̄k,B6
?
mq, ε̄

2pr̄ktjpkqq
2´2δ2u.

Define

N̄k : ĎMk Ñ Rm`n, N̄kppq :“
1

r̄k
Nkpr̄kpq,

and let

uk :“
N̄k ˝ ek

hk
, uk : πk Ą B3 Ñ AQpRm`nq,

where ek is the exponential map at pk :“ Φkp0q
r̄k

P ĎMk defined on B3 Ă πk » Tpk
ĎMk and

hk :“ }N̄k}L2pB 3
2
q. The reverse Sobolev inequality of [15, Corollary 5.3] gives a uniform control

on the W 1,2 norm of uk on B 3
2
p0, πkq.

Then, following the proof of [15, Theorem 6.2], there exists a limiting m-plane π0 and a non-
trivial Dir-minimizing map u P W1,2pB 3

2
p0, π0q;AQpπ

K
0 qq with η ˝ u “ 0 and }u}L2pB 3

2
q “ 1,

such that up to subsequences,

(2) uk ÝÑ u strongly in W1,2
loc X L

2.
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Recall that Almgren’s famous frequency function for Dir-minimizers u : Ω Ă Rm Ñ AQpRnq
at a center point x P Ω and scale r ą 0 is defined by

r
ş

Brpxq
|Du|2

ş

BBrpxq
|u|2

.

We refer the reader to [11, Chapter 3] for the basic properties of the frequency function. The
monotonicity of the frequency function [11, Theorem 3.15] for Dir-minimizers yields existence
of the limit as r Ó 0. It is more convenient to work with a smoother version of the frequency
function, which has more robust convergence properties. Following [14] we consider a com-
pactly supported, monotone decreasing Lipschitz cut-off function φ : r0,8q Ñ r0, 1s. We then
introduce

Dupx, rq :“

ż

|Dupyq|2φ

ˆ

|y ´ x|

r

˙

dy ,

Hupx, rq :“ ´

ż

|upyq|2

|y ´ x|
φ1
ˆ

|y ´ x|

r

˙

dy ,

Iupx, rq :“
rDupx, rq

Hupx, rq
.

The same computations showing the monotonicity of Almgren’s frequency function for Dir-
minimizers apply to the latter smoothed variant (cf. for instance [14, Section 3]; note that
Almgren’s frequency function corresponds, formally, to the choice φ “ 1r0,1s). Moreover, it
can be readily checked that all these smoothed frequency functions are constant when the map
is radially homogeneous, and this constant is the degree of homogeneity of the function. It
follows then from the arguments in [11, Section 3.5] that the limit

Iupx, 0q “ lim
rÓ0

Iupx, rq

is independent of φ. For the rest of the paper we will fix a convenient specific choice of φ, given
by

(3) φptq “

$

&

%

1 for 0 ď t ď 1
2

2´ 2t for 1
2 ď t ď 1

0 otherwise .

When x “ 0, we will omit the dependency on x for I and related quantities, and will merely
write Iuprq.

Definition 2.4. Any map u as above is called a fine blow-up limit along the sequence rk (at
x) and the set

FpT, xq :“ t Iup0q : u is a fine blow-up along some rk Ó 0 u ,

is the set of frequency values of T at x.

We now make sense of the infinitesimal order of contact between T and the average of its
sheets via the following definition.

Definition 2.5. The singularity degree of T at the flat singular point x is defined as

IpT, xq :“ inf FpT, xq .

We recall the following key result from [9]:

Theorem 2.6 (Uniqueness of the frequency value). Assume that T satisfies Assumption 2.1
and that x P SingQ,f pT q. Then IpT, xq ě 1 and FpT, xq “ tIpT, xqu. Moreover:

(i) if IpT, xq ą 1, then there is a unique flat tangent cone π0 and Tx,r converges to it
polynomially fast;

(ii) if IpT, xq ą 2 ´ δ2, then there are finitely many intervals of flattening at x (and in
particular, one center manifold which passes through x).

More precisely, the polynomial decay in Theorem 2.6 can be stated in the following way,
which will come in useful later in this article, cf. [9, Proposition 7.2].
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Proposition 2.7. Let T be as in Theorem 2.6 and let p P FQpT q with IpT, pq ą 1. For any
0 ă µ ă mintIpT, pq ´ 1, 1 ´ δ2u, there exists CpIpT, pq,m, n,Q, µq ą 0 and τ0pT, pq ą 0 such
that for every r ă s ă τ0 we have

(4) EpT,Brppqq ď C
´r

s

¯2µ

maxtEpT,Bsppqq, ε̄
2s2´2δ2u .

2.3. First subdivision. We are now ready to subdivide Theorem 1.2 into two main parts,
based on the singularity degree.

Theorem 2.8. Let T be as in Theorem 1.2 and Q P Nzt0, 1u. Then the set

FhQ :“ tp P FQpT q : IpT, pq ě 2´ δ2u(5)

is m´ 2-rectifiable.

Theorem 2.9. Let T be as in Theorem 1.2, Q P Nzt0, 1u. Then

FlQ :“ tp P FQpT q : 1 ă IpT, pq ă 2´ δ2u(6)

is m´ 2-rectifiable.

Note that we are now omitting the implicit dependency on T . A few important points will
be in common in the proofs of the two theorems. However, one major difference is in how
the center manifolds will be handled in the two cases. In both we will construct “alternative”
center manifolds, following the same algorithm of [14], but with a different choice of parameters.
After further splitting into countably many pieces to gain uniformity in several parameters,
the difference is, roughly speaking, the following. For the set FhQ we will locally find a single

center manifold passing through all these points, while at each point in FlQ, we will construct

a sequence of center manifolds, each one defined for the interval of scales ssk, tks for which the
ratio sk

tk
is a fixed constant.

Acknowledgments. C.D.L. and A.S. acknowledge the support of the National Science Foun-
dation through the grant FRG-1854147.

Part 1. Rectifiability of high frequency points

3. Reduction to a single center manifold

3.1. Choice of δ3, second subdivision and new center manifold. Suppose that T is as
in Assumption 2.1 and suppose that x P FhQ. We start by introducing a parameter δ3 which is

slightly larger than δ2 as prescribed in [14, Assumption 1.8], while the remaining parameter β2

will obey the same relation β2 “ 4δ2. The choice of δ2 within [14, Assumption 1.8] is engineered
so that a finite number of strict inequalities involving the dimension m and the parameters
γ1 and β2 hold. These inequalities are then used to show that the estimates in [14, Theorem
1.17 & Theorem 2.4] hold for the positive exponents κ and γ2 therein, which determine the
regularity of the center manifold and the corresponding normal approximation. Decreasing δ3
to δ2 will then just make these exponents smaller. Likewise, [14, Proposition 3.4, Proposition
3.5, Proposition 3.6 & Proposition 3.7] will hold with slightly changed values of the constants
involved in the estimates.

Now choose µ with the property that 1 ´ δ3 ă µ ă 1 ´ δ2 ď IpT, xq ´ 1 and let us invoke
Proposition 2.7 for this choice of µ. Observe in particular that for every point x P FhQ the

decay (4) holds with a constant C which is now fixed for all radii r ă r0pxq. In particular, for
a small positive constant ε̃, to be specified later, FhQ can be subdivided into a countable union
of sets Sj , defined by

(7) Sj :“ tp P FhQ : EpT,Bj´1ppqq ď ε̃2 and (4) holds in Brppq @r ă j´1u

Clearly, we have Sj Ă Sj`1, and thus Theorem 2.8 is reduced to proving pm´ 2q-rectifiability
for each Sj with j large enough. This will be accomplished in the following statement.
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Theorem 3.1. There exists ε̃pQ,m, nq ą 0 such that the following holds. Suppose that T is as
in Assumption 2.1, let j be sufficiently large and let p P Sj. Let δ3 ą 0 be as described above,

set r0 :“ 1
6
?
mj

and define m0 :“ maxtEpTp,r0 ,B6
?
mq, ε̄r

2´2δ2
0 u ď ε̃2. Then

(i) Tp,r0 satisfies the assumptions of the statements in [14] and [15] where the center man-
ifold M0 is constructed using the parameter δ3 in place of δ2, and m0 as defined above.

(ii) The rescaling ιp,r0pSjq XB6
?
m is contained in M0 and therefore so is its closure S;

(iii) S is pm´ 2q-rectifiable and has the pm´ 2q-dimensional Minkowski content bound

(8) |BrpSq| ď Cr2,

for a positive constant C “ Cpm,n, n̄, T, jq.

The aim of this section is to prove the conclusion (i) and (ii) in Theorem 3.1. But indeed
we will prove a stronger form of (ii), namely that S belongs to what is called, in [14], the
“contact set” (denoted by ΦpΓq; see [14]) between M0 and Tp,r0 . Points in the latter set
enjoy better properties than a generic point in M0 X sptpTp,r0q. More precisely, the M-
normal approximation N is “almost” Dir-minimizing at all scales around such points, and as
a consequence a series of important integral identities are valid up to small errors. These facts
play a pivotal role in the rest of the paper, dedicated to prove (iii), and therefore we will
record them below in Lemma 3.3. In fact we will need a suitable refinement, namely that these
identities are valid at any point x P M0 and at any scale that is larger than a small scale
comparable to the distance of x to S, cf. Lemma 3.6.

Let us now show how Proposition 2.7 yields the result of Theorem 3.1(i).

3.2. Proof of Theorem 3.1(i) and of S Ă ΦpΓq Ă M0. Let p P FhQ and let r0 :“ 1
6
?
mj

.

First of all observe that, by Proposition 2.7, for every η ą 0, if j is chosen large enough
(possibly larger than that corresponding to the scale where Proposition 2.7 applies), then
EpTp,r0 ,B6

?
mrq ă ηr2´2δ2 for every r ď 1. In particular, the scale 1 satisfies whichever

smallness condition might be required by the modifications of the statements in [14, 15] for
Tp,r0 with δ3 in place of δ2. Let now π0 be the plane which is used as reference to apply the
algorithm in [14, Section 1] and construct the center manifold M0. Moreover, consider any cube
L P C , for the family C of dyadic cubes of π0 defined in [14, Section 1] and let cs be the constant
in [15, (2.5)]. Obviously, if η is chosen sufficiently small, EpTp,r0 ,BLq ă Cem0`pLq

2´2δ3 and in
particular L cannot belong to W e. On the other hand, by [14, Proposition 3.1], it also cannot
belong to W h. Thus, by [15, Proposition 2.2(iii)], L cannot belong to W n either. It follows
therefore that the condition [15, (Stop), Section 2.1] is never met, and hence s0 “ 0. The
above choice of η in turn determines how large j must be. This therefore implies that for j
sufficiently large and p P Sj , the origin must lie in ΦpΓq ĂM0 for Tp,r0 .

Fix now a point q P S and consider its projection x “ pπ0pqq. The very same argument
implies immediately that x cannot belong to any L P W and it is, therefore, a subset of the
set Γ of [14, Definition 1.17].

In fact we want to record a stronger consequence of the decay of the excess of Proposition 2.7.

Corollary 3.2. Let T , p be as in Theorem 3.1 and assume that j is large enough so that
the conclusion (i) of Theorem 3.1 applies. For every fixed c̄s ą 0, the following is true, after
further increasing j if necessary. For every q P S and for every r ď 1, every cube L which
intersects Brpq, π0q satisfies `pLq ď c̄sr.

3.3. Frequency function, almost-monotonicity and frequency lower bound. From
now on we will fix c̄s arbitrarily (to be determined later; cf. Lemma 3.6) and assume that
j P N is fixed large enough such that the conclusions of Corollary 3.2 hold, that 0 P Sj , and
we will use the notation M and N for the center manifold M0 and the normal approximation
N0 (for the current T0,r0 , with r0 “

1
6
?
mj

, on the interval of flattening s0, 1s). In light of the

above reasoning, we will henceforth work under the assumption that Theorem 3.1(i) applies
and that S Ă ΦpΓq ĂM.

We can now introduce the pivotal object of our analysis, the (regularized) frequency function
for any given M-normal approximation N of T as in Assumption 2.1. Let φ be defined as above
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and let d : MˆMÑ R` be the geodesic distance on M. We will repeatedly use the following
properties of d, which are consequences of the C3,κ-estimates on the center manifold M (we
refer the reader to [14] and [6]):

(i) dpx, yq “ |x´ y| `O
´

m
1
2
0 |x´ y|

2
¯

,

(ii) |∇ydpx, yq| “ 1`O
´

m
1
2
0 dpx, yq

¯

,

(iii) ∇2
ypd

2q “ g ` Opm0dq, where g is the metric induced on M by the Euclidean ambient
metric.

We then introduce the following functions:

Dpx, rq :“

ż

M
|DN |2φ

ˆ

dpy, xq

r

˙

dy ,

Hpx, rq :“ ´

ż

M

|∇ydpy, xq|
2

dpy, xq
|N |2φ1

ˆ

dpy, xq

r

˙

dy

Ipx, rq :“
rDpx, rq

Hpx, rq
.

Note that we will often omit the implicit dependency on N of I and related quantities, since
we are considering one single fixed normal approximation N throughout. When it is necessary
to highlight such dependence, we will write IN , DN and HN . We refer the reader to [15] or [6]
for more details on the above quantities. Moreover, since in practically all the computations
the derivative of d is taken in the variable which is the same as the integration variable, in all
such cases we will write instead ∇d.

We moreover define

Epx, rq :“ ´
1

r

ż

M
φ1
ˆ

dpx, yq

r

˙

ÿ

i

Nipyq ¨DNipyq∇dpx, yq dy ,

Gpx, rq :“ ´
1

r2

ż

M
φ1
ˆ

dpx, yq

r

˙

dpx, yq

|∇dpx, yq|2
ÿ

i

|DNipyq ¨∇dpx, yq|2 dy ,

Σpx, rq :“

ż

M
φ

ˆ

dpx, yq

r

˙

|Npyq|2 dy .

The first key point is that the variational identities that are pivotal for the almost monotonicity
of the frequency function Ipx, ¨q hold indeed for every x P S and for every r Ps0, 1s.

Lemma 3.3. There exists γ4pm,n,Qq ą 0 sufficiently small and a constant Cpm,n,Qq ą 0
such that the following holds. Suppose that the conclusions of the previous sections apply to
T0,r0 , M and N and that ε̃ in Theorem 3.1 is sufficiently small. Then for any x P ΦpΓq and
any r Ps0, 1s, we have the following identities

BrDpx, rq “ ´

ż

M
φ1
ˆ

dpx, yq

r

˙

dpx, yq

r2
|DNpyq|2 dy(9)

BrHpx, rq ´
m´ 1

r
Hpx, rq “ Opm0qHpx, rq ` 2Epx, rq,(10)

|Dpx, rq ´Epx, rq| ď
5
ÿ

j“1

|Erroj | ď Cmγ4

0 Dpx, rq1`γ4 ` Cm0Σpx, rq,(11)

ˇ

ˇBrDpx, rq ´ pm´ 2qr´1Dpx, rq ´ 2Gpx, rq
ˇ

ˇ ď 2
5
ÿ

j“1

|Errij | ` Cm0Dpx, rq(12)

ď Cr´1mγ4

0 Dpx, rq1`γ4 ` Cmγ4

0 Dpx, rqγ4BrDpx, rq ` Cm0Dpx, rq,

where Erroj and Errij are as in [6, Proposition 9.8, Proposition 9.9].

We omit the proof of Lemma 3.3 here, since it involves a mere repetition of the arguments
in the proofs of [15, Proposition 3.5] (see also [6, Proposition 9.5, Proposition 9.10]), combined
with the observation that:
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(1) the constants may be optimized to depend on appropriate powers of m0, resulting in
the more explicit computations given above;

(2) the validity of the estimates on all scales and at all points x P ΦpΓq uses the fact that,
for any q P Γ, any Whitney cube L P W which intersects the disk Brpq, π0q is no larger
than csr, where cs is as in [15, (2.5)].

As an immediate consequence, arguing as in [9, Corollary 6.5] we obtain that

(13)
d

dr
logp1` Ipx, rqq ě ´Cmγ4

0

for γ4 ą 0 as in Lemma 3.3 and Cpm,n,Qq ą 0. In turn we can exploit the latter monotonicity
to obtain the following corollary.

Corollary 3.4. Let T0,r0 , M, N , C, and γ4 be as in Lemma 3.3. Then for any x P ΦpΓq we
have the following:

(i) Ipx, 0q “ limrÓ0 Ipx, rq exists and moreover x ÞÑ Ipx, 0q is upper semicontinuous;
(ii) The unique tangent cone to T at x is QJTxMK;
(iii) x is a flat singular point and Ipx, 0q ě 2´ δ3.

Proof. Points (i) and (ii) are obvious from the monotonicity of logp1`Ipx, rqq. As for point (iii)
a simple unique continuation argument using the fact that the singular set of T has dimension
2 shows that no point x P ΦpΓq can be a regular point because otherwise in a neighborhood of
it the current would just coincide with the center manifold. The estimate on Ipx, 0q is instead
achieved using the excess decay at x and argueing as in [9, Section 9.2]. �

We also observe that an obvious compactness argument gives a uniform bound for the
frequency Ipx, 4q as x varies in B1 XM. In particular, given the validity of the monotonicity
of logp1` Iq, we can infer the following upper bound

(14) Ipx, rq ď Λ @x P S ,@r Ps0, 4s .

On the other knowing that limrÓ0 Ipx, rq ě 2´ δ3 for all x P ΦpΓq, it just suffices to choose m0

to be sufficiently small to gain a positive lower bound on Ipx, rq at all scales.

Corollary 3.5. Let T0,r0 , M, N , C, and γ4 be as in Theorem 3.1 and let ε̃ therein be suffi-
ciently small. Then there is a constant Λ ą 0 (depending on T ) such that

(15)
3

2
ď Ipx, rq ď Λ @x P ΦpΓq, @r Ps0, 4s .

3.4. Almost monotonicity at points x close to S. In general the estimates of Lemma 3.3
are not valid at every point x P M and every scale r. As remarked, the condition for their
validity at scale r is that Brp0,pπ0pxqq does not intersect cubes of W which have side length
larger than csr. We may ensure that this holds at all scales r Ps0, 1s for any point in S, but
cannot hope to achieve this at all scales r Ps0, 1s at points that are not in the contact set
ΦpΓq. Unfortunately, we need to consider points outside of the contact set when taking spatial
variations. However, for an arbitrary small constant η ą 0, we can leverage Corollary 3.2 to
establish the validity of the desired estimates at any given point x PMXB1 and every scale
r larger than ηdpx,Sq (where, as usual dpx,Sq “ mintdpx, yq : y P Su).

Lemma 3.6. Suppose that the conclusions of the previous sections apply to T0,r0 , M and N
with r0 “

1
6
?
mj

and that ε̃ in Theorem 3.1 is sufficiently small. For every fixed η ą 0, there

exists a choice of c̄s in Corollary 3.2 such that if j is larger than the corresponding threshold
therein, then all the estimates of Lemma 3.3 (and hence that of (13) and Corollary 3.5) hold
for every x PM and every r Psηdpx,Sq, 1s by possibly adjusting the constants.

The proof of Lemma 3.6 is entirely analogous to that of the fact that S Ă ΦpΓq, only
taking r Psηdpx,Sq, 1s and observing that given cs ą 0 as in [15, (2.5)], any cube L P C with
LXBrpq, π0q ‰ H and `pLq ą csr ą c̄sηdpx,Sq would in turn satisfy LXBdpx,Sq`rpq̃, π0q ‰ H

for some S Q x̃ “ pπ0
pq̃q, contradicting the conclusion of Corollary 3.2 for c̄s “

cs
1` 1

η

.
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3.5. Main reduction. Using an obvious covering argument and up to translations and dila-
tions, we can always substitute T with T0,r0 , so we can now summarize a set of assumptions
which we will make throughout the rest of this article.

Assumption 3.7. For some fixed (yet as small as desired) positive constants ε4, η, and some
fixed I0 “ 2´ δ3 (yet as close to 2´ δ2 as desired) the following holds.

(i) T satisfies Assumption 2.1, Assumption 2.2 and IpT, 0q ě I0.
(ii) There is one interval of flattening s0, 1s around 0 with corresponding m0,0 ”m0 ď ε2

4.

(iii) If M is the corresponding center manifold, then S :“ tx P FQpT q : Ipx, 0q ě I0u XB1

is a closed subset of M.
(iv) For every x P B1XM, the estimates of Lemma 3.3, Corollary 3.5 and the upper bound

on the frequency are valid for all radii r Psη dpx,Sq, 1s (and hence for all radii r Ps0, 1s
when x P S).

Note that in particular, the choice of ε4 in turn determines the final choice of ε̃ in Theorem
3.1 and the parameter ε̄ in Assumption 2.2.

4. Almost monotonicity and comparability of error terms

In this section we establish some further consequences of Lemmas 3.3 and 3.6 and Corollary
3.5. The estimates of this section will greatly simplify many subsequent computations.

Lemma 4.1. For any fixed η ą 0 and Λ ą 0 as in (14), if ε4 is chosen sufficiently small,
then the following holds for any T as in Assumption 3.7, every x P M X B1 and any ρ, r P
sηdpx,Sq, 4s.

C´1 ďIpx, rq ď Λ(16)

Λ´1rDpx, rq ďHpx, rq ď CrDpx, rq(17)

Σpx, rq ď Cr2Dpx, rq(18)

Epx, rq ď CDpx, rq(19)

ρ1´mHpx, ρq “ r1´mHpx, rq exp

ˆ

´C

ż r

ρ

Ipx, sq
ds

s
´Opm0qpr ´ ρq

˙

(20)

Hpx, rq ď CHpx, r4 q(21)

Hpx, rq ď Crm`3´2δ2(22)

Gpx, rq ď Cr´1Dpx, rq(23)

|BrDpx, rq| ď Cr´1Dpx, rq(24)

|BrHpx, rq| ď CDpx, rq ,(25)

where the constant C depends on I0, Λ, and η, but not on ε4. In particular:

|Dpx, rq ´Epx, rq| ď Cmγ4

0 r
γ4Dpx, rq(26)

|BrDpx, rq ´ pm´ 2qr´1Dpx, rq ´ 2Gpx, rq| ď Cmγ4

0 r
γ4´1Dpx, rq(27)

BrIpx, rq ě ´Cm
γ4

0 r
γ4´1 .(28)

From now we will work under the assumptions that the parameters allow for the conclusions
of Lemma 4.1 to hold.

Assumption 4.2. T , I0, δ2, δ3, ε4, Λ and η are as in Assumption 3.7. In addition the
parameter ε4 is small enough, compared to I0,Λ, and η, so that the estimates of Lemma 4.1
are valid.

4.1. Proof of Lemma 4.1. We begin with (16). The upper bound was already established
. To achieve the lower bound, we proceed via contradiction, following a similar argument to
that in [31].

Indeed, suppose that the lower bound in (16) fails. Then, one can find a sequence of currents
Tk satisfying Assumption 3.7 with vanishing ε4 “ ε4,k Ó 0 and extract a sequence of points
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xk P Mk X B1 with corresponding normal approximations Nk and scales rk Psηdpx,STkq, 4s
such that

INkpxk, rkq ÝÑ 0.

In particular, this means that there exist points yk P STk with dpyk, xkq ă
1
η rk. Recentering

around xk, rescaling by r̄k as in Section 2.2 and taking a normalized limit, we conclude that
(up to subsequence) there exists a limiting Dir-minimizer u : π8 Ą B1 Ñ AQpπ

K
8q with

(i) Iup0, 1q “ 0,
(ii) upȳq “ QJ0K and Iupȳ, 0q ě I0 “ 2´ δ3,

where ȳ is the subsequential limit of yk´xk
r̄k

. However, (i) implies that Dup0, 1q “ 0, which,

combined with (ii) tells us that u ” QJ0K on B1. This, however, contradicts the lower frequency
bound in (ii).

The inequalities (17) are clearly just an alternative way of writing (16), while the estimate
(19) is merely a consequence of (11) and (18) combined.

To obtain the equation (20), we first observe that (10) and (11) together yield the estimate

Br
`

log r1´mHpx, rq
˘

“
BrHpx, rq

Hpx, rq
´
m´ 1

r

ď
2

r
Ipx, rq ` Cm0 `

2Epx, rq

Hpx, rq
.

We then apply (19) and integrate between scales ρ and r to conclude. Setting ρ “ r
4 and

invoking the upper frequency bound in (16) clearly further implies (21).
To see that the L2-height decay (22) holds, one may simply cover

pπ0

`

pBrpxqzBr{2pxqq XM
˘

by a family of disjoint Whitney cubes L with `pLq ď 2r, and apply the estimate [14, Theorem
2.4 (2.3)] on each Whitney region L for each of these cubes L (see [15, Remark 3.4] for the
corresponding estimate on Dpx, rq).

The inequality (23) follows immediately from the definition of G, combined with the obser-

vation that dpx, yq ď r whenever φ1
´

dpx,yq
r

¯

ą 0. Similarly, the bound (24) follows directly

from the identity (9) and again the fact that dpx, yq ď r.
Finally, the estimate (25) follows from (10) and the upper bounds in (17) and (19). The

estimates (26)-(28) are an obvious consequence of the preceding estimates (16)-(25) and the
estimates in Lemma 3.3, (13) and Corollary 3.5.

5. Spatial variations

In this section we will control how much N deviates from being homogeneous on average
between two scales, in terms of the frequency pinching. The latter is defined as follows:

Definition 5.1. Suppose that T , M and N are as in Assumption 4.2. For x P B1 XM and
any η dpx,Sq ă ρ ď r ď 1, define the frequency pinching W r

ρ pxq between scales ρ and r by

W r
ρ pxq :“ |Ipx, rq ´ Ipx, ρq|.

We begin with the following important proposition.

Proposition 5.2. Suppose that T , M, N are as in Assumption 4.2 and γ4 is as in Lemma 3.3.
There exists C “ Cpm,n,Q,Λq ą 0 and β “ βpm,n,Q,Λq ą 0 such that the following estimate
holds for every x P B1 XM and for every pair ρ, r with 4η dpx,Sq ă ρ ď r ă 1. If we define

A2r
ρ
4
pxq :“

´

B2rpxqzB ρ
4
pxq

¯

XM
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then

ż

A2r
ρ
4

pxq

ÿ

i

ˇ

ˇ

ˇ

ˇ

DNipyq
dpx, yq∇dpx, yq
|∇dpx, yq|

´ Ipx, dpx, yqqNipyq|∇dpx, yq|
ˇ

ˇ

ˇ

ˇ

2
dy

dpx, yq

ď CHpx, 2rq

ˆ

W 2r
ρ
4
pxq `mγ4

0 r
γ4 log

ˆ

4r

ρ

˙˙

.

Remark 5.3. We warn the reader that, even though much of our computations are based on
the ones of the work [8], we will use a different convention concerning derivatives of the mapsNi.
In [8], the authors use the unusual convention v ¨DNi for the directional derivative of the map
Ni in direction v (where Ni is regarded as a map taking values into Rm`n and the derivative
is understood as the vector consisting of the directional derivatives of each component of Ni).
In this paper we will often stick to the more standard convention BvNi or DNiv.

We will also require the following control on variations of the frequency in terms of frequency
pinching.

Lemma 5.4. Suppose that T , M and N be as in Assumption 4.2 and let γ4 be as in Lemma 3.3.
Let x1, x2 P B1XM with dpx1, x2q ď

r
8 , where r is such that 8η maxtdpx1,Sq, dpx2,Squ ă r ď 1.

Then there exist C “ Cpm,n,Q,Λq ą 0 such that for any z, y P rx1, x2s, we have

|Ipy, rq ´ Ipz, rq| ď C

„

´

W 4r
r
8
px1q

¯
1
2

`

´

W 4r
r
8
px2q

¯
1
2

`m
γ4
2

0 r
γ4
2



dpz, yq

r
.

In order to prove the latter, we will also need the following additional variation estimates
and identities.

Lemma 5.5. Let T , M and N be as in Assumption 4.2 and let x P B1 XM. Let η dpx,Sq ă
ρ ă r ď 1, and let v be a vector field on M. We have

BvDpx, rq “
2

r

ż

φ1
ˆ

dpx, yq

r

˙

ÿ

i

BνxNipyq ¨ BvNipyq dy `O pmγ4

0 q r
γ4´1Dpx, rq

BvHpx, rq “ ´2
ÿ

i

ż

M

|∇dpx, yq|2

dpx, yq
φ1
ˆ

dpx, yq

r

˙

xBvNipyq, Nipyqy dy .

5.1. Proof of Proposition 5.2. Since the center x here is fixed, we will suppress the depen-
dency on x for I and all related quantities, for simplicity. By the estimates in Lemma 4.1 and

the fact that |∇dpx, yq| “ 1`O
`

m
1
2
0 |y ´ x|

˘

, we have

W 2r
ρ
2
pxq “

ż 2r

ρ
4

BsIpsq ds “

ż 2r

ρ
2

BsrsDpsqs

Hpsq
´
sDpsqBsHpsq

Hpsq2
ds

ě 2

ż 2r

ρ
2

sGpsq ´ IpsqDpsq

Hpsq
ds´ Cmγ4

0

ż 2r

ρ
2

ˆ

Dpsq1`γ4 ` sBsrDpsq
1`γ4s

Hpsq
` Ipsq

˙

ds

“ 2

ż 2r

ρ
2

sGpsq ´ 2IpsqEpsq ` s´1Ipsq2Hpsq

Hpsq
ds

l jh n

“:I

´Cmγ4

0

ż 2r

ρ
2

sγ4IpsqDpsq

Hpsq
ds

´ Cmγ4

0

ż 2r

ρ
2

˜

Dpsq1`γ4 ` sBs
“

Dpsq1`γ4
‰

Hpsq
` Ipsq

¸

ds.
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We can rewrite the integral I as

I “

ż 2r

ρ
2

1

sHpsq

ż

´φ1
ˆ

dpx, yq

s

˙

1

dpx, yq

˜

ÿ

j

ˇ

ˇ

ˇ

ˇ

DNj ¨
dpx, yq∇dpx, yq
|∇dpx, yq|

ˇ

ˇ

ˇ

ˇ

2

´2Ipsq
ÿ

j

Nj ¨

ˆ

DNj ¨
dpx, yq∇dpx, yq
|∇dpx, yq|

˙

` Ipsq2|Npyq|2|∇dpx, yq|2
¸

dy ds

“

ż 2r

ρ
2

1

sHpsq

ż

´φ1
ˆ

dpx, yq

s

˙

ξpx, y, sq

dpx, yq
dy ds,

where

ξpx, y, sq “
ÿ

j

ˇ

ˇ

ˇ

ˇ

DNj
dpx, yq∇dpx, yq
|∇dpx, yq|

´ IpsqNjpyq|∇dpx, yq|
ˇ

ˇ

ˇ

ˇ

2

.

Combining this again with the estimates in Lemma 4.1, we thus arrive at the inequality

W 2r
ρ
2
pxq ě 2

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pxq

ξpx, y, sq

dpx, yq
dy ds

´ Cmγ4

0

ż 2r

ρ
2

ˆ

sγ4´1Ipsq `
Dpsq1`γ4

Hpsq
`
sDpsqγ4BsDpsq

Hpsq

˙

ds

ě 2

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pxq

ξpx, y, sq

dpx, yq
dy ds´ Cmγ4

0 pr
γ4 ´ ργ4q.

Now consider

ζpx, yq :“
ÿ

j

ˇ

ˇ

ˇ

ˇ

DNjpyq
dpx, yq∇dpx, yq
|∇dpx, yq|

´ Ipdpx, yqqNjpyq|∇dpx, yq|
ˇ

ˇ

ˇ

ˇ

2

.

The triangle inequality and the Cauchy-Schwartz inequality yields

ζpx, yq ď 2ξpx, y, sq ` 2|Ipsq ´ Ipdpx, yqq|2|Npyq|2 ď 2ξpx, y, sq ` CW s
dpx,yqpxq|Npyq|

2.

We now proceed to estimate the pinching W s
dpx,yqpxq in terms of the pinching W 2r

ρ
2
pxq. Observe

that the almost monotonicity of the frequency (28) tells us that for any η dpx,Sq ă s ă t ď 1,
we have

(29) Ipsq ď Iptq ` Cmγ4

0 t
γ4 .

This yields

(30) W s
dpx,yqpxq ďW 2r

ρ
4
pxq ` Cmγ4

0 r
γ4 ´ Cmγ4

0 s
γ4 .

Moreover, since 1
dpx,yq ě

1
s ,

ż

A2r
ρ
4

pxq

ż 2dpx,yq

dpx,yq

1

s2Hpsq
ζpx, yq ds dy ě

1

Hp2rq

ż

A2r
ρ
4

pxq

ζpx, yq

ż 2dpx,yq

dpx,yq

1

s2
ds dy

ě
1

2Hp2rq

ż

A2r
ρ
4

pxq

ζpx, yq

dpx, yq
dy.
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Therefore, we have

W 2r
ρ
4
pxq ě C

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pxq

ζpx, yq

dpx, yq
dy ds´ Cmγ4

0 r
γ4 log

ˆ

4r

ρ

˙

´ Cmγ4

0 r
γ4

ě C

ż

A2r
ρ
4

pxq

ż 2dpx,yq

dpx,yq

1

s2Hpsq
ζpx, yq ds dy ´ Cmγ4

0 r
γ4 log

ˆ

4r

ρ

˙

´ Cmγ4

0 r
γ4

ě
C

Hp2rq

ż

A2r
ρ
4

pxq

ζpx, yq

dpx, yq
dy ´ Cmγ4

0 r
γ4 log

ˆ

4r

ρ

˙

´ Cmγ4

0 r
γ4

ě
C

Hp2rq

ż

A2r
ρ
4

pxq

ζpx, yq

dpx, yq
dy ´ Cmγ4

0 r
γ4 log

ˆ

4r

ρ

˙

´ Cmγ4

0 r
γ4 .

Rearranging, this yields the claimed estimate.

5.2. Proof of Lemma 5.5. Observe that we have

(31) BvDpx, rq “

ż

φ1
ˆ

dpx, yq

r

˙

∇dpx, yq
r

¨ vpyq|DNpyq|2 dy.

Consider the vector field Xippq “ Y ppppqq where

(32) Y pyq :“ φ

ˆ

dpx, yq

r

˙

v.

Then

(33) divM Y “ φ1
ˆ

dpx, yq

r

˙

∇dpx, yq
r

¨ v ´ xY,HMy,

and

(34) DMY “
1

r
φ1
ˆ

dpx, yq

r

˙

vpyq b νxpyq ` ´φ

ˆ

dpx, yq

r

˙

ÿ

j

AMpej , vq b ej ,

where νxpyq :“ ∇dpx, yq and teju form an orthonormal frame of M, with e1 “ v. Thus,
testing [15, (3.25)] with this vector field and using the decay in Proposition 2.7 yields

BvDpx, rq “

ż

M
|DN |2 divM Y dy `Opm

1
2
0 qr

1´δ2
2 Dpx, rq(35)

“
2

r

ż

φ1
ˆ

dpx, yq

r

˙

ÿ

i

xBνxNipyq, BvNipyqy dy `Opm
1
2
0 qr

1´δ2
2 Dpx, rq `

5
ÿ

j“1

ĄErr
i

j ,

where ĄErr
i

j are the inner variational errors in [15, (3.19), (3.26), (3.27), (3.28)], but for our
new choice of vector field Y . We estimate them analogously to [15, Section 4], again using the
excess decay of Proposition 2.7 to get improved scaling, combined with an analogous estimate
to (27), to obtain

5
ÿ

j“1

|ĄErr
i

j | ď Cmγ4

0 r
´1Dpx, rq1`γ4 ` Cmγ4

0 Dpx, rqγ4BrDpx, rq(36)

ď Cmγ4

0 r
γ4´1Dpx, rq

Note that in order to get these estimates we require r ą η dpx,Sq, to ensure that Brpq, π0q does
not intersect any cube L P W with `pLq ą csr (cf. Lemma 3.6). The identity for BvHpx, rq is
merely a computation, identical to that in the proof of [8, Proposition 3.1].
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5.3. Proof of Lemma 5.4. Let z, y be as in the statement of the lemma and let x lie in the
line segment rz, ys. For a given vector field v, the chain rule yields

BvIpx, rq “
rBvDpx, rq

Hpx, rq
´

Ipx, rqBvHpx, rq

Hpx, rq
.

We may now proceed as in the proof of [8, Theorem 4.2]. Nevertheless, we repeat the argument
here for clarity. Let µx be the measure with density

dµx “ ´
|∇dpx, yq|
dpx, yq

φ1
ˆ

dpx, yq

r

˙

dy,

and let

vpyq “ dpx1, x2q
∇dpx1, yq

|∇dpx1, yq|
ηxpyq :“ dpx, yq

∇dpx, yq
|∇dpx, yq|

“
dpx, yq

|∇dpx, yq|
νxpyq.

Then by Lemma 5.5, for every r Psηdpx,Sq, 1s we have

BvIpx, rq “
2

Hpx, rq

ż

M

ÿ

i

xBηxNi, BvNiy dµx ` Cm
γ4

0 r
γ4Ipx, rq

´ 2
Ipx, rq

Hpx, rq

ż

M
|∇d|

ÿ

i

xBvNi, Niy dµx.

We can now write

BvNipyq “ DNipyqdpx1, yq
∇dpx1, yq

|∇dpx1, yq|
´DNipyqdpx2, yq

∇dpx2, yq

|∇dpx2, yq|

“ Bηx1
Nipyq ´ Bηx2

Nipyq

“
`

Bηx1
Nipyq ´ Ipx1, dpx1, yqqNipyq

˘

l jh n

“:E1,i

´
`

Bηx2
Nipyq ´ Ipx2, dpx2, yqqNipyq

˘

l jh n

“:E2,i

` Ipx1, dpx1, yqq ´ Ipx2, dpx2, yqq
l jh n

“:E3

Nipyq.

Thus, we have

BvIpx, rq “
2

Hpx, rq

ż

M

ÿ

i

xBηxNi, E1,i ´ E2,iy dµx ´ 2
Ipx, rq

Hpx, rq

ż

M
|∇d|

ÿ

i

xNi, E1,i ´ E2,iy dµx

`
2

Hpx, rq

ż

M
E3

ÿ

i

xBηxNi, Niy ´ 2
Ipx, rq

Hpx, rq

ż

M
|∇d|E3

ÿ

i

|Ni|
2 dµx

` Cmγ4

0 r
γ4Ipx, rq

“
2

Hpx, rq

ż

M

ÿ

i

xBηxNi, E1,i ´ E2,iy dµx ´ 2
Ipx, rq

Hpx, rq

ż

M
|∇d|

ÿ

i

xNi, E1,i ´ E2,iy dµx

`
2E3

Hpx, rq

˜

ż

M

ÿ

i

xBηxNi, Niy dµx ´ rDpx, rq

¸

` Cmγ4

0 r
γ4Ipx, rq.

With the aim to establish control in terms of frequency pinching at the endpoints x1 and
x2, we can now rewrite E3 as

E3 “ pIpx1, dpx1, yqq ´ Ipx1, rqq ` pIpx1, rq ´ Ipx2, rqq ` pIpx2, rq ´ Ipx2, dpx2, yqqq

“W dpx1,yq
r px1q `W

r
dpx2,yq

px2q ` Ipx1, rq ´ Ipx2, rq.

This, combined with the Cauchy-Schwartz inequality, Lemma 3.3, an analogous almost mono-
tonicity estimate to (30) and the uniform upper bound on the frequency (16) tells us that for
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some γ6 “ γ6pγ5, β,mq we have

|BvIpx, rq| ď C

«

ż

ÿ

i

`

|E1,i|
2 ` |E2,i|

2
˘

dµx

ff
1
2

¨

˝

1

Hpx, rq

«

ż

ÿ

i

|BηxNi|
2 dµx

ff
1
2

`
Ipx, rq

Hpx, rq
1
2

˛

‚

` Cmγ4

0 r
|Ipx1, rq ´ Ipx2, rq|

Hpx, rq

`

Dpx, rq1`γ4 `Σpx, rq
˘

` Cmγ4

0 r
|W

dpx1,yq
r px1q| ` |W

r
dpx2,yq

px2q|

Hpx, rq

`

Dpx, rq1`γ4 `Σpx, rq
˘

` Cmγ4

0 r
γ4Ipx, rq.

Now invoking Proposition 5.2, for ` “ 1, 2 we have
ż

ÿ

i

|E`,i|2 dµx “ ´

ż

ÿ

i

|E`,i|2pyq
|∇dpx, yq|
dpx, yq

φ1
ˆ

dpx, yq

r

˙

dy

ď CHpx`, 2rqpW
4r
r
8
px`q `m

γ4

0 r
γ4q.

Thus, when combined with the upper bounds in (16) and (18), we conclude that

|BvIpx, rq| ď C
”

pW 4r
r
8
px1q `m

γ4

0 r
γ4q

1
2 ` pW 4r

r
8
px2q `m

γ4

0 r
γ4q

1
2

ı

` Cmγ4

0 r
γ4Ipx, rqpDpx, rqγ4 ` r2Dpx, rqq ` Cmγ4

0 r
γ4 .

ď C
”

W 4r
r
8
px1q

1
2 `W 4r

r
8
px2q

1
2 `m

γ4
2

0 r
γ4
2

ı

` Cmγ4

0 r
γ4 .

Integrating this inequality over the geodesic segment rz, ys Ă M and using the estimates in
Lemma 4.1, the result follows.

6. Quantitative splitting

In what follows we will need to consider affine subspaces spanned by families of vectors. For
this reason it will be useful to introduce the following notation. Given an ordered set of points
X “ tx0, x1, . . . , xku we will denote by V pXq the affine subspace spanned by tx1 ´ x0, x2 ´

x0, . . . , xk ´ x0u and centered at x0, namely

(37) V pXq “ x0 ` spanptpx1 ´ x0q, px2 ´ x0q, . . . , pxk ´ x0quq .

We will now show that approximate homogeneity implies the existence of an approximate
spine in given directions. We begin with the following definition.

Definition 6.1. We say that a set X “ tx0, x1, . . . , xku Ă Brpxq is ρr-linearly independent if

dpxi, V ptx0, . . . , xi´1uqq ě ρr for all i “ 1, . . . , k

We say that a set F Ă Brpxq ρr-spans a k-dimensional affine subspace V if there is a ρr-linearly
independent set of points X “ txiu

k
i“0 Ă F such that V “ V pXq.

The following lemma gives a quantitative notion of the existence of an approximate spine
in S, provided that N is (quantitatively) almost-homogeneous about an pm ´ 2q-dimensional
linear space.

Lemma 6.2. Suppose that T , M, N are as in Assumption 4.2, let x P S and let ρ, ρ̃, ρ̄ Ps0, 1s
be given. There exists ε “ ε6.2pm,n,Q,Λ, ρ, ρ̃, ρ̄q Ps0, ε

2
4s such that the following holds. Suppose

that for some r ą 0,

maxtEpT,B2rpxqq, ε̄p2rq
2´2δ2u ď ε.

Let X “ txiu
m´2
i“0 Ă Brpxq X S be a ρr-linearly independent set of points with

W 2r
ρ̃r pxiq ă ε for each i.

Then SX pBrzBρ̄rpV pXqqq “ H.
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Proof. We argue by contradiction. Without loss of generality, assume x “ 0. Suppose that
the statement is false. Then there exists sequences εk Ó 0, rk Ó 0 and corresponding sequences
of center manifolds Mk and normalized normal approximations N̄k with HN̄kp0, 1q “ 1 for
T0,rk . Moreover, for Sk :“ SpT0,rkq, there is a sequence of pm ´ 1q-tuples of points Xk :“
txk,0, xk,1, . . . , xk,m´2u Ă B1 X Sk such that

(i) Xk is ρ-linearly independent for some ρ Ps0, 1s;
(ii) W 2

ρ̃ pN̄k, xk,iq ď εk Ñ 0 as k Ñ8 for some ρ̃ Ps0, 1s;

(iii) there exists a point yk P Sk XB1zBρ̄pV pXkqqq.

We can thus use the compactness argument from Section 2.2 to conclude that

(1) Mk ÝÑ π8 in C3,κ;

(2) N̄k ˝ ek ÝÑ u in L2 and in W 1,2
loc , where u is a Dir-minimizer with η ˝ u ” 0;

(3) Xk converges pointwise to X8 “ tx0, . . . , xm´2u Ă π8;
(4) yk converge pointwise to y P π8 X B̄1zBρ̄pV pX8qq with upyq “ QJ0K.
Denote by ∆Qpuq the set of points y P π8 such that upyq “ QJη ˝ upyqK “ QJ0K. Due to the
dichotomy [11, Proposition 3.22], we know that

(38) dimHp∆Qpuq X B̄1q ď m´ 2 .

Indeed Hup0, 1q “ 1 and η ˝ u ” 0, so u cannot be identically equal to QJη ˝ uK. Moreover,
Hupy, τq ą 0 for every τ P p0, 1q and every y P B1, since otherwise we would contradict the
dimension estimate (38). This, in combination with (ii) tells us that

Iupxi, ρ̃q “ Iupxi, 2q for i “ 0, . . . ,m´ 2.

The monotonicity of the (regularized) frequency for Dir-minimizers then tells us that u is αi-
homogeneous about the center xi in the annulus B2pxiqzBρ̃pxiq Ă π8, for some αi ą 0. We
can then extend u to an αi-homogeneous function about xi on π8; call it vi. Observe that for
any z ‰ xi, there is a neighbourhood Uz Ă π8 of z on which vi is a Dir-minimizer (by using a
scaling argument and the fact that vi agrees with a Dir-minimizer on B2pxiqzBρ̃pxiq Ă π8).

This allows us to apply the unique continuation result [8, Lemma 6.9] to conclude that u “ vi
on B64ztxiu, and hence u “ vi on B64. By iteratively applying [8, Lemma 6.8], we may thus
conclude that αi “ α for each i “ 0, . . . ,m´ 2, and that u ” QJ0K on the pm´ 2q-dimensional
plane V pX8q “ x0` spantpxm´2´x0q, . . . , px1´x0qu. In other words, u is an α-homogeneous
function in two variables about the pm´ 2q-dimensional plane V pX8q.

Since y R V pX8q and upyq “ QJ0K but u is α-homogeneous, this implies that u ” QJ0K on
x0 ` spantxm´2 ´ x0, . . . , x1 ´ x0, y ´ x0u. This however contradicts the dimension estimate
on ∆Qpuq, thus allowing us to conclude. �

The following lemma tells us that it suffices to have approximate homogeneity on a linearly
independent set of points, in order to conclude approximate homogeneity in the entire affine
subspace spanned by these points.

Lemma 6.3. Suppose that T , M and N are as in Assumption 4.2, let x P S and let
ρ, ρ̃, ρ̄ Ps0, 1s be given. Then for any given δ ą 0, there exists ε “ ε6.3 ą 0, dependent on
m,n,Q,Λ, ρ, ρ̃, ρ̄, δ, such that the following holds. Suppose that for some r ą 0,

maxtEpT,B2rpxqq, ε̄p2rq
2´2δ2u ď ε.

Let X “ txiu
m´2
i“0 Ă Brpxq X S be a ρr-linearly independent set of points with

W 2r
ρ̃r pxiq ă ε for every i.

Then for every y1, y2 P Brpxq XBεrpV pXqq X S and for every r1, r2 P rρ̄r, rs we have

|Ipy1, r1q ´ Ipy2, r2q| ď δ .

Proof. We again argue by contradiction. Without loss of generality, assume x “ 0. Suppose
that the statement is false. Then there exists sequences εk Ó 0, rk Ó 0 and corresponding
sequences of center manifolds Mk and normalized normal approximations N̄k with HN̄kp0, 1q “
1 for T0,rk and a sequence of pm´ 1q-tuples of points Xk :“ txk,0, xk,1, . . . , xk,m´2u Ă B1XSk
(where Sk :“ SpT0,rkq) such that
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(i) Xk is ρ-linearly independent for some ρ ą 0;
(ii) W 2

ρ̃ pN̄k, xk,iq ď εk Ñ 0 as k Ñ8 for some ρ̃ ą 0;

(iii) there are points yk,1, yk,2 P B1 XBεkpV pXkqq X Sk and corresponding scales rk,i P rρ̄, 1s
such that

|Ikpyk,1, rk,1q ´ Ikpyk,2, rk,2q| ě δ ą 0,

where Ik :“ IN̄k .

We can thus use the compactness argument from Section 2.2 to conclude that

(1) Mk ÝÑ π8 in C3,κ;

(2) N̄k ˝ ek ÝÑ u in L2 and in W 1,2
loc , where u is a Dir-minimizer with η ˝ u ” 0;

(3) Xk converges pointwise to X8 “ tx0, . . . , xm´2u;
(4) yk,i converge pointwise to yi and the respective scales rk,i converge to scales ri P rρ̄, 1s for

i “ 1, 2.

Arguing as in the proof of Lemma 6.2, we can deduce that u ” QJ0K on V pX8q “ x0 `

spantxm´2 ´ x0, . . . , x1 ´ x0u, with Iupy, τq ” α ą 0 for any y P V pX8q and any τ ą 0.
However, since yk,1, yk,2 P Sk and rk,i P rρ̄, 1s, we also have Ikpyk,i, rk,iq Ñ Iupyi, riq for
i “ 1, 2, so (iii) contradicts the homogeneity of u. �

7. Flatness control

In this section we proceed to estimate the “mean flatness” in a ball for a measure µ supported
in S, in terms of a pm ´ 2q-dimensional µ-weighted average of the frequency pinching (plus a
suitable lower order term). We introduce therefore the so called Jones’ β2 coefficients, which
will give us a suitable tool to measure the mean flatness of µ at a given scale around a given
point.

Definition 7.1. Given a Radon measure µ in Rm`n, and k P t0, 1, . . . ,m` n´ 1u, we define
the k-dimensional Jones’ β2 coefficient of µ as

βk2,µpx, rq :“ inf
affine k-planes L

«

r´k
ż

Brpxq

ˆ

distpy, Lq

r

˙2

dµpyq

ff1{2

.

The pivotal estimate of this section is thus the following proposition.

Proposition 7.2. There exist thresholds ηpmq ą 0, εpΛ,m, n,Q, ηq, α0 “ α0pΛ,m, n,Qq ą
0 and CpΛ,m, n,Qq ą 0 such that the following holds. Suppose that T , M and N satisfy
Assumption 4.2 with parameters ε4 and η smaller than the above thresholds. Suppose that
µ is a finite non-negative Radon measure with sptpµq Ă S. Then for all r Ps0, 1s and every
x0 P Br{8 X S we have

rβm´2
2,µ px0, r{8qs

2 ď
C

rm´2

ż

Br{8px0q

W 4r
r{8pxq dµpxq ` Cmα0

0 r´pm´2´α0qµpBr{8px0qq.

In order to prove this proposition, we will require the following lemma, the proof of which
is omitted here and can be found in [8].

Lemma 7.3 ([8], Lemma 5.4). Let Ω Ă Rm be a connected open set and suppose that u :
Ω Ñ AQpRnq is a Dir-minimizer. Assume there is a ball B Ă Ω and a system of coordinates
x1, . . . , xm such that u

ˇ

ˇ

B
is a function of x1 only. Then u is a function of only x1 on all of Ω.

7.1. Proof of Proposition 7.2. We may assume that µpBr{8px0qq ą 0, else the claimed
inequality is trivial. Since it will be convenient for us to restrict ourselves to pm´2q-dimensional
affine subspaces L of Tx0

M in Definition 7.1, we begin with some basic linear algebra to simplify
the mean flatness that we would like to control. Let

(39) x̄x0,r :“
1

µpBr{8px0qq

ż

Br{8px0q

x dµpxq
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denote the barycenter of µ in Br{8px0q X Tx0
M, where px0

is the orthogonal projection of

Rm`n onto Tx0
M. Following the approach of [29] and [8, Section 5], we may consider the

symmetric bilinear form bx0,r : Tx0Mˆ Tx0MÑ R defined by

bx0,rpv, wq :“

ż

Br{8px0q

pppx0
pxq ´ px0

px̄x0,rqq ¨ vq pppx0
pxq ´ px0

px̄x0,rqq ¨ wq dµpxq(40)

“

ż

Br{8px0q

ppx´ x̄x0,rq ¨ vq ppx´ x̄x0,rq ¨ wq dµpxq,

and we diagonalize bx0,r. This yields an orthonormal basis tviu
m
i“1 of eigenvectors and a

corresponding family of eigenvalues 0 ď λm ď ¨ ¨ ¨ ď λ1 for the linear map

T pvq :“

ż

Br{8px0q

pppx0pxq ´ px0px̄x0,rqq ¨ vqpx0pxq dµpxq(41)

“

ż

Br{8px0q

ppx´ x̄x0,rq ¨ vqpx0
pxq dµpxq,

which diagonalize bx0,r. Namely, T pviq “ λivi and bx0,rpvi, viq “ λi.
This yields the characterization

(42) inf
affine pm´ 2q-planes

LĂTx0
M

´r

8

¯´pm´2q
ż

Br{8px0q

ˆ

distpy, Lq

r

˙2

dµpyq “ pr{8q
´m
pλm´1 ` λmq .

We therefore conclude that

(43) rβm´2
2,µ px0, r{8qs

2 ď pr{8q
´m
pλm´1 ` λmq ď 2 pr{8q

´m
λm´1 .

Moreover the pm ´ 2q-planes minimizing the left hand side of (42) are those of the form
L “ x0 ` spantv1, . . . , vm´2u, for any choice of orthonormal basis as above.

Fix now any z P B2rpx0qzBr{4px0q XM. Following [8], we would like to differentiate the
map N at the point z along the vector vj . However the latter vector is an element of Tx0

M
and not an element of TzM. In order to find a suitable element of TzM we consider the
geodesic segment connecting x0 and z on M and the parallel transport along it. This gives a
well-defined linear map `z : Tx0

MÑ TzM. This map is, in fact, the differential dex0
|ζ of the

exponential map ex0
at the point ζ “ e´1

x0
pzq.

Since
ż

Br{8px0q

ppx´ x̄x0,rq ¨ vjqpx0pz ´ xq dµpxq “ ´λjvj

and
ż

Br{8px0q

px´ x̄x0,rq ¨ vjq dµpxq “ 0,

for each j “ 1, . . . ,m, i “ 1, . . . , Q and any fixed α ą 0 (to be determined later) we have

´λjDNipzq ¨ `zpvjq “

DNipzq ¨ `zp´λjvjq “ DNipzq ¨ `z

˜

ż

Br{8px0q

ppx´ x̄x0,rq ¨ vjqpx0
pz ´ xq dµpxq

¸

´ αNipzq

ż

Br{8px0q

ppx´ x̄x0,rq ¨ vjq dµpxq

“

ż

Br{8px0q

px´ x̄x0,rq ¨ vj rDNipzq ¨ `zppx0pz ´ xqq ´ αNipzqs dµpxq.

Now observe that
ˇ

ˇ

ˇ

ˇ

`zppx0
pz ´ xqq ´

dpx, zq∇dpx, zq
|∇dpx, zq|

ˇ

ˇ

ˇ

ˇ

ďm
1{2
0 r2 .
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We therefore reach the (approximate) identity

´λjDNipzq ¨ `zpvjq “

ż

Br{8px0q

ppx´ x̄x0,rq ¨ vjq

„

DNipzq ¨
dpx, zq∇dpx, zq
|∇dpx, zq|

´ αNipzq



dµpxq

`O
´

m
1{2
0 r2

¯

|DNipzq|

ż

Br{8px0q

|px´ x̄x0,rq ¨ vj | .

We now square both sides, sum over the components i of the Q-valued map N , and use
the Cauchy-Schwartz inequality and the estimates on the distance d. Letting wpx, zq :“
dpx,zq∇dpx,zq
|∇dpx,zq| , we thus have

λ2
j

ÿ

i

|DNipzq ¨ `zpvjq|
2

ď C

ż

Br{8px0q

|px´ x̄x0,rq ¨ vj |
2 dµpxq

ż

Br{8px0q

ÿ

i

|DNipzq ¨ wpx, zq ´ αNipzqq|
2

dµpxq

` Cm0r
4µpBr{8px0qq|DNpzq|

2

ż

Br{8px0q

|px´ x̄x0,rq ¨ vj |
2 dµpxq

Recalling the definition

λj “ bx0,rpvj , vjq “

ż

Br{8px0q

|px´ x̄x0,rq ¨ vj |
2 dµpxq,

we thus achieve

λj
ÿ

i

|DNipzq ¨ `zpvjq|
2 ď C

ż

Br{8px0q

ÿ

i

|DNipzq ¨ wpx, zq ´ αNipzqq|
2

dµpxq

` Cm0r
4µpBr{8px0qq|DNpzq|

2.(44)

In what follows we will use the shorthand notation

|DNpzq ¨ v|2 “
ÿ

i

|DNipzq ¨ v|
2.

We now set A2r
r{4px0q :“ B2rpx0qzBr{4px0q XM and use (43) (plus the ordering 0 ď λm ď

λm´1 ď . . . ď λ1) to get the following inequality:

rβm´2
2,µ px0, r{8qs

2

ż

A2r
r{4
px0q

m´1
ÿ

j“1

|DNpzq ¨ `zpvjq|
2 dz

ď C
λm´1

rm

ż

A2r
r{4
px0q

m´1
ÿ

j“1

|DNpzq ¨ `zpvjq|
2 dz

ď
C

rm

ż

A2r
r{4
px0q

m
ÿ

j“1

λj |DNpzq ¨ `zpvjq|
2 dz
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We hence use (44) to get

rβm´2
2,µ px0, r{8qs

2

ż

A2r
r{4
px0q

m´1
ÿ

j“1

|DNpzq ¨ `zpvjq|
2 dz

ď Cm0r
4´mµpBr{8px0qq

ż

B2rpx0qXM
|DN |2

` Cr´m
ż

A2r
r{4
px0q

ż

Br{8px0q

ÿ

i

|DNipzq ¨ wpx, zq ´ αNipzqq|
2

dµpxq dz

ď Cm0r
4´mµpBr{8px0qq

ż

B2rpx0qXM
|DN |2

` Cr´m
ż

A2r
r{4
px0q

ż

Br{8px0q

ÿ

i

|DNipzq ¨ wpx, zq ´ αNipzqq|
2

dµpxq dz

ď Cm0r
4´mµpBr{8px0qq

ż

B2rpx0qXM
|DN |2

` Cr´m
ż

A2r
r{4
px0q

ż

Br{8px0q

ÿ

i

|wpx, zq ¨DNipzq ´ Ipx, |z ´ x|qNipzqq|
2

dµpxq dz

l jh n

“:Rpx0,rq

` Cr´m
ż

A2r
r{4
px0q

ż

Br{8px0q

|Ipx, |z ´ x|q ´ α|2|Npzq|2 dµpxq dz.

Firstly, observe that Fubini’s theorem and the estimates in Proposition 5.2 and Lemma 4.1 tell
us that for r Ps0, 1s,

Rpx0, rq ď Cr

ż

Br{8px0q

Hpx, 2rqpW 2r
r{4pxq `m

γ4

0 r
γ4q dµpxq .

Now fix any such r and choose

α :“

ż

Br{8px0q

Ipy, rq dµpyq.

We may hence once again use the triangle inequality to write
ż

A2r
r{4
px0q

ż

Br{8px0q

|Ipx, |z ´ x|q ´ α|2|Npzq|2 dµpxq dz

ď C

ż

A2r
r{4
px0q

ż

Br{8px0q

|W r
|z´x|pxq|

2|Npzq|2 dµpxq dz

` C

ż

A2r
r{4
px0q

ż

Br{8px0q

|Ipx, rq ´ α|2|Npzq|2 dµpxq dz

“: pIq ` pIIq.

We estimate the two terms on the right-hand side separately. For pIq, we may use the almost-
monotonicity (28) combined with (16) to conclude that

pIq ď CrHpx0, 2rq

˜

ż

Br{8px0q

”

W 2r
r{4pxq

ı2

dµpxq `m2γ4

0 r2γ4µpBr{8px0qq

¸

ď CrHpx0, 2rq

˜

ż

Br{8px0q

W 2r
r{4pxq dµpxq `m2γ4

0 r2γ4µpBr{8px0qq

¸

.
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Meanwhile, to control pIIq we use Lemma 5.4, (21) and (22) to deduce that for η “ ηpmq ą 0
sufficiently small,

pIIq ď
CrHpx0, 2rq

µpBr{8px0qq

ż

Br{8px0q

ż

Br{8px0q

pW 4r
r{8pxq `W

4r
r{8pyq `m

γ4

0 r
γ4q dµpxq dµpyq

ď CrHpx0, 2rq

˜

ż

Br{8px0q

W 4r
r{8pxq dµpxq `mγ4

0 r
γ4µpBr{8px0qq

¸

.

Taking into account that

r

ż

B2rpx0qXM
|DN |2 ď CHpx0, 2rq ,

it thus remains to check that

(45)

ż

A2r
r{4
px0q

m´1
ÿ

j“1

|DNpzq ¨ `zpvjq|
2 dz ě cpΛq

Hpx0, 2rq

r
,

for some CpΛq ą 0. We prove this by contradiction. The inequality is scaling invariant, so by
rescaling and recentering, we may assume that r “ 1 and x0 “ 0. If (45) fails, then we can
extract a sequence of currents Tk with corresponding center manifolds Mk and corresponding
normalized normal approximations N̄k with

ş

B1XMk
|DN̄k|

2 ď CΛ and
ş

B2zB1XMk
|N̄k|

2 “ 1,

for which

‚ Mk Ñ π8 (taking m
pkq
0 u ď ε2

k Ñ 0),
‚ η ˝ N̄k Ñ 0,
‚ N̄kpykq “ QJ0K for some yk P B1{8 XMk (since µTkpBr{8q ą 0),

but
ż

B2zB1XMk

m´1
ÿ

j“1

|DN̄kpzq ¨ `
k
zpv

k
j q|

2 ÝÑ 0,

for some choice of orthonormal vectors tvk1 , . . . , v
k
m´1u, where `kz is the linear map `z : T0Mk Ñ

TzMk. Up to subsequence, we can find a limiting Dir-minimizer u : π8 Ą B2 Ñ AQpRm`nq
with

‚
ş

B2zB1
|u|2 “ 1,

‚
ş

B1
|Du|2 ď CΛ,

‚ η ˝ u ” 0,
‚ upyq “ QJ0K for some y P B1{8,

and
ż

B2zB1

m´1
ÿ

j“1

|Dupzq ¨ vj |
2 “ 0

for some choice of orthonormal directions tv1, . . . , vm´1u (where each vj is the limit of vkj ; note

also that, since Mk converge to the flat plane π8, the maps `kz converge to the identity map
from π8 onto itself).

Proceeding as in the proof of [8, Proposition 5.3], we deduce that u is a function of only one
variable on B2zB1, and hence on the whole of B2 due to Lemma 7.3. Since upyq “ QJ0K, we
deduce that dimHp∆Quq ě m´ 1, which is a contradiction, since u is non-trivial.

8. Rectifiability

This section is dedicated to proving the rectifiability of S in claim (iii) of Theorem 3.1. In
order to do this, we make use of the following result from [7], which we re-state here for the
convenience of the reader.

Theorem 8.1. Let k P N be an integer with k ă m` n. Suppose that E Ă Rm`n is a Souslin
set that is non σ-finite with respect to Hk. Then there exists a closed subset F Ă E with
0 ă HkpF q ă 8 that is purely k-unrectifiable.
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Unlike the arguments in [27], here we do not require the Minkowski content bound (8)
in Theorem 3.1(iii) to conclude rectifiability. This is because we may replace the covering
arguments of Naber and Valtorta by Theorem 8.1, together with the existence of a Frostman
measure supported on each finite Hm´2-measure subset of SXB1 in order to provide us with
the necessary a priori measure bound on balls. We may then appeal to the work of Azzam and
Tolsa [3], where the rectifiability of a Radon measure comes from the control of its β2-square
function (see (47)). However, we provide a proof of the bound (8) in Appendix A nevertheless,
since we believe that this is of independent interest.

8.1. Proof of rectifiability in Theorem 3.1(iii). If SXB̄1 is σ-finite with respect to Hm´2,
but not rectifiable, then it is a classical fact that S contains a purely pm´2q-unrectifiable closed
set F with 0 ă Hm´2pF q ă 8 (see e.g. [26, Theorem 15.6]). On the other hand, if SXB1 is
not σ-finite, then we can appeal to Theorem 8.1 to again find such a closed subset F .

Let µ be a Frostman measure supported on F (see [26, Theorem 8.17], for example). Namely,
µ is a nontrivial non-negative Radon measure with sptpµq Ă F and

(46) µpBrpxqq ď rm´2 @x , @r ď 1.

In light of the characterization of rectifiability in [3, Theorem 1.1], it suffices to prove that
for every y P B1 and every t ď 1

32 we have

(47)

ż

Btpyq

ż t

0

rβm´2
2,µ pz, sqs2

ds

s
dµpzq ă 8.

Indeed this would imply that the support of µ is rectifiable, but since such support has finite
and positive Hm´2 measure and it is contained in F , we reach a contradiction. We appeal to
Proposition 7.2: we are integrating z with respect to µ, so necessarily z P S when z is in the
support of µ and thus the estimate applies.

We have
ż

Btpyq

ż t

0

rβm´2
2,µ pz, sqs2

ds

s
dµpzq ď C

ż

Btpyq

ż t

0

s´pm´1q

ż

Bspzq

W 32s
s pwq dµpwq ds dµpzq

` Cmα0
0

ż

Btpyq

ż t

0

µpBspzqq

sm´1´α0
ds dµpzq.

Thus, via analogous estimates to those in Step 4 in the proof of Lemma A.1, additionally
invoking the bound (46), we deduce that

ż

Btpyq

ż t

0

rβm´2
2,µ pz, sqs2

ds

s
dµpzq ď C

ż

B2tpyq

ż t

0

W 32s
s pwq

ds

s
dµpwq

` Cmα0
0

ż

Btpyq

ż t

0

s´1`α0 ds dµpzq

ď Ctm´2W
1{8
0 ` Ctm´2`mintα0,βumα0

0

ď Cpm,n,Q,Λq.

This yields the desired contradiction, completing the proof.

Part 2. Rectifiability of low frequency points

9. Subdivision of low frequency points

It will be useful to decompose the set FlQ into a countable collection of pieces as follows.
First of all, we may write

FlQ XB1 “
ď

KPN
SK ,

for

SK :“ ty P FQpT q : 2´ δ2 ´ 2´K ě IpT, yq ě 1` 2´Ku XB1 .
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Moreover, we can further decompose each subset SK as SK “
Ť

JPN SK,J , but before intro-
ducing the latter decomposition, let us recall Proposition 2.7, which we re-state for convenience.

Proposition 9.1. Let T be as in Theorem 2.6 and let x P FQpT q with IpT, xq ą 1. For any
0 ă µ ă mintIpT, xq´ 1, 1´ δ2u, there exists CpIpT, xq,m, n,Q, µq ą 0 and r0pxq ą 0 such that

(48) EpT,Brpxqq ď C
´r

s

¯2µ

maxtEpT,Bspxqq, ε̄
2s2´2δ2u @r ă s ă r0 .

In particular we can claim the following, using the fact that IpT, xq ě 1 ` 2´K for every
x P SK .

Corollary 9.2. Let T be as in Proposition 9.1 and let µ :“ 2´K´1. There exists CpK,m, n,Qq
such that for every x P SK there is rupxq such that

(49) EpT,Brpxqq ď C
´r

s

¯2µ

maxtEpT,Bspxqq, ε̄
2s2´2δ2u @r ă s ă ru .

On the other hand, appealing to [9, Corollary 4.3] we can use the upper bound IpT, xq ď
2´ δ2 ´ 2´K to derive a lower bound for the excess. More precisely

Corollary 9.3. Let T be as in Proposition 9.1 and let ν :“ 1´ δ2´2´K´1. For every x P SK

there is rlpxq such that

(50) EpT,Brpxqq ě r2ν @r ă rl

and

(51) EpT,Brpxqq ě
´r

s

¯2ν

@r ă rl .

Remark 9.4. Observe that, since ν ą IpT, xq ´ 1, by choosing rl sufficiently small we have
eliminated constants in the left hand side of both inequalities.

Notice that if r ă mintrlpxq, rupxqu, (49) can be simplified further because, by (50), 2ν ě
2´ δ2 and ε̄ ď 1, the maximum in the right hand side of (49) is achieved by EpT,Bspxqq.

We now further subdivide SK into pieces in order to achieve uniformity of the thresholds
rl and ru for every point in each fixed piece. Strictly speaking, we would like to define SK,J

to be those points x P SK for which the upper and lower estimates (49), (50), and (51) hold
for all radii r ď J´1. However, for technical reasons it will be convenient to have a closed set
in our definition. We thus define SK,J as follows.

Definition 9.5. Let T be as in Theorem 9.7 and let ε5 be a small positive constant which
will be specified later. For every K P Nzt0u define µ “ µpKq :“ 2´K´1 and ν :“ νpKq :“
1 ´ δ2 ´ 2´K´1. We define SK,J (which implicitly also depends on ε5) for K,J P Nzt0u as

those points x P sptpT q XB1 for which

EpT,Brpxqq ď
´r

s

¯2µpKq

EpT,Bspxqq @r ď s ď
6
?
m

J
(52)

EpT,Brpxqq ě
´r

s

¯2νpKq

EpT,Bspxqq @r ď s ď
6
?
m

J
(53)

EpT,B6
?
mJ´1q ď ε2

5(54)

EpT,Brpxqq ě r2νpKq @r ď
6
?
m

J
.(55)

We record here some obvious corollaries of our overall discussion.

Proposition 9.6. Let T be as in Theorem 2.9 and define SK,J as in Definition 9.5. Then

(i) FlQ Ă
Ť

JěJ0,KěK0
SK,J for every K0 and J0.

(ii) Each SK,J is closed and contained in FQpT q.
(iii) 1` 2´K ď IpT, xq ď 2´ δ2 ´ 2´K for all x P SK,J .

Proof. Point (ii) is a simple exercise in measure theory, while the claims (i) and (iii) are obvious
consequences of Corollary 9.2 and Corollary 9.3. �
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We now can observe that by translating, rescaling and intersecting with smaller closed
balls, we can, without loss of generality, set the parameter J to be equal to 1. In particular
the validity of Theorem 2.9 can be reduced to the following.

Theorem 9.7. There exists ε5pm,n,Qq ą 0 such that the following holds. Let T be as in
Theorem 2.9. Then the closed set S :“ SK,1 (which, recall, depends on ε5) has finite pm´ 2q-
dimensional upper Minkowski content and is pm´2q-rectifiable and has the pm´2q-dimensional
Minkowski content bound

(56) |BrpSq| ď Cr2,

for a positive constant C “ Cpm,n, n̄, T,Kq.

From now on we may further assume that K is fixed, and so we will drop both subscripts
from SK,1.

10. Universal frequency function and radial variations

The argument to prove Theorem 9.7 follows a strategy which has many similarities with
that used to prove Theorem 3.1. The major difference is that, unlike in Part 1, we cannot
hope to find a single center manifold passing through all points p P S. To get around this,
we decompose the interval s0, 1s into countably many sub-intervals whose endpoints are given
by a suitable geometric sequence and construct a center manifold for each of them, hence use
it to compute a corresponding frequency function. These sub-intervals will be comparable to
the intervals of flattening from Section 2.2, but suitably adapted to fit in with the covering
arguments in Section 8 of Part 1. We may in turn construct center manifolds and corresponding
normal approximations associated to these intervals, analogously to that in Section 2.2. We
then define a corresponding universal frequency function (cf. [9]), which is defined to be the
frequency function for the relevant normal approximation within each interval. Although in
each individual interval we can prove estimates analogous to the ones in Section 3, this universal
frequency functions undergoes jump discontinuities at the endpoints of the intervals. However,
using estimates from [9], we are still able to bound the total variation of the universal frequency
function quantitatively, in terms of the excess at the starting scale. To that end, the lower and
upper bounds on the excess provided in the previous section will be key ingredients.

10.1. Center manifolds. We now fix a constant γ Ps0, 1{2s whose choice will specified later
as depending only on m, n, and Q. Given a point x P S and a geometric blow-up sequence
tγkuk, we apply the procedure in [14, Theorem 1.17] to Tx,γk and define a corresponding center
manifold Mx,k. It follows from (52) and (54) that, because of our choice of ε̃, the theorem
is indeed applicable. It turns out that we in fact need to guarantee that EpT,B6

?
mγkq is

even smaller because we need to adjust the parameters in [14, Assumption 1.9] in order ensure
applicability of Proposition 10.1 below and of other similar statements. This however follows
from the fact that we are free to choose ε̃ small enough.

We next notice that it follows from (55) that we may replace the procedure in [15, Section
2.1] with the intervals sγk`1, γks in place of ssk, tks, and with mk

0 therein defined instead by

(57) mx,k “ EpTx,γk ,B6
?
mq “ EpT,B6

?
mγkpxqq .

In fact this can be assumed to be the case even if we take the variant of the definition of
mk

0 defined in [9]. From now on we will instead use the notation mx,k for this quantity.
We next denote by Nx,k the corresponding normal approximation for Tx,γk as constructed in
[14, Theorem 2.4].

In the rest of the paper we will denote by d the geodesic distance on the center manifold
Mx,k. In reality this is a collection of functions d “ dx,k which depend on the points x
and the integer k, but since this dependence is not important, we will omit it. We now
record two relevant facts. One is a consequence of adjusting suitably one of the parameters in
[14, Assumption 1.8], while the other is a consequence of the lower bound (53). In order to
state these facts, we denote by πx,k the plane used to construct the graphical parametrization
ϕx,k of the center manifold in [14, Theorem 2.4] and by W x,k the collection of Whitney cubes
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in [14, Definition 1.10]. Note that the center manifold Mx,k does not necessarily contain the
origin 0 “ ιx,γ´kpxq. However we use the point p0,ϕx,kp0qq P πx,k ˆ π

K
x,k as a proxy for it and

we will denote it by px,k .

Proposition 10.1. Let γ and η be two fixed constants and let cs “
1

64
?
m

be as in [15, Section

2]. Upon choosing the number N0 in [14, Assumption 1.9] sufficiently large and adjusting
accordingly the constants Ce, Ch and ε2 in [14, Assumpion 1.9] we can ensure that

(a) For every w PMx,k and every radius r such that ηγ ď r ď 3 the largest cube L P W x,k

intersecting the disk Brppπx,kpwq, πx,kq satisfies `pLq ď csr.

There is a positive constant c̄s ď cs depending upon K and all the various parameters in
[14, Assumption 1.9], with the exception of ε2 in there, such that

(b) Bγp0, πx,kq intersects a cube L P W x,k with `pLq ě c̄sγ, which violates the excess
condition (EX) of [14, Definition 1.10].

Proof. Point (a) is merely a consequence of the fact that `pLq ď 2´N0´6, which comes from
the construction of the center manifold (see [14, Proposition 1.11]). As for the second point,
(53) and (57) together imply that some cube intersecting Bγp0, πx,kq of sidelength comparable
to γ must violate the conditions (EX) of [14, Definition 1.10]. �

10.2. Frequency functions. Next, for each center manifold Mx,k we define a corresponding
frequency function. We just proceed as in Section 2.2, in particular we choose the cut-off φ as
in (3) and set

Dx,kpw, rq :“

ż

Mx,k

|DNx,kpzq|
2φ

ˆ

dpw, zq

r

˙

dz ,

Hx,kpw, rq :“ ´

ż

Mx,k

|∇dpw, zq|2

dpw, zq
|Nx,kpzq|

2φ1
ˆ

dpw, zq

r

˙

dz

Ix,kpw, rq :“
rDx,kpw, rq

Hx,kpw, rq
.

We refer the reader to [15] or [6] for more details on the above quantities. We moreover define
the quantities

Ex,kpw, rq :“ ´
1

r

ż

Mx,k

φ1
ˆ

dpw, zq

r

˙

ÿ

i

pNx,kqipzq ¨DpNx,kqipzq∇dpw, zq dz,

Gx,kpw, rq :“ ´
1

r2

ż

Mx,k

φ1
ˆ

dpw, zq

r

˙

dpw, zq

|∇dpw, zq|2
ÿ

i

|DpNx,kqipzq ¨∇dpw, zq|2,

Σx,kpw, rq :“

ż

Mx,k

φ

ˆ

dpw, zq

r

˙

|Nx,kpzq|
2.

The first key point is that the variational identities that are pivotal for the almost monotonicity
of the frequency function Ix,k. For the following lemma the arguments are the same as those
given for Lemma 3.3 and its strengthening Lemma 3.6.

Lemma 10.2. There exists εpm,n,Qq such that for any ε5 Ps0, εs, there exists γ4pm,n,Qq ą 0
sufficiently small and a constant Cpm,n,Qq ą 0 such that the following estimates hold for every
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x P S, any w PMx,k and every radius r Psηγ, 4s:

BrDx,kpw, rq “ ´

ż

Mx,k

ϕ1
ˆ

dpw, zq

r

˙

dpw, zq

r2
|DNx,kpzq|

2 dz

(58)

BrHx,kpw, rq ´
m´ 1

r
Hx,kpw, rq “ Opmx,kqHx,kpw, rq ` 2Ex,kpw, rq,

(59)

|Dx,kpw, rq ´Ex,kpw, rq| ď
5
ÿ

j“1

|Erroj | ď Cmγ4

x,kDx,kpw, rq
1`γ4 ` Cmx,kΣx,kpw, rq,

(60)

ˇ

ˇBrDx,kpw, rq ´ pm´ 2qr´1Dx,kpw, rq ´ 2Gx,kpw, rq
ˇ

ˇ

(61)

ď 2
5
ÿ

j“1

|Errij | ` Cmx,kDx,kpw, rq

ď Cr´1mγ4

x,kDx,kpw, rq
1`γ4 ` Cmγ4

x,kDx,kpw, rq
γ4BrDx,kpw, rq ` Cmx,kDx,kpw, rq,

where Erroj and Errij are as in [6, Proposition 9.8, Proposition 9.9].

10.3. Universal frequency function and total variation estimate. We are now in a
position to introduce the universal frequency function adapted to our situation. A similar
object was introduced by the authors in [9] for the original sequence of center manifolds and
normal approximations corresponding to the intervals of flattening around a given point. Here,
we amend the definition accordingly.

Definition 10.3 (Universal frequency function adapted to tγjuj). For r Psγk`1, γks and x P S,
define

Ipx, rq :“ Ix,k

ˆ

px,k,
r

γk

˙

,

Dpx, rq :“ Dx,k

ˆ

px,k,
r

γk

˙

,

Hpx, rq :“ Hx,k

ˆ

px,k,
r

γk

˙

.

We recall the following BV estimate on the universal frequency function, which, although
originally stated for the universal frequency as defined in [9, Definition 6.1], also holds for the
universal frequency function in Definition 10.3.

Proposition 10.4. There exists ε̄pm,n,Qq Ps0, εs such that for any ε5 Ps0, ε̄s, there exists
C “ Cpm,n,Q, γq such that the following holds for every x P S:

(62)

›

›

›

›

„

d logp1` Ipx, ¨qq

dr



´

›

›

›

›

TVpr0,1sq

ď C
ÿ

k

rmx,ks
γ4 ,

We observe that the estimate of the total variation on each open interval sγk`1, γkr is just
using Lemma 10.2. As for the proof given in [9] to estimate the jumps

| logp1` Ipx, γkqq` ´ logp1` Ipx, γkq´|

the crucial ingredient which allows us to apply the same argument in [9] is given by Proposition
10.1(b), as it is explained in [9, Remark 6.3].

10.4. Upper and lower bounds on the frequency. As an immediate consequence of the
total variation estimate we infer the existence of an upper bound for the frequency Ipx, rq. We
also infer the existence of the limit Ipx, 0q “ limrÓ0 Ipx, rq. We can then argue as in [9] to
show that Ipx, 0q “ Ipx, 0q ě 1` 2´K . In turn, upon choosing ε̃ sufficiently small we infer the
following
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Corollary 10.5. For ε̄ as in Proposition 10.4 and any ε5 Ps0, ε̄s, the following holds:

1` 2´K´1 ď Ipx, rq ď 2 @x P S,@r Ps0, 1s .

Hence, a simple contradiction argument also guarantees a similar control for points suffi-
ciently close to S at the appropriate scale.

Corollary 10.6. There exists ε˚ Ps0, ε̄s such that for any ε5 Ps0, ε
˚s and any x P S, there is a

positive constant C0pγ, η,m, n,Qq, such that the following holds for every w PMx,k and every
r Psηγ, 4s:

C´1
0 ď Ix,kpw, rq ď C0 .

Using the latter lower bound we can remove the logarithm from the monotonicity estimate.

Corollary 10.7. For any ε5 Ps0, ε
˚s, x and r as in Corollary 10.6 we have

BrIx,kpw, rq ě ´Cm̃
γ4

x,k ´ Cm
γ4

x,k

Dx,kpw, rq
γ4

r
´ Cmγ4

x,kDx,kpw, rq
γ4´1BrDx,kpw, rq

´ Cm2γ4

x,k

ˆ

Dx,kpw, rq
γ4

r
` r

˙

.

The estimates in Lemma 10.2 and Corollary 10.7 can further be simplified. We record this
here, together with some additional estimates, which will be useful to simplify variational error
terms in the forthcoming sections.

Lemma 10.8. Suppose that T , ε5, γ4, x, Mx,k and Nx,k are as in Corollary 10.7. Then there
exist constants C dependent on K, γ, and η, but not on x, k or ε5, such that the following
estimates hold for every w PMx,k XB1 and any ρ, r Psηγ, 4s.

C´1 ďIx,kpw, rq ď C(63)

C´1rDx,kpw, rq ďHx,kpw, rq ď CrDx,kpw, rq(64)

Σx,kpw, rq ď Cr2Dx,kpw, rq(65)

Ex,kpw, rq ď CDx,kpw, rq(66)

Hx,kpw, ρq

ρm´1
“

Hx,kpw, rq

rm´1
exp

ˆ

´C

ż r

ρ

Ix,kpw, sq
ds

s
´Opmx,kqpr ´ ρq

˙

(67)

Hx,kpw, rq ď CHx,kpw,
r
4 q(68)

Hx,kpw, rq ď Crm`3´2δ2(69)

Gx,kpw, rq ď Cr´1Dx,kpw, rq(70)

|BrDx,kpw, rq| ď Cr´1Dx,kpw, rq(71)

|BrHx,kpw, rq| ď CDx,kpw, rq , .(72)

In particular:

|Dx,kpw, rq ´Ex,kpw, rq| ď Cmγ4

x,kr
γ4Dx,kpw, rq(73)

ˇ

ˇ

ˇ

ˇ

BrDx,kpw, rq ´
m´ 2

r
Dx,kpw, rq ´ 2Gx,kpw, rq

ˇ

ˇ

ˇ

ˇ

ď Cmγ4

x,kr
γ4´1Dx,kpw, rq(74)

BrIx,kpw, rq ě ´Cm
γ4

x,kr
γ4´1 .(75)

Proof. Note that (63) has already been shown in Corollary 10.6. The inequalities (64) are
clearly just an alternative way of writing (63), while the estimate (66) is merely a consequence
of (60) and (65) combined. (65) follows from the lower bound in (63) and a simple Poincaré
inequality, as argued in [15].

To obtain the equation (67), we first observe that (59) and (60) together yield the estimate

Br
`

log r1´mHx,kpw, rq
˘

“
BrHx,kpw, rq

Hx,kpw, rq
´
m´ 1

r

ď
2

r
Ix,kpw, rq ` Cmx,k `

2Ex,kpw, rq

Hx,kpw, rq
.
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We then apply (66) and integrate between scales ρ and r to conclude. Setting ρ “ r
4 and

invoking the upper frequency bound in (63) clearly further implies (68).
To see that the L2-height decay (22) holds, one may simply cover

pππk
`

pBrpwqzBr{2pwqq XMx,k

˘

by a family of disjoint Whitney cubes L P W with `pLq ď 2r, and apply the estimate [14,
Theorem 2.4 (2.3)] on each Whitney region L for each of these cubes L (see [15, Remark 3.4]
for the corresponding estimate on Dx,kpw, rq).

The inequality (70) follows immediately from the definition of Gx,k, combined with the

observation that dpw, zq ď r whenever φ1
´

dpw,zq
r

¯

ą 0. Similarly, the bound (71) follows

directly from the identity (58) and again the fact that dpw, zq ď r.
Finally, the estimate (72) follows from (59) and the upper bounds in (64) and (66). The

estimates (73)-(75) are an obvious consequence of the preceding estimates (63)-(72) and the
estimates in Lemma 10.2 and Corollary 10.7. �

11. Spatial variations

Let us now control on how much a given normal approximation N “ Nx,k deviates from
being homogeneous on average between two scales, in terms of the frequency pinching, which
is defined as follows.

Definition 11.1. Let T and S be as in Theorem 9.7, let x P S and assume Mx,k and Nx,k
are as in Section 10.1. Consider w PMx,k XB1 and a corresponding point y “ x` γkw. Let
ρ, r be two radii which satisfy the inequalities

ηγk`1 ď ρ ď r ă 4γk .(76)

We define the frequency pinching W r
ρ px, k, yq around y between the scales ρ and r

W r
ρ px, k, yq :“

ˇ

ˇ

ˇ
Ix,k

´

w, γ´kr
¯

´ Ix,k

´

w, γ´kρ
¯
ˇ

ˇ

ˇ
.

Our first key spatial variational result is the following.

Proposition 11.2. Assume T and S are as in Theorem 9.7 and γ4 be as in Lemma 10.2. Let
x P S and k P N. Then there exists C “ Cpm,n,Q,K, γ, ηq such that, for any w PMx,k XB1

and any radii satisfying

4ηγk`1 ď ρ ď r ă 2γk ,(77)

the following holds. Let y “ x` γkw and let A2r
ρ
4
pwq :“

´

B2r{γkpwqzB ρ

4γk
pwq

¯

XMx,k. Then

ż

A2r
ρ
4

pwq

ÿ

i

ˇ

ˇ

ˇ

ˇ

DpNx,kqipzq
dpw, zq∇dpw, zq
|∇dpw, zq|

´ Ix,kpw, dpw, zqqpNx,kqipzq|∇dpw, zq|
ˇ

ˇ

ˇ

ˇ

2
dz

dpw, zq

ď CHx,k

ˆ

w,
2r

γk

˙ˆ

W 2r
ρ
4
px, k, yq `mγ4

x,k

ˆ

r

γk

˙γ4

log

ˆ

4r

ρ

˙˙

.

We will also require the following control on spatial variations of the frequency in terms of
frequency pinching:

Lemma 11.3. Let γ4 be as in Lemma 10.2, T and S as in Theorem 9.7, x P S and k P N.
Let y1, y2 P B1 XMx,k, yi “ x` γkxi and dpx1, x2q ď γ´k r8 , where r is such that

8η γk`1 ă r ď γk .

Then there exists C “ Cpm,n,Q, γ, ηq ą 0 such that for any z1, z2 P rx1, x2s, we have
ˇ

ˇ

ˇ

ˇ

Ix,k

ˆ

z1,
r

γk

˙

´ Ix,k

ˆ

z2,
r

γk

˙
ˇ

ˇ

ˇ

ˇ

ď C

«

´

W 4r
r{8px, k, y1q

¯
1
2

`

´

W 4r
r{8px, k, y2q

¯
1
2

`m
γ4
2

x,k

ˆ

r

γk

˙

γ4
2

ff

γkdpz1, z2q

r
.
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In order to prove the latter, we will also need the following additional variation estimates
and identities.

Lemma 11.4. Suppose that T and S are as in Theorem 9.7, let x P S and k P N. Let v be a
vector field on Mx,k. For any w PMx,k XB1 and any radius r satisfying ηγ ď r ď 2 we have

BvDx,kpw, rq “
2

r

ż

Mx,k

φ1
ˆ

dpw, zq

r

˙

ÿ

i

BνwpNx,kqipzq ¨ BvpNx,kqipzq dz

`O
´

mγ4

x,k

¯

Dx,kpw, rq

BvHx,kpw, rq “ ´2
ÿ

i

ż

Mx,k

|∇dpw, zq|2

dpw, zq
φ1
ˆ

dpw, zq

r

˙

xBvpNx,kqipzq, pNx,kqipzqy dz .

11.1. Proof of Proposition 11.2. The proof is entirely analogous to that of the correspond-
ing Proposition 5.2 and we follow it closely indicating the necessary small changes.

Since the center x and the associated center manifold Mx,k and normal approximation Nx,k
here are fixed, we will suppress the dependency on x and k for M, N , I, W and all other
quantities, for simplicity. We will additionally suppress dependency on w for I and related
quantities, since it is also fixed here. By the estimates in Lemma 10.8 and the fact that
|∇dpw, zq| “ 1`O

`

m
1
2 |z ´ w|

˘

, we have

W 2r
ρ
2
pyq “

ż 2r

ρ
4

BsIpsq ds “

ż 2r

ρ
2

BsrsDpsqs

Hpsq
´
sDpsqBsHpsq

Hpsq2
ds

ě 2

ż 2r

ρ
2

sGpsq ´ IpsqDpsq

Hpsq
ds´ Cmγ4

ż 2r

ρ
2

ˆ

Dpsq1`γ4 ` sBsrDpsq
1`γ4s

Hpsq
` Ipsq

˙

ds

“ 2

ż 2r

ρ
2

sGpsq ´ 2IpsqEpsq ` s´1Ipsq2Hpsq

Hpsq
ds

l jh n

“:I

´Cmγ4

ż 2r

ρ
2

sγ4IpsqDpsq

Hpsq
ds

´ Cmγ4

ż 2r

ρ
2

˜

Dpsq1`γ4 ` sBs
“

Dpsq1`γ4
‰

Hpsq
` Ipsq

¸

ds.

We can rewrite the integral I as

I “

ż 2r

ρ
2

1

sHpsq

ż

M
´φ1

ˆ

dpw, zq

s

˙

1

dpw, zq

˜

ÿ

j

ˇ

ˇ

ˇ

ˇ

DNj ¨
dpw, zq∇dpw, zq
|∇dpw, zq|

ˇ

ˇ

ˇ

ˇ

2

´2Ipsq
ÿ

j

Nj ¨

ˆ

DNj ¨
dpw, zq∇dpw, zq
|∇dpw, zq|

˙

` Ipsq2|Npyq|2|∇dpw, zq|2
¸

dz ds

“

ż 2r

ρ
2

1

sHpsq

ż

M
´φ1

ˆ

dpw, zq

s

˙

ξpw, z, sq

dpw, zq
dz ds,

where

ξpw, z, sq “
ÿ

j

ˇ

ˇ

ˇ

ˇ

DNj
dpw, zq∇dpw, zq
|∇dpw, zq|

´ IpsqNjpyq|∇dpw, zq|
ˇ

ˇ

ˇ

ˇ

2

.
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Combining this again with the estimates in Lemma 10.8, we thus arrive at the inequality

W 2r
ρ
2
pyq ě 2

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pwq

ξpw, z, sq

dpw, zq
dz ds

´ Cmγ4

ż 2r

ρ
2

ˆ

sγ4´1Ipsq `
Dpsq1`γ4

Hpsq
`
sDpsqγ4BsDpsq

Hpsq

˙

ds

ě 2

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pwq

ξpw, z, sq

dpw, zq
dz ds´ Cmγ4

0 pr
γ4 ´ ργ4q.

Now consider

ζpw, zq :“
ÿ

j

ˇ

ˇ

ˇ

ˇ

DNjpzq
dpw, zq∇dpw, zq
|∇dpw, zq|

´ Ipdpw, zqqNjpzq|∇dpw, zq|
ˇ

ˇ

ˇ

ˇ

2

.

The triangle inequality and the Cauchy-Schwartz inequality yields

ζpw, zq ď 2ξpw, z, sq ` 2|Ipsq ´ Ipdpw, zqq|2|Npzq|2 ď 2ξpw, z, sq ` CW s
dpw,zqpyq|Npzq|

2.

We now proceed to estimate the pinching W s
dpw,zqpyq in terms of the pinching W 2r

ρ
2
pyq. Observe

that the almost monotonicity of the frequency (75) tells us that for any radii s, t satisfying

ηγk`1 ă s ă t ď γk ,

we have

(78) Ipsq ď Iptq ` Cmγ4tγ4 .

This yields

(79) W s
dpw,zqpyq ďW 2r

ρ
4
pyq ` Cmγ4rγ4 ´ Cmγ4sγ4 .

Moreover, since 1
dpw,zq ě

1
s ,

ż

A2r
ρ
4

pwq

ż 2dpw,zq

dpw,zq

1

s2Hpsq
ζpw, zq ds dz ě

1

Hp2rq

ż

A2r
ρ
4

pwq

ζpw, zq

ż 2dpw,zq

dpw,zq

1

s2
ds dz

ě
1

2Hp2rq

ż

A2r
ρ
4

pwq

ζpw, zq

dpw, zq
dz.

Therefore, we have

W 2r
ρ
4
pyq ě C

ż 2r

ρ
2

1

sHpsq

ż

Ass
2
pwq

ζpw, zq

dpw, zq
dz ds´ Cmγ4rγ4 log

ˆ

4r

ρ

˙

´ Cmγ4rγ4

ě C

ż

A2r
ρ
4

pwq

ż 2dpw,zq

dpw,zq

1

s2Hpsq
ζpw, zq ds dz ´ Cmγ4rγ4 log

ˆ

4r

ρ

˙

´ Cmγ4rγ4

ě
C

Hp2rq

ż

A2r
ρ
4

pwq

ζpw, zq

dpw, zq
dz ´ Cmγ4rγ4 log

ˆ

4r

ρ

˙

´ Cmγ4rγ4

ě
C

Hp2rq

ż

A2r
ρ
4

pwq

ζpw, zq

dpw, zq
dz ´ Cmγ4rγ4 log

ˆ

4r

ρ

˙

´ Cmγ4rγ4 .

Rearranging, this yields the claimed estimate.



RECTIFIABILITY: SINGULARITY DEGREE STRICTLY LARGER THAN 1 33

11.2. Proof of Lemma 11.4. This proof follows the lines of Lemma 5.5. As pointed out in
that proof, the second identity is a computation, identical to that in the proof of [8, Propo-
sition 3.1]. As for the first estimate, we once again, we omit dependency on x and k of all
quantities. As in the proof of Lemma 5.5 we have

(80) BvDpw, rq “

ż

φ1
ˆ

dpw, zq

r

˙

∇dpw, zq
r

¨ vpzq|DNpzq|2 dz.

Hence we consider the vector field Xippq “ Y ppppqq where

(81) Y pyq :“ φ

ˆ

dpw, zq

r

˙

v.

and compute its divergence and its covariant derivative as in (33) and (34) We then test [15,
(3.25)] with the vector field Xippq “ Y ppppqq and using the fact that ηγ ď r to estimate

BvDpw, rq “

ż

M
|DN |2 divM Y `Opm

1
2 qr

1´δ2
2 Dpw, rq(82)

“
2

r

ż

φ1
ˆ

dpw, zq

r

˙

ÿ

i

xBνwNipzq, BvNipzqy dz `Opm
1
2 qDpw, rq `

5
ÿ

j“1

ĄErr
i

j ,

where ĄErr
i

j are the inner variational errors in [15, (3.19), (3.26), (3.27), (3.28)], but for our new
choice of vector field Y . We estimate them analogously to [15, Section 4], again using ηγ ď r,
combined with an analogous estimate to (74), to obtain

5
ÿ

j“1

|ĄErr
i

j | ď Cmγ4r´1Dpw, rq1`γ4 ` Cmγ4Dpw, rqγ4BrDpw, rq ď Cmγ4Dpw, rq .(83)

Note that in order to get these estimates we require r ą ηγ to be able to use Lemma 10.8.

11.3. Proof of Lemma 11.3. Given Lemma 11.4 and the estimates in Lemma 10.8 the proof
is verbatim the one of Lemma 5.4.

12. Quantitative splitting

This section parallells the analogous one for the case of high frequency points. In what
follows we will need to consider affine subspaces spanned by families of vectors. Recall the
definition of the affine sbspace V pXq spanned by an ordered set of points X “ tx0, x1, . . . , xku
tx1 ´ x0, x2 ´ x0, . . . , xk ´ x0u and centered at x0, as in (37), namely

V pXq “ x0 ` spanptpx1 ´ x0q, px2 ´ x0q, . . . , pxk ´ x0quq .

Likewise we repeat here Definition 6.1 for the reader’s convenience.

Definition 12.1. We say that a set X “ tx0, x1, . . . , xku Ă Brpxq is ρr-linearly independent
if

dpxi, V ptx0, . . . , xi´1uqq ě ρr for all i “ 1, . . . , k

We say that a set F Ă Brpxq ρr-spans a k-dimensional affine subspace V if there is a ρr-linearly
independent set of points X “ txiu

k
i“0 Ă F such that V “ V pXq.

As for Lemma 6.2 the following gives a quantitative notion of the existence of an approximate
spine in S, provided that Nx,jpkq is (quantitatively) almost-homogeneous about an pm ´ 2q-
dimensional submanifold of its center manifold.

Lemma 12.2. Let T and S be as in Theorem 9.7 and let ρ, ρ̄ Ps0, 1s, ρ̃ Psη, 1s be given. If
ε5 in Definition 9.5 is smaller than a suitable threshold ε̃pm,n,Q, γ,K, ρ, ρ̃, ρ̄q ď ε˚, then the
following holds. Let x P S and γk`1 ď r ď γk. Consider points X “ txiu

m´2
i“0 Ă Brpxq X S

which satisfy the following contitions:

‚ X is a ρr-linearly independent set;
‚ if yi denotes the closest point to xi with the property that γ´kpyi´xq belongs to Mx,k,

then
W 2r
ρ̃r px, jpkq, yiq ă ε̃ for each i.
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Then SX pBrzBρ̄rpV pXqqq “ H.

Proof. The argument is similar to that given for Lemma 6.2. We argue by contradiction and,
without loss of generality, assume x “ 0. Moreover, we assume that k “ 1, which we can
achieve after an appropriate rescaling. We thus write W 2

ρ̃ p0, ¨q in place of W 2r
ρ̃r px, k, ¨q), while

the points yi are the closest point projections of xi to the center manifold M0,1. In fact since
then γ ď r ď 1 we can also apply a further rescaling and assume that r “ 1. Suppose that
the statement is false. Then there exists sequences εl Ó 0, and corresponding sequences of
center manifolds Ml and normalized normal approximations N̄l with HN̄lp0, 1q “ 1 for T0,l.
Moreover, there is a sequence of pm ´ 1q-tuples of points Xl :“ txl,0, xl,1, . . . , xl,m´2u Ă B1

such that

(i) Xl is ρ-linearly independent for some ρ Ps0, 1s;
(ii) W 2

ρ̃ p0, yl,iq ď εl Ñ 0 as lÑ8 for some ρ̃ Ps0, 1s;

(iii) there exists a point ȳl P SXB1zBρ̄pV pXlqqq.

We can thus use the compactness argument from Section 2.2 to conclude that

(1) Ml ÝÑ π8 in C3,κ;

(2) N̄l ˝ el ÝÑ u in L2 and in W 1,2
loc , where u is a Dir-minimizer with η ˝ u ” 0;

(3) Xl converges pointwise to X8 “ tx0, . . . , xm´2u Ă π8;
(4) ȳk converge pointwise to ȳ P π8 X B̄1zBρ̄pV pX8qq with upȳq “ QJ0K.
Denote by ∆Qpuq the set of points y P π8 such that upyq “ QJη ˝ upyqK “ QJ0K. The proof
now proceeds as for the argument of the analogous Lemma 6.2 and we just repeat here for the
reader’s convenience.

Due to the dichotomy [11, Proposition 3.22], we know that

(84) dimHp∆Qpuq X B̄1q ď m´ 2 .

Indeed Hup0, 1q “ 1 and η ˝ u ” 0, so u cannot be identically equal to QJη ˝ uK. Moreover,
Hupy, τq ą 0 for every τ P p0, 1q and every y P B1, since otherwise we would contradict the
dimension estimate (84). This, in combination with (ii) tells us that

Iupxi, ρ̃q “ Iupxi, 2q for i “ 0, . . . ,m´ 2.

The monotonicity of the (regularized) frequency for Dir-minimizers then tells us that u is αi-
homogeneous about the center xi in the annulus B2pxiqzBρ̃pxiq Ă π8, for some αi ą 0. We
can then extend u to an αi-homogeneous function about xi on π8; call it vi. Observe that for
any z ‰ xi, there is a neighbourhood Uz Ă π8 of z on which vi is a Dir-minimizer (by using a
scaling argument and the fact that vi agrees with a Dir-minimizer on B2pxiqzBρ̃pxiq Ă π8).

This allows us to apply the unique continuation result [8, Lemma 6.9] to conclude that u “ vi
on B64ztxiu, and hence u “ vi on B64. By iteratively applying [8, Lemma 6.8], we may thus
conclude that αi “ α for each i “ 0, . . . ,m´ 2, and that u ” QJ0K on the pm´ 2q-dimensional
plane V pX8q “ x0` spantpxm´2´x0q, . . . , px1´x0qu. In other words, u is an α-homogeneous
function in two variables about the pm´ 2q-plane V pX8q.

Since ȳ R V pX8q and upȳq “ QJ0K but u is α-homogeneous, this implies that u ” QJ0K on
x0 ` spantxm´2 ´ x0, . . . , x1 ´ x0, ȳ ´ x0u. This however contradicts the dimension estimate
on ∆Qpuq, thus allowing us to conclude. �

We will also require the following lemma, which controls spatial and radial frequency vari-
ations via frequency pinching in pm´ 2q independent directions, and is the analog of Lemma
6.3.

Lemma 12.3. Let T and S be as in Theorem 9.7 and let ρ, ρ̄ Ps0, 1s, ρ̃ Psη, 1s be given. For
any δ ą 0, if ε5 is smaller than a suitable threshold ε̃pm,n,Q, γ,K, ρ, ρ̃, ρ̄, δq ď ε˚, then the
following holds. Let x P S and γk`1 ď r ď γk. Consider points X “ txiu

m´2
i“0 Ă Brpxq X S

which satisfy the following contitions:

‚ X is a ρr-linearly independent set;
‚ if yi denotes the closest point to xi with the property that γ´kpyi´xq belongs to Mx,k,

then
W 2r
ρ̃r px, jpkq, yiq ă ε̃ for each i.
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Then for every z1, z2 P Brpxq X Bε̃rpV pXqq and for every r1, r2 P rρ̄, 1s, if wi denotes the
closest point to γ´kpzi ´ xq that belongs to Mx,k, the following estimate holds:

|Ix,kpw1, r1q ´ Ix,kpw2, r2q| ď δ .

The proof of the Lemma follows the same arguments of the proof of Lemma 6.3 and the
adjustments needed are just the same which are employed in the proof of Lemma 12.2.

13. Flatness control

This section is the counterpart of Section 7. We start recalling the Jones’ β2 coefficient for
a Radon measure µ introduced in Definition 7.1.

Definition 13.1. Given a Radon measure µ in Rm`n, and k P t0, 1, . . . ,m`n´ 1u, we define
the k-dimensional Jones’ β2 coefficient of µ as

βk2,µpw, rq :“ inf
affine k-planes L

«

r´k
ż

Brpwq

ˆ

distpz, Lq

r

˙2

dµpzq

ff1{2

.

We now wish to state a counterpart of Proposition 7.2. Note however an important dif-
ference: points in the set S are not necessarily contained in the rescaling of the (scaled and
translated) center manifold x` γkMx,k. For this reason we introduce a suitable “projection”

Definition 13.2. Consider the center manifold Mx,k and denote by πx,k the reference plane
used to construct in [14, Theorem 1.17] the map ϕ : πx,k Ą r´4, 4sm Ñ πKx,k such that

gr pϕq “Mx,k. For any p P Bγkpxq let

q “ ppπx,kpγ
´kpp´ xqq,ϕppπx,kpγ

´kpp´ xqqqq PMx,k .

Finally we let px,k : Bγkpxq Ñ px` γkMx,kq be the map p ÞÑ x` γkq.

Proposition 13.3. There are α0 “ α0pΛ,m, n,Qq ą 0, η “ ηpmq Ps0, 1
8 r, CpΛ,m, n,Q, γq ą 0

with the following property. Assume ε5 in Definition 9.5 is smaller than a threshold which
depends on m,n,Q,K, η, and let T and S be as in Theorem 9.7. Suppose that µ is a finite
non-negative Radon measure with sptpµq Ă S and let x0 P S. Then for all r P

‰

8ηγk`1, γk
‰

we have

rβm´2
2,µ px0, r{8qs

2 ď Cr´pm´2q

ż

Br{8px0q

W 4r
r{8 px0, k,px0,kpxqq dµpxq

` Cmα0

x0,k
r´pm´2´α0qµpBr{8px0qq.

Proof. Let ν :“ ppx0,kq7µ Br{8px0q. This measure is indeed supported in x` γkMx,k and we
can therefore apply the same argument of Proposition 7.2. Observe moreover that

ż

W 4r
r{8 px0, k, yq dνpyq

would then be, by definition,

r´pm´2q

ż

Br{8px0q

W 4r
r{8 px0, k,px0,kpxqq dµpxq .

We would then be able to estimate

rβm´2
2,ν px0, r{8qs

2 ď Cr´pm´2q

ż

Br{8px0q

W 4r
r{8 px0, k,px0,kpxqq dµpxq

` Cmα0

x0,k
r´pm´2´α0qνpBr{8px0qq,

using Proposition 7.2 after rescaling all the objects by γ´k, for the choice of α0 therein.

However, since the distance between x P SXBr{8px0q and x`γkMx,k is controlled by m
1{2
x0,k

r,
we have the obvious estimate

rβm´2
2,µ px0, r{8qs

2 ď 2rβm´2
2,ν px0, r{8qs

2 ` Cmx0,kr
´pm´2qµpBr{8px0qq .
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Recall next that by Proposition 9.1, we have mx0,k ď Cγᾱk for some positive exponent ᾱ
(depending on Λ,m, n,Q). Thus, since γk ď p8ηγq´1r, we easily conclude that

mx0,kr
´pm´2qµpBr{8px0qq ď Cm

1{2
x0,k

r´pm´2´α0qµpBr{8px0qq

up to further decreasing the previous choice of the exponent α0 if necessary. Combining this
with the observation that νpBr{8px0qq ď CµpBr{8px0qq, the conclusion of Proposition 13.3
follows immediately. �

14. Rectifiability

In this section we complete the proof of the rectifiability conclusion in Theorem 9.7 in a way
which is rather similar to the proof of Theorem 3.1. As in Part 1, we make use of Theorem
8.1 and [3, Theorem 1.1] rather than the covering arguments in [27], which are only needed for
the Minkowski content bound (56). We defer the proof of the latter to Appendix B.

14.1. Proof of rectifiability in Theorem 9.7. This follows via an analogous procedure to
that outlined in Section 8.1. However, since we are using the frequency relative to different
center manifolds in different intervals of scales, we include the relevant details here for the
purpose of clarity.

We may once again reduce to the case where µ is a Frostman measure satisfying the estimate
(46) with sptpµq Ă F for a closed purely pm ´ 2q-unrectifiable closed subset F Ă S with
0 ă Hm´2pF q ă 8. We aim to again demonstrate the validity of (47): arguing as in Section
8.1 we then arrive at a contradiction, thus concluding the rectifiability of S. Letting j0 “ j0ptq
be such that t P

‰

γj0`1, γj0
‰

, in light of Proposition 13.3, we have

ż

Btpyq

ż t

0

rβm´2
2,µ pz, sqs2

ds

s
dµpzq ď

ż

Btpyq

ÿ

jěj0

ż γj

γj`1

rβm´2
2,µ pz, sqs2

ds

s
dµpzq

ď C

ż

Btpyq

ÿ

jěj0

ż γj

γj`1

s´pm´1q

ż

Bspzq

W 32s
s pz, j,pz,jpwqq dµpwq ds dµpzq

` C

ż

Btpyq

ÿ

jěj0

ż γj

γj`1

mα0
z,j

µpBspzqq

sm´1´α0
ds dµpzq.

Arguing as in Step 4 of the proof of Lemma B.2, we make use of the estimate (46) for µ and
the excess decay of Proposition 9.1 to conclude

ż

Btpyq

ż t

0

rβm´2
2,µ pz, sqs2

ds

s
dµpzq

ď C

ż

B2tpyq

ÿ

jěj0

ż γj

γj`1

W 32s
s pw, j, wq

ds

s
dµpwq

` C

ż

Btpyq

ÿ

jěj0

ż γj

γj`1

mα0
z,j

µpBspzqq

sm´1´α0
ds dµpzq

ď Ctm´2 ` Cε2α0
5 tm´2`mintα0,βu

ď Cpm,n,Q,Λq.

This yields a contradiction as desired, and thus concludes the proof.

Appendix A. Minkowski content bound in Theorem 3.1

Here, we provide the proofs of the Minkowski content bound (8) of Theorem 3.1(iii). This
will be done by combining the estimate of Proposition 7.2 with an iterative covering technique
borrowed from [27]. We start with the following covering lemma.
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Lemma A.1. Let ρ ď 1{100, let σ ă τ ă 1
8 and let η ą 0 be a fixed number smaller than the

threshold of Proposition 7.2. There exists ε4 “ ε4pΛ,m, n,Qq ą 0 sufficiently small such that
the following holds. Suppose that T is as in Assumption 4.2 for these choices of η and ε4. Let
x0 P SXB1{8, let D Ă SXBτ px0q and let U :“ supyPD Ipy, τq.

Then there exists δ “ δA.1pm,n,Q,Λ, ρq ą 0, a dimensional constant CR “ CRpmq ą 0 and
a finite cover of D by balls Bripxiq such that

(a) ri ě 10ρσ;
(b)

ř

i r
m´2
i ď CRτ

m´2;
(c) For every i, either ri ď σ or

Fi :“ D XBripxiq X t y : Ipy, ρriq P pU ´ δ, U ` δq u Ă BρripViq,

for some pm´ 3q-dimensional subspace Vi Ă Rm`n.

The parameters ε4 and η of Assumption 4.2 are first chosen small enough so that we can
apply Proposition 7.2. Then, ε4 is further decreased if necessary, to ensure that mα0

0 falls
below a desired small dimensional constant, in order to absorb a suitable error term. Lemma
A.1 will in turn be used to prove the following second efficient covering result, analogous
to [8, Proposition 7.2], where the parameter ρ will be chosen smaller than a geometric constant
depending only on m.

Proposition A.2. Fix η as in Lemma A.1 and let τ ă 1
8 . There exist δ “ δpΛ,m, n,Qq,

ε4pΛ,m, n,Q, δq ą 0 and a dimensional constant CV “ CV pmq ě 1 such that the following
holds.

Assume that T is as in Assumption 4.2 for the above choices of η and ε4. Suppose that
x0 P S X B1{8 and let D Ă S X Bτ px0q and U :“ supyPD Ipy, τq. Then, for every s Ps0, τ r,
there exists a finite cover of D by balls Bripxiq with ri ě s and a decomposition of D into sets
Ai Ă D such that

(a) Ai Ă D XBripxiq;
(b)

ř

i

rm´2
i ď CV τ

m´2;

(c) For every i we have either ri “ s or

sup
yPAi

Ipy, riq ď U ´ δ.

A.1. Proof of Lemma A.1. Without less of generality we assume that x0 “ 0.

Step 1: Inductive procedure. We inductively construct special families C pkq, k “ t0, ...κu,
where κ “ ´tlog10ρp8σqu, consisting of covers by balls of D, such that

Brpxq P C pkq ùñ r “
p10ρqj

8
for some j P t0, . . . , ku .

The procedure goes as follows. At the starting step C p0q “ tB1{8u. Suppose now that we have

already constructed the cover C pkq. Take a ball Brpxq P C pkq. If r “ p10ρqj

8 with j ă k, place
Brpxq into C pk ` 1q.

If r “ p10ρqk

8 , for fixed δ ą 0 (to be determined later) consider the set

F pBrpxqq :“ D XBrpxq X t y : Ipy, ρrq P pU ´ δ, U ` δq u .

Notice that this is the set of points in DXBrpxq at which the frequency is pinched by at most
δ. We then have two possibilities:

keep Brpxq in C pk ` 1q if F pBrpxqq does not ρr-span an pm´ 2q-dimensional(K)

affine subspace;

discard Brpxq from C pk ` 1q if F pBrpxqq ρr-spans an pm´ 2q-dimensional(D)

affine subspace V “ V pBrpxqq Ă Rm`n.

Observe that if (K) holds, then there is an pm´3q-dimensional space V such that F pBrpxqq Ă
BρrpV q, i.e. Brpxq satisfies condition (c) of the statement of the lemma.
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We next wish to apply Lemma 6.2 with ρ “ ρ̃. Choosing δ ď ε6.2
2 , we may conclude that

within every ball Brpxq P C pkq for which (D) holds,

D XBrpxq Ă BρrpV q.

We may thus replace

tBiui :“
!

B p10ρqk

8

pxq P C pkq : (D) holds for B p10ρqk

8

pxq
)

with a collection F pk ` 1q of balls trBiui with radius p10ρqk`1

8 that cover

D X
ď

i

B ρp10ρqk

8

pV pBiqq.

We may moreover ensure that the concentric balls 1
5
rBi are pairwise disjoint, and that their

centers are contained in D XBrpxq X
Ť

ipV pB
iqq. Letting Bpk ` 1q be a Vitali subcover of

tBrpxq P C pkq : (K) holds u ,

and letting
C pk ` 1q :“ F pk ` 1q YBpk ` 1q,

we have a new cover of D.

Step 2: Frequency pinching. Before we continue, we first show that the following frequency
pinching estimate holds: for any ξ ą 0, we can choose δ ą 0 sufficiently small (dependent on
ρ and ξ) such that either

(85) C pκq “ tB1{8u or I
´

x,
ρr

5

¯

P rU ´ ξ, U ` ξs @ Brpxq P C pkq, k “ 0, . . . , κ.

Indeed, if we do not stop refining immediately, then for any ball Brpxq P C pkq we have

r “ p10ρqj`1

8 for some j ` 1 ď k. Thus, by construction, we know that there exists a ball B1 of

radius p10ρqj

8 satisfying (D); namely F pB1q ρ p10ρqj

8 -spans an pm´2q-dimensional affine subspace
V , and that x P D X V XB1. There must hence exist at least one other point z P F pB1q X V .

We now wish to apply Lemma 6.3 with ρ “ ρ̃ and ρ̄ “ ρ
5 : provided that δ ď mintε6.3,

ξ
2u, we

have
ˇ

ˇ

ˇ
I
´

x,
ρr

5

¯

´ Ipz, rq
ˇ

ˇ

ˇ
ď
ξ

2
.

Since z P F pB1q, this yields the second alternative in (85).

Step 3: Discrete pm´ 2q-dimensional measures and coarse packing estimate. It remains to
check that the covering C pκq satisfies the conditions (a)-(c). Since κ is the smallest integer

such that p10ρqκ

8 ď σ, the conditions (a) and (c) are a trivial consequence of the construction
of the inductive covering.

Hence, we just need to verify that (b) holds; namely, that
ÿ

i

sm´2
i ď CR,

where C pκq “ tB5sipxiqui. For this, we will make use of [27, Theorem 3.4]. With this in mind,
we introduce the discrete measures

µ :“
ÿ

i

sm´2
i δxi , µs :“

ÿ

i:siďs

sm´2
i δxi .

First of all, note that µs ” 0 for every s ă r̄ :“ 1
5
p10ρqκ

8 , due to the construction of our covering.
We proceed to inductively show that

(86)

µspBspxqq ď CRs
m´2 for every x P Bτ and every s “ r̄2j , j “ 0, . . . , J :“ log2

` r̄

8

˘

´ 4.

The base case is trivially true, since

µr̄pBr̄pxqq “ Npx, r̄qr̄m´2,

where Npx, r̄q :“ # t i : si “ r̄ u. This is a dimensional constant, since we have a Vitali cover.
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Suppose that (86) holds for 0, . . . , j, for some j ă J . Leting r :“ r̄2j , we will first of all
show that

(87) µ2rpB2rpxqq ď CpmqCRp2rq
m´2,

for some dimensional constant Cpmq. This follows by simply subdividing µ2r into

µ2r “ µr `
ÿ

i:răsiď2r

sm´2
i δxi “: µr ` µ̃r,

combined with the observation that B2rpxq can be covered by at most Cpmq balls Brpxiq, on
each of which we may use the inductive assumption, meanwhile

(88) µ̃rpB2rpxqq ď N̄px, 2rqp2rqm´2 ď Cpmqp2rqm´2,

where N̄px, 2rq :“ # t i : r ă si ď 2r u.

Step 4: Inductive packing estimate We will now improve the coarse bound (87) to the
estimate

(89) µ2rpB2rpxqq ď CRp2rq
m´2,

where CR is the dimensional constant coming from [27, Theorem 3.4].
Let µ̄ :“ µ2r B2rpxq. We claim that

(90)

ż

Btpyq

ż t

0

rβm´2
2,µ̄ pz, sqs2

ds

s
dµ̄pzq ă δ2

0t
m´2 @y P B2rpxq, @t P p0, 2rs,

where δ0 “ δ0pmq ą 0 is as in [27, Theorem 3.4] (denoted by simply δ therein).
Firstly, notice that Proposition 7.2 (coupled with the fact that xi P S) tells us that there

exists α0 ą 0 (as in the statement of the proposition) such that we have

(91) rβm´2
2,µ̄ pxi, sqs

2 ď
C

sm´2

ż

Bspxiq

W̄spwq dµ̄pwq ` Cmα0
0

µ̄pBspxiqq

sm´2´α0
@s P p0, 2rs,

where W̄spxiq :“W 32s
s pxiq1sąsi , since the balls Bsipxiq are pairwise disjoint.

Let us first deal with the second term on the right-hand side of (91). Consider first the case
r ă t ď 2r. Then, due to (87), we have

N̄py, 2rqp2rqm´2

ż

Btpyq

ż t

0

µ̄pBspxiqq

sm´2´α0

ds

s
dµ̄pzq

ďmα0
0

`

Cpmq ` N̄py, 2rq
˘

pCRpmqq
2p2rq2pm´2qt´pm´2´α0q

ď Cpmqmα0
0 tm´2`α0 .

In the case t ď r, we first of all notice that if there exists xi P Btpyq with si ě 3t, then there are
no other points xj P B2tpyq since the balls Bsipxiq are pairwise disjoint. This in turn implies

that βm´2
2,µ̄ pz, sq “ 0 for every z P Btpyq and every s ď t.

Thus, we may assume that si ă 3t for every xi P Btpyq, in which case we can use the
inductive assumption, combined with the fact that µ2r “ µt ` µ̃t to conclude that

ż

Btpyq

ż t

0

Cmα0
0

µ̄pBspxiqq

sm´2´α0

ds

s
dµ̄pzq ď CRpmqCpmqm

α0
0 tm´2`α0 .

Here we have used that Btpyq can be covered by at most N̄py, 3tq balls of radius si P rt, 3tq,
so we get an estimate analogous to (88) for µ̃t. Thus, by decreasing ε4 further if necessary, so
that mα0

0 is small enough (dependent only on m), we can indeed ensure that (90) holds.
To control the frequency term W 32s

s pxiq on the right-hand side of (91), we proceed in almost
exactly the same way as in the proof of [8, Lemma 7.3]. Nevertheless, we repeat the argument
here for the convenience of the reader.
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Let t P p0, 2rs. Due to the inductive assumption (86) and Fubini’s theorem, we have
ż

Btpyq

ż t

0

1

sm´2

ż

Bspzq

W̄spwq dµ̄pwq
ds

s
dµ̄pzq

“

ż t

0

1

sm´2

ż

Btpyq

ż

Bspzq

W̄spwq dµ̄pwq dµ̄pzq
ds

s

“

ż t

0

1

sm´2

ż

Btpyq

ż

Bspzq

W̄spwq dµspwq dµspzq
ds

s

“

ż t

0

1

sm´2

ż

Bs`tpyq

W̄spwq

ż

Bspwq

dµspzq dµspwq
ds

s

“

ż r

0

1

sm´2

ż

Bs`tpyq

W̄spwq

ż

Bspwq

dµspzq dµspwq
ds

s

`

ż t

r

1

sm´2

ż

Bs`tpyq

W̄spwq

ż

Bspwq

dµspzq dµspwq
ds

s
.

For the first term on the right-hand side, we use the inductive assumption and another appli-
cation of Fubini’s theorem to conclude that

ż r

0

1

sm´2

ż

Bs`tpyq

W̄spwq

ż

Bspwq

dµspzq dµspwq
ds

s
ď CR

ż

B2tpyq

ż r

0

W̄spwq
ds

s
dµtpwq.

Meanwhile, to estimate the second term on the right-hand side, we use the coarse bound (88)
to obtain

ż t

r

1

sm´2

ż

Bs`tpyq

W̄spwq

ż

Bspwq

dµspzq dµspwq
ds

s
ď Cpmq

ż

B4rpyq

ż t

r

W̄spwq
ds

s
dµtpwq.

In conclusion, we have

(92)

ż

Btpyq

ż t

0

1

sm´2

ż

Bspzq

W̄spwq dµ̄pwq
ds

s
dµ̄pzq ď Cpmq

ż

B2tpyq

ż t

0

W̄spwq
ds

s
dµtpwq.

We may now estimate the total frequency pinching between scale 0 and t as follows. Letting
N be the smallest integer such that 2Nsi ě t, the almost-monotonicity of the frequency at all
scales s Ps0, 1s around xi yields

ż t

si

W 32s
s pxiq

ds

s

ď

N
ÿ

j“0

ż 2j`1si

2jsi

W 32s
s pxiq

ds

s

ď

N
ÿ

j“0

“

p1` Cmα0
0 p2

j`6siq
βqIpxi, 2

j`6siq ´ p1´ Cm
α0
0 p2

jsiq
βqIpxi, 2

jsiq
‰

ż 2j`1si

2jsi

ds

s

ď log 2
N
ÿ

j“0

W 2j`6si
2jsi

pxiq ` Cm
α0
0 tβ

“ log 2
5
ÿ

`“0

N
ÿ

j“0

W 2j```1si
2j``si

pxiq ` Cm
α0
0 tβ

“ log 2
5
ÿ

`“0

W 2``N`1si
2`si

pxiq ` Cm
α0
0 tβ

ď 6W 1{8
si pxiq log 2` Cmα0

0 tβ

(85)
ď 6ξ log 2` Cmα0

0 tβ .
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A combination of the inductive assumption for t ď r and the coarse bound (87) tells us that
µtpB2tpyqq ď Cpmqtm´2. Thus, we conclude that

ż

B2tpyq

ż t

0

W̄spwq
ds

s
dµtpwq ď Cpmqξtm´2 ` Cmα0

0 tm´2`β .

By choosing ε4 even smaller to decrease mα0
0 further if necessary, and taking ξ sufficiently

small (which relies on choosing δ small enough), we successfully establish the tighter inductive
packing estimate (89).

A.2. Proof of Proposition A.2. We may once again assume that x0 “ 0. First, let ε4 be
as in Lemma A.1; we will later choose it to be smaller if necessary. We will apply Lemma A.1
iteratively to build families of “stopping time regions”, where a new covering is built within
a large ball on which we stopped the previous covering procedure early. We will show that
the iteration can be stopped after finitely many steps, at which point we will have packed the
singularities tightly enough to obtain the desired conclusion. Fix τ ă 1

8 arbitrarily, and for
now also fix the parameter ρ arbitrarily; it will be determined later. We first apply Lemma A.1
with our fixed choice of τ and σ “ s.

This yields a cover Cp0q :“ tBripxiqu. We can subdivide this cover into the ‘good’ balls
Gp0q :“ tBripxiq : ri ď s u and the ‘bad’ balls Bp0q :“ tBripxiq : ri ą s u.

Construct a new cover Cp1q of D as follows. Place all balls in Gp0q into Cp1q. For each
ball Bripxiq P Bp0q, Lemma A.1 (c) tells us that all points y P D X Bripxiq with Ipy, ρriq P
pU ´ δA.1, U ` δA.1q are contained in a ρri-tubular neighbourhood of Vi for some pm ´ 3q-
dimensional affine space Vi Ă Rm`n.

We may thus cover SXBρripViqXBripxiq by at most Cpmqρ´pm´3q balls tBi,ku
Npiq
k“1 of radius

2ρri, centered at points in S.
For any given index i, there are now two possibilities; either

(i) 2ρri ă s: then we include both Bripxiq and the balls tBi,kuk into Cp1q and stop refining
for this i;

(ii) 2ρri ě s: then we apply Lemma A.1 to each ball Bi,k for this fixed i (with τ “ 2ρri and
σ “ s), yielding a new cover of Bi,k by balls. We place both Bripxiq and these new balls
(for each k “ 1, . . . , Npiq) into the new cover Cp1q.

We can then iterate this procedure inductively, only at each stage k letting

Bpkq “
 

Bripxiq P Cpkq : s ă ri ď 2ρrj for some Brj pxjq P Cpk ´ 1q
(

,

until after finitely many steps of the iteration, we obtain a cover Cp`q where the radius of every
ball is no larger than s. Note that ` “ `pρ, sq, and that as long as we choose ρ ď 1

2Cpmq , we

have
ÿ

Bri pxiqPCp`q

rm´2
i ď 2

ÿ

Brj pxjqPCp0q

rm´2
j ď 2CR.

Now if there are any balls of radius ri ă s in our covering Cp`q, we may replace them with
concentric balls of radius s; since ρ “ ρpmq is now fixed, this would only increase the packing
estimate (b) by a factor of Cpmq, since no ball can be smaller than 10ρs.

Now let δ :“ δA.1pm,n,Q,Λ, ρq for our choice of ρ “ ρpmq. Making use of the almost-
monotonicity (28) of the frequency and the uniform upper frequency bound (16), for any given
τ ă 1

8 , any y P Bτ pxq X S and any ρ ă τ we have

Ipy, ρq ď Ipy, τq ` Cmγ4

0 τ
γ4 ď U ` Cmγ4

0 τ
γ4 ď U ` Cε2γ4

4 .

Thus, choosing ε4 smaller if necessary, we may ensure that Ipy, ρq ă U`δ for every y P Bτ pxq
and every ρ ă τ .

Finally, if Bripxiq P Gp`qYBp`q, let Ai :“ DXBripxiq. On the other hand, if Bripxiq P Bpkq
for k ď `´ 1, let

(93) A1i :“ pD XBripxiqq z
ď

Brj pxjqĂBri pxiq

Brj pxjqPBpk`1q

Brj pxjq.
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Observe that in each A1i in (93), we necessarily have

sup
yPA1i

Ipy, ρriq ď U ´ δ,

due to our choice of τ . Thus, since Ipy, ρriq ě cpmqIpy, riq, we may replace Bripxiq with a
collection of at most Cpmqρ´m balls of radius ρri that covers A1i, which again only increases
the packing estimate (b) by a dimensional constant. We may then let Aj :“ A1i XBrj pxjq for
each ball Brj pxjq in this cover of A1i.

A.3. Proof of the bound (8) in Theorem 3.1(iii). With the latter proposition at hand we
are in a position to conclude the Minkowski content bound in Theorem 3.1(iii) from Proposi-
tion A.2. The proof of this is almost identical to the proof of [8, Theorem 2.5], but we sketch
it here nevertheless.

Let us first establish the upper Minkowski content bound. Let τ be as in Proposition A.2,
and cover B1{8 by a family F0 of at most Npmq balls of radius τ . Due to (16), we have

Upxq :“ sup t Ipy, τq : y P SXBτ pxq u ď Λ.

Fix a ball Bτ pxq P F0. Applying Proposition A.2 with an arbitrary fixed choice of s Ps0, τ r
and D “ S X Bτ pxq, we get a resulting decomposition of S X Bτ pxq into sets tAiui, with
Ai Ă Bsipxiq. Now consider the collection

B0pxq :“ tBsipxiq : si ą s u .

Notice that for every ball Bsipxiq P B0pxq, we have

sup t Ipy, siq : y P Ai u ď Upxq ´ δA.2.

We can now once again cover each such Ai by Npmq balls of radius τsi, and then for each such
ball Bτsipxq, apply Proposition A.2 again to D “ Ai XBτsipxq, with the same fixed s to yield
a new decomposition tAi,juj of each Ai, with corresponding balls tBsi,j pxi,jqu for which we
have

ÿ

i,j

sm´2
i,j ď Cpτ,mqCV

ÿ

i

sm´2
i ď Cpτ,mq2C2

V .

In addition, observe that either si,j “ s or

sup t Ipy, si,jq : y P Ai,j u ď U ´ 2δA.2.

In the latter case, we repeat the above refined covering step. Iterating this procedure, for each

k P N we can find a decomposition tA
pkq
i ui with a corresponding covering by balls tB

s
pkq
i
px
pkq
i qui

such that

(94)
ÿ

i

rs
pkq
i sm´2 ď Cpτ,mqkCkV ,

and for which

sup
!

Ipy, s
pkq
i q : y P A

pkq
i

)

ď U ´ kδA.2.

Thus, this inductive procedure terminates after finitely many steps, and so we end up with a
cover of D0 by balls of radius exactly s, for which the pm ´ 2q-dimensional upper Minkowski
content bound (94) is indeed a dimensional constant.

Appendix B. Minkowski content bound in Theorem 9.7

Here, we demonstrate the validity of the Minkowski content bound (56) of Theorem 9.7. A
crucial ingredient is the following lemma, which allows, given two points z, w P S at a given
scale, to compare the universal frequency function of q at that scale with the frequency function
computed on the center manifold relative to z.

Lemma B.1. There exists a constant C “ CB.1pm,n,Q, γ,Kq with the following property.
Assume T and S are as in Theorem 9.7, let z, w P S with w P Bγkpzq and let s be a scale

which satisfies γk`1 ď s ď γk. Finally consider the point w̄ “ γ´kppz,kpwq ´ zq. Then

(95) |Ipw, sq ´ Iz,kpw̄, γ
´ksq| ď Cmγ4

w,k .
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Once we rescale the current T to Tw,r, we need to compare two frequency functions computed
on two different center manifolds. The proof is entirely analogous to the argument of [9,
Section 6.2] used to estimate the jump of the universal frequency function when we change
center manifolds and in particular Lemma B.1 corresponds to [9, Lemma 6.10]. The crucial
ingredient is the presence of a “stopping cube” which is not too large and not too small, which
is guaranteed by Proposition 10.1.

Now we are in a position to repeat the analogous covering arguments to those in the preced-
ing appendix. First of all, we have the following lemma, which is the counterpart of Lemma
A.1 for FlQ.

Lemma B.2. Let ρ ď 1{100 be fixed so that C̄ρ
1

2K ď 1, where C̄ is the constant in [9,
Proposition 7.2], let p10ρqκ “ σ ă τ “ p10ρqj0 ă 1 for some integers κ and j0 and let η be as
in Theorem 13.3. There exists ε5 “ ε5pΛ,m, n,Qq ą 0 such that the following holds. Suppose
that T is as in Theorem 9.7 for these choices of η and ε5. Let x0 P S XB1, let γ “ 10ρ, let
D Ă SXBτ px0q and let U :“ supwPD Ipw, τq.

Then there exists δ̄pm,n,Q,Λ, ρ,K, Jq, a dimensional constant CR “ CRpmq ą 0 and a
finite cover of D by balls Bripxiq such that

(a) ri ě p10ρqκ`1;
(b)

ř

i r
m´2
i ď CRτ

m´2;
(c) For every i, either ri “ p10ρqκ or

Fi :“ D XBripxiq X
 

w : Ipw, ρriq PsU ´ δ̄, U ` δ̄r
(

Ă BρripViq,

for some pm´ 3q-dimensional subspace Vi Ă Rm`n.

Note, once again, that the parameters ε5 and η are first chosen small enough so that we can
apply Proposition 13.3. Then, ε5 is further decreased if necessary, so that mα0

0 falls below a
desired small dimensional constant, allowing us to absorb a suitable error term. Lemma B.2
will in turn be used to prove the following second efficient covering result, which is the analogue
of Proposition A.2 but for S.

Proposition B.3. There is a choice of ρ (and hence of γ “ 10ρ) such that the following
holds. Let η be as in Theorem 13.3 and let τ “ p10ρqj0 for some j0 P N. There exists
δpm,n,Q,Λq ą 0, ε5pΛ,m, n,Q, δq ą 0 and a dimensional constant CV “ CV pmq ě 1 such
that the following holds.

Assume that T is as in Theorem 9.7 for the above choices of η and ε5. Suppose that x0 P

SXB1 and let D Ă SXBτ px0q and U :“ supyPD Ipy, τq. Then, for every s “ p10ρqκ Ps0, τ r as
in Lemma B.2, there exists a finite cover of D by balls Bripxiq with ri ě s and a decomposition
of D into sets Ai Ă D such that

(a) Ai Ă D XBripxiq;
(b)

ř

i

rm´2
i ď CV τ

m´2;

(c) For every i we have either ri “ s or

sup
yPAi

Ipy, riq ď U ´ δ.

Note that in Lemma B.2 and Proposition B.3, we are able to make conclusions in terms
of the universal frequency I at individual points (rather than the frequency function relative
to the center manifold associated to the relevant ball) precisely due to Lemma B.1. Observe
also that ρ (and hence γ) is finally chosen in the above Proposition. ρ will have to satisfy the
inequality dictated in Lemma B.2 and a further smallness assumption which however depends
only on m. This in turn determins γ. Ultimately both depend only on m, n, Q and the
parameter K entering in the definition of S.

B.1. Proof of Lemma B.2. We may assume throughout that x0 “ 0, for simplicity. Step 1:
Inductive procedure. Fix δ̄ ą 0 for now; it will be determined later. We inductively construct
families C pkq, k “ t0, ...κu, consisting of covers of D by balls Brpxq centered at points x P D
such that

Brpxq P C pkq ùñ r “ p10ρqj “ γj for some j P t0, . . . , ku,
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as follows.
Let C p0q “ tB1u. Suppose that we have already constructed the cover C pkq. Take a ball

Brpxq P C pkq. If r “ p10ρqj with j ă k, place Brpxq into C pk ` 1q.
If r “ p10ρqk, consider the set

F pBrpxqq :“ SXBrpxq X
 

w : Ipw, ρrq PsU ´ δ̄, U ` δ̄r
(

.

Notice that this is the set of points in SXBrpxq at which the universal frequency is pinched
by at most δ̄ between scales ρr and r. We have two possibilities:

keep Brpxq in C1pk ` 1q if F pBrpxqq does not ρr-span an pm´ 2q-dimensional(K)

affine subspace;

discard Brpxq from C1pk ` 1q if F pBrpxqq ρr-spans an pm´ 2q-dimensional(D)

affine subspace V “ V pBrpxqq Ă Rm`n.

Observe that if (K) holds, then by definition, (c) in the statement of the lemma holds.
We may thus replace

tBiui :“
 

Bp10ρqkpxq P C pkq : (D) holds for Bp10ρqkpxq
(

with a collection F pk ` 1q of balls trBiui with radius p10ρqk`1 that cover

SX
ď

i

Bρp10ρqkpV pB
iqq.

Note that the excess decay from Theorem 2.6 once again tells us that EpT, rBiq ď ε2
5. We may

moreover ensure that the concentric balls 1
5
rBi are pairwise disjoint, and that their centers are

contained in SXBrpxq X
Ť

ipV pB
iqq. Let Bpk ` 1q be a Vitali subcover of

tBrpxq P C pkq : (K) holds u .

The cover C pk ` 1q :“ F pk ` 1q YBpk ` 1q provides a new covering that replaces C pkq.
Step 2: Frequency pinching. Before we continue, let us first show that the following frequency

pinching estimate holds: for any η ą 0, we can choose δ̄ ą 0 sufficiently small (dependent on
ρ and η) such that if C1pκq ‰ H, then either

(96) C1pκq “ tB1u or I
´

x,
ρr

5

¯

P rU ´ η, U ` ηs for every Brpxq P C1pkq, k “ 0, . . . , κ.

Indeed, if we do not stop refining immediately, then for any ball Brpxq P C1pkq, r “ p10ρqj`1

for some j`1 ď k. Thus, by construction, we know that there exists a ball B1 of radius p10ρqj

centered at x1 satisfying (D). Namely, ppF pB1qq ρp10ρqj-spans an pm ´ 2q-dimensional affine
subspace V and x P V XB1. There must hence exist at least one other point z P F pB1q X V .
We wish to apply Lemma 12.3 with ρ “ ρ̃ and ρ̄ “ ρ

5 in order to show that

(97)
ˇ

ˇ

ˇ
I
´

x,
ρr

5

¯

´ Ipz, rq
ˇ

ˇ

ˇ
ď
η

2
.

However, notice that the conclusion of Lemma 12.3 is the spatial frequency pinching relative
to the center manifold Mx,j associated to Brpx

1q (recall that r “ p10ρqj “ γj for some j ď k).
This is where Lemma B.1 comes in, allowing us to compare the frequency pinching relative to
Mx1,j , with the universal frequencies centered at x, z respectively.

Indeed, applying Lemma B.1 to Mx1,j and letting x̄, z̄ denote the respective projections of
γ´jpx´ x1q and γ´jpz ´ x1q onto Mx1,j , we have

ˇ

ˇ

ˇ
I
´

x,
ρr

5

¯

´ Ipz, rq
ˇ

ˇ

ˇ
ď

ˇ

ˇ

ˇ
I
´

x,
ρr

5

¯

´ Ix1,j

´

x̄,
ρ

5

¯
ˇ

ˇ

ˇ
`

ˇ

ˇ

ˇ
Ix1,j

´

x̄,
ρ

5

¯

´ Ix1,j pz̄, 1q
ˇ

ˇ

ˇ

` |Ix1,j pz̄, 1q ´ Ipz, rq|

Letting δ̄ “ η
6 in Lemma 12.3 and applying this to the middle term on the right-hand side of

the above inequality, meanwhile using Lemma B.1 for the other two terms on the right-hand
side, the estimate (97) indeed follows, after ensuring that ε2γ4

5 ď
η

6CB.1
. Since z P F pB1q, this

yields the second alternative in (96).
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Step 3: Discrete pm´ 2q-dimensional measures and coarse packing estimate. It remains to
check that the covering C pκq satisfies the conditions (a)-(c). By definition of κ, the condi-
tions (a) and (c) are a trivial consequence of the construction of the inductive covering.

Hence, we just need to verify that the packing estimate (b) holds; namely, that
ÿ

i

sm´2
i ď CR,

where C pκq “ tB5sipxiqui. For this, we will make use of [27, Theorem 3.4]. With this in mind,
we introduce the discrete measures

µ :“
ÿ

i

sm´2
i δxi , µs :“

ÿ

i:siďs

sm´2
i δxi .

First of all, note that µs ” 0 for every s ă r̄ :“ 1
5 p10ρqκ, due to the construction of our

covering.
We proceed to inductively show that

(98) µspBspxqq ď CRs
m´2 @ x P Bγj0 , s “ r̄2j , j “ 0, . . . , j0 :“ log2

` r̄

8

˘

´ 4.

The base case is trivially true, since

µr̄pBr̄pxqq ď Npx, r̄qr̄m´2,

where Npx, r̄q :“ # t i : si “ r̄ u. This is a dimensional constant, since we have a Vitali cover.
Suppose that (98) holds for 0, . . . , j, for some j ă j0. Letting r :“ r̄2j , we will first of all

show that

(99) µ2rpB2rpxqq ď CpmqCRp2rq
m´2,

for some dimensional constant Cpmq. This follows by simply subdividing µ2r into

µ2r “ µr `
ÿ

i:răsiď2r

sm´2
i δxi “: µr ` µ̃r,

combined with the observation that B2rpxq can be covered by at most Cpmq balls Brpxiq, on
each of which we may use the inductive assumption, meanwhile

(100) µ̃rpB2rpxqq ď N̄px, 2rqp2rqm´2 ď Cpmqp2rqm´2,

where N̄px, 2rq :“ # t i : r ă si ď 2r u.
Step 4: Inductive packing estimate. We will now improve the coarse bound (99) to the

estimate

(101) µ2rpB2rpxqq ď CRp2rq
m´2,

where CR is the dimensional constant coming from [27, Theorem 3.4].
Let µ̄ :“ µ2r B2rpxq. We claim that

(102)

ż

Btpyq

ż t

0

rβm´2
2,µ̄ pz, sqs2

ds

s
dµ̄pzq ă δ2

0t
m´2 @y P B2rpxq, @t P p0, 2rs,

where δ0 “ δ0pmq ą 0 is as in [27, Theorem 3.4] (denoted by simply δ therein).
First, let us write

(103)

ż t

0

rβm´2
2,µ̄ pz, sqs2

ds

s
ď

ÿ

jěj0

ż γj

γj`1

rβm´2
2,µ̄ pz, sqs2

ds

s
,

where j0 “ j0ptq is such that t P
‰

γj0`1, γj0
‰

. Now we may apply Proposition 13.3 for each xi
and for each k, together with the excess decay in Proposition 2.7, to conclude that there exists
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α0 ą 0 (as in the statement of the proposition) such that for each s P
‰

γj`1, γj
‰

we have

rβm´2
2,µ̄ pxi, sqs

2 ď
C

sm´2

ż

Bspxiq

W̄spxi, j, wq dµ̄pwq ` Cmα0
xi,j

µ̄pBspxiqq

sm´2´α0
(104)

ď
C

sm´2

ż

Bspxiq

W̄spxi, j, wq dµ̄pwq ` Cmα0
xi,0

µ̄pBspxiqq

sm´2´α0
.

ď
C

sm´2

ż

Bspxiq

W̄spxi, j, wq dµ̄pwq ` Cε2α0
5

µ̄pBspxiqq

sm´2´α0
.

where for z “ xk P Bspxiq, W̄spxi, j, zq :“ W 32s
s pxi, j, xkq1sąsi , since the balls Bsipxiq are

pairwise disjoint. Let us first deal with the second term on the right-hand side of (104).
Consider first the case r ă t ď 2r. Then due to (99), we have

ε2α0
5 N̄py, 2rqp2rqm´2

ż

Btpyq

ż t

0

µ̄pBspzqq

sm´2´α0

ds

s
dµ̄pzq

ď ε2α0
5

`

Cpmq ` N̄py, 2rq
˘

pCRpmqq
2p2rq2pm´2qt´pm´2´α0q

ď Cpmqε2α0
5 tm´2`α0 .

In the case t ď r, we first of all notice that if there exists xi P Btpyq with si ě 3t, then there are
no other points xk P B2tpyq since the balls Bsipxiq are pairwise disjoint. This in turn implies
that βm´2

2,µ̄ pz, sq “ 0 for every z P Btpyq and every s ď t.

Thus, we may assume that si ă 3t for every xi P Btpyq, in which case we may can use the
inductive assumption, combined with the fact that µ2r “ µt ` µ̃t to conclude that

ż

Btpyq

ż t

0

Cε2α0
5

µ̄pBspzqq

sm´2´α0

ds

s
dµ̄pzq ď CRpmqCpmqε

2α0
5 tm´2`α0 .

Here we have used that Btpyq can be covered by at most N̄py, 3tq balls of radius si P rt, 3tq,
so we get an estimate analogous to (100) for µ̃t. Thus, by choosing ε2α0

5 small enough, we can
indeed ensure that (90) holds.

To control the frequency term W 32s
s pxi, j, zq on the right-hand side of (104), we proceed as

follows.
Let t Ps0, 2rs. Applying Fubini’s theorem as in the proof of Lemma A.1 and making use of

Lemma B.1 and the coarse bound (99), we have

ż

Btpyq

ÿ

jěj0ptq

ż γj

γj`1

1

sm´2

ż

Bspzq

W̄spz, j, wq dµ̄pwq
ds

s
dµ̄pzq

ď Cpmq

ż

B2tpyq

ÿ

jěj0ptq

ż γj

γj`1

W̄spw, j, wq
ds

s
dµtpwq ` C log γ

ż

B2tpyq

ÿ

jěj0ptq

mγ4

w,j dµtpwq.

Now, the almost-monotonicity of the frequency (75) on a fixed center manifold, the excess
decay in Proposition 9.1, and the choice of j0ptq and η together yield the following estimate
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for any xi:

ÿ

jěj0ptq

ż γj

γj`1

1

sm´2
W̄spxi, j, xiq

ds

s

ď C
ÿ

jěj0ptq

ż γj

γj`1

rIxi,jp0, 32qp1` Cmγ4

w,jq ´ Ixi,jp0, 1qp1´ Cm
γ4

w,jqs
ds

s
` Cε2γ4

5 tγ4

ď C
ÿ

jěj0ptq

ż γj

γj`1

W 32
1 pxi, j, xiq

ds

s
` Cε2γ4

5 tγ4

ď C
ÿ

jěj0ptq

ż γj

γj`1

W 32
1 pxi, j, xiq

ds

s
` Cε2γ4

5 tγ4

ď Cη ` Cε2γ4

5 tγ4 .

Thus, by the above observation that there is at most one point xi P B2tpyq and again using
the coarse bound (99), we conclude that

ż

Btpyq

ż t

0

rβm´2
2,µ̄ pz, sqs2

ds

s
dµ̄pzq ď Cηtm´2 ` Cε

mint2γ4,2α0u

5 tm´2`mintγ4,α0u.

By choosing ε5 even smaller if necessary, and taking η sufficiently small (which is ensured
by choosing δ̄ sufficiently small, we successfully establish the tighter inductive packing esti-
mate (101).

B.2. Proof of Proposition B.3. We may once again assume that x “ 0. We will apply
Lemma B.2 iteratively to build families of “stopping time regions”, where a new covering is
built within a large ball on which we stopped the previous covering procedure early. We will
show that the iteration can be stopped after finitely many steps, at which point we will have
packed the singularities tightly enough to obtain the desired conclusion.

In the statement of Lemma B.2, let us fix the parameter ρ arbitrarily for now, and in turn fix
k0 arbitrarily so that the parameter τ is also fixed for now; these parameters will be determined
later. We first apply Lemma B.2 with our fixed choice of τ and σ “ s “ p10ρqκ.

This yields a cover Cp0q :“ tBripxiqu of D. We can subdivide this cover into the ‘good’ balls
Gp0q :“ tBripxiq : ri ď s u and the ‘bad’ balls Bp0q :“ tBripxiq : ri ą s u.

Construct a new cover Cp1q of D as follows. Place all balls in Gp0q into Cp1q. For each ball
Bripxiq P Bp0q, Lemma B.2 (c) tells us that, for δ̄ as defined therein, all points y P DXBripxiq
with Ipy, ρriq PsU ´ δ̄, U ` δ̄r are contained in a ρri-tubular neighbourhood of Vi for some
pm´ 3q-dimensional affine space Vi Ă Rm`n.

We may thus cover S X BρripViq X Bripxiq by at most Cpmqρ´pm´3q balls tBi,ku
Npiq
k“1 of

radius 2ρri, centered at points in S.
For any given index i, there are now two possibilities; either

(i) 2ρri ă s: then we include both Bripxiq and the balls tBi,kuk into Cp1q and stop refining
for this i;

(ii) 2ρri ě s: then we apply Lemma A.1 to each ball Bi,k for this fixed i (with τ “ 2ρri and
σ “ s), yielding a new cover of Bi,k by balls. We place both Bripxiq and these new balls
(for each k “ 1, . . . , Npiq) into the new cover Cp1q.

We can then iterate this procedure inductively, only at each stage k letting

Bpkq “
 

Bripxiq P Cpkq : s ă ri ď 2ρrj for some Brj pxjq P Cpk ´ 1q
(

,

until after finitely many steps of the iteration, we obtain a cover Cp`q where the radius of every
ball is no larger than s. Note that ` “ `pρ, sq, and that as long as we choose ρ ď 1

2Cpmq , we

have
ÿ

Bri pxiqPCp`q

rm´2
i ď 2

ÿ

Brj pxjqPCp0q

rm´2
j ď 2CR.
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Now if there are any balls of radius ri ă s in our covering Cp`q, we may replace them with
concentric balls of radius s; since ρ “ ρpmq is now fixed, this would only increase the packing
estimate (b) by a factor of Cpmq, since no ball can be smaller than 10ρs.

Now let δ :“ δ̄ for our choice of ρ “ ρpmq. Making use of the quantitative BV estimate from
Proposition 10.4 on the universal frequency function, as well as the excess decay in Proposition
9.1, for any given τ “ p10ρqk0 ă 1, any y P Bτ pxq XS and any s ă τ we have

Ipy, sq ď Ipy, τq ` C
k0
ÿ

j“js

mγ4

x,j ď U ` Cε2γ4

5 τγ4 ,

where js P N such that γjs ď s ă γjs´1. Thus, choosing ε5 smaller if necessary, we may ensure
that Ipy, ρq ă U ` δ for every y P Bτ pxq and every ρ ă τ .

Finally, if Bripxiq P Gp`qYBp`q, let Ai :“ DXBripxiq. On the other hand, if Bripxiq P Bpkq
for k ď `´ 1, let

(105) A1i :“ pD XBripxiqq z
ď

Brj pxjqĂBri pxiq

Brj pxjqPBpk`1q

Brj pxjq.

Observe that in each A1i in (105), we necessarily have

sup
yPA1i

Ipy, ρriq ď U ´ δ,

due to our choice of τ . Thus, since Ipy, ρriq ě cpmqIpy, riq, we may replace Bripxiq with a
collection of at most Cpmqρ´m balls of radius ρri that covers A1i, which again only increases
the packing estimate (b) by a dimensional constant. We may then let Aj :“ A1i XBrj pxjq for
each ball Brj pxjq in this cover of A1i.

B.3. Proof of the bound (56) in Theorem (9.7). The proof of the Minkowski content
bound now follows by iterating Proposition B.3, in exactly the same way as that in Section
A.3. We therefore omit the details.
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