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ABSTRACT. We consider an area-minimizing integral current 7" of codimension higher than
1 in a smooth Riemannian manifold 3. We prove that T has a unique tangent cone, which
is a superposition of planes, at H™ 2-a.e. point in its support. In combination with
works of the first and third authors, we conclude that the singular set of T is countably
(m—2)-rectifiable. The techniques in the present work can be seen as a counterpart for area-
minimizers, in arbitrary codimension, to those developed by Simon ([29]) for multiplicity
one classes of minimal surfaces and Wickramasekera ([32]) for stable minimal hypersurfaces.
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1. INTRODUCTION AND MAIN RESULTS

Let T be an m-dimensional integral current in a complete smooth (m + 71)-dimensional
Riemannian manifold ¥. We assume that T is area-minimizing in some (relatively) open
QCX,ie.

M(T) < M(T + 5)

for any (m + 1)-dimensional integral current S supported in Q. The (interior) regular set
Reg(T) is the set of points p € spt(T)NQ\spt(IT) for which there is an open ball B containing
p, a regular orientable minimal surface A C B without boundary in B, and an integer Q € N
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such that TL. B = Q[A]. The (interior) singular set Sing(T) is then given by the complement
in @ Nspt (T) of Reg(T'). This is the third of three papers (the others being [8,9]) devoted to
proving the following theorem.

Theorem 1.1. Let T be an m-dimensional area-minimizing integral current in a C>"° com-
plete Riemannian manifold of dimension m +n > m + 2, with kg > 0. Then, Sing(T) is
(m — 2)-rectifiable and T has a unique tangent cone at H™ 2-a.e. q € Sing(T).

We refer to the first work [8] for the historical context and the motivation of our study, we
just recall here that the regularity of Sing(7T") given by Theorem 1.1 is close to optimal due to
the recent work [23], which shows that Sing(T") can be precised to be any fractal subset of a
smooth oriented (m — 2)-dimensional manifold. The only foreseeable improvement of Theorem
1.1 is to show that the (m — 2)-dimensional Hausdorff measure of Sing(T) is locally finite in
spt(T') \ spt(9T'). We also recall that this is known in the special case m = 2 by [3] (cf. also
[14-16]) and that the statement about the uniqueness of tangent cones is covered, in that case,
by [31].

Recall that, following Almgren’s stratification theorem, we can subdivide Sing(7") into the
disjoint union of

e the subset S(™~2)(T) of points p at which any tangent cone to T has at most m — 2
linearly independent directions of translation invariance;

e the remaining set Sing(T) \ S~ (T) of those singular points at which at least one
tangent cone is a flat plane (counted with some integer multiplicity @ > 1).

Consistently with [8] we use the notation §(T') for the latter set and we will call its elements flat
singular points. As a consequence of the general theory of Naber and Valtorta ([27]) it follows
that S(m=2)(T) is (m — 2)-rectifiable, therefore the main novelty of our work is to establish
the rectifiability of F(7). In fact the techniques of the present paper, which can be seen as
a counterpart in the higher codimension case (and for area-minimizing integral currents) of
the seminal works by L. Simon ([29]) and N. Wickramasekera ([32]), can be used to derive an
independent proof that S(™=2)(T) is rectifiable. However the ideas in [26,27] are still a crucial
ingredient in [9].

By the constancy theorem, the density O(T,p) at any p € F(T) is a positive integer @,
which moreover obeys @ > 1 by Allard’s Regularity Theorem. We can therefore stratify §(7")
as Uy_o So(T), where

3o(T) :=={pe () :O0(T,p)=Q}.
According to [8] we can further subdivide each §q(7T') by introducing a suitable function

S(T)>p—UT,p) €[1,00).

Loosely speaking, I(T,p) detects the infinitesimal homogeneity of the “singular behavior of
T7 around p. A good illustration of this number is given in [8, Example 1.2] in the case of
classical holomorphic curves of C2?, which by Federer’s theorem are area-minimizing integral
2-dimensional currents in R*. Consider A := {(w — h(2))? = 2Pk(2) : (z,w) € C?} and require
that

e p > () > 2 are coprime integers;

e h and k are holomorphic functions;

e k(0) # 0.
If T = [A] in R* = C?, then I(T,0) = p/Q. Given however the lack of precise information
about the singular behavior of a general m-dimensional area-minimizing integral current, the
actual definition of I(7), p) is rather involved: note for instance that we do not know that the
tangent cone to T at p € § is unique, or even that all tangent cones are flat. In the papers
[8,9], the first and third authors prove that

Theorem 1.2. Let T be an m-dimensional area-minimizing integral current in a C>"° com-
plete Riemannian manifold of dimension m +n > m + 2, with kg > 0. Then g >1 =
So(T)N{I(T,-) > 1} is (m — 2)-rectifiable and the tangent cone is unique at every p € Fo,>1-
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In the present paper, we handle the rectifiability question for the remaining part of Fo(T),
as well as the H™ 2-a.e. uniqueness of tangent cone question in the remaining portion of the
singular set. More precisely, we prove the following:

Theorem 1.3. Let T be as in Theorem 1.2. The following holds:
(1) The set Fo1(T) :=Fo(T) N{I(T,-) = 1} is H™ 2-null;
(ii) T has a unique tangent cone at H™ %-a.e. p € S™=2)(T).

1.1. Comparison with the works of Krummel and Wickramasekera. While we were
completing this and the two works [8,9] leading to our proof of Theorem 1.1, we have learned
that in the works [20-22], Krummel and Wickramasekera arrived independently at a program
that shows the same final result; we refer to the introduction of [8] for a more general comparison
between the two programs.

The present paper and [20] are in fact the two works which are most similar. Both [20] and
this paper rely in an essential way on an new height bound: we refer to Theorem 3.2 in the
first part of this paper for our precise statement. Indeed, the only difference between the two
bounds seems to be that ours is stated in the more general setting of an arbitrary ambient
manifold which satisfies some mild regularity assumptions, a setting which we believe can be
reached equally well in [20] at the price of some more technical work.

Building upon this height bound, both the present work and [20] rely in a fundamental way
on the estimates of [29], which are in turn used to perform a suitable blow-up analysis to prove
the decay theorem which is the subject of the second part of this work. To handle the situation
in which the current is very close to a plane, but much closer to a cone with m — 2 linearly
independent directions of translational invariance, both [20] and the present work also rely on
important ideas introduced by Wickramasekera in [32].

Finally, the ideas of [29] are also used in a substantial way in both papers to prove that the
flat singular points at which the sheets of the surface meet with order of contact 1, namely
Fo1(T), is H™ 2-negligible. The result achieved in [20,21] is in fact stronger: using our nota-
tion they actually show that §g <145 is H™ 2-negligible for a sufficiently small § = §(Q,m,n),
while Fg >14¢ is (relatively) closed in any ball B,.(z) where the current is sufficiently close to
a multiplicity-@ flat plane.

While we do not pursue such a finer result here, we also believe with some additional work
we can deliver these very conclusions. In fact the closedness of §g,>145 IS a consequence,
in [21], of the almost-monotonicity of the planar frequency function and a similar almost-
monotonicity holds also for the Almgren frequency function relative to the center manifolds
as used in [8,9]. As for the fact that Fg <145 is H™ ?-negligible, we believe that it can be
achieved with appropriate modifications of the arguments in the final part of this paper, given
that at these points all the coarse blow-ups will be homogeneous with degree d € [1,1 + 4],
and thus, for a sufficiently small §, close to 1-homogeneous Dir-minimizers. Indeed, it is an
interesting question whether there is a frequency gap (depending on the number of values of
the Dirichlet minimizer) for Dirichlet minimizers. Namely, if there exists 6 = §(m,n,Q) > 0
such that any homogeneous @-valued Dirichlet minimizer of degree o € [1,1 4 §) is in fact
homogeneous of degree 1. Such a result would then immediately imply that in fact the sets
S0,1 and §g,<145 coincide.

2. PRELIMINARIES AND NOTATION

2.1. Notation. Throughout this work, C,Cy, C1, ... will denote constants which depend only
on m,n,n, Q. Constants depending on other parameters will typically be denoted by

0,01702,.--,

with dependencies given. For ¢ € spt(T'), the currents T, , will denote the dilations (¢, )¢T,
where q.(2) := . For p € spt(T’), B,(p) denotes the open (m + n)-dimensional Euclidean
ball of radius r centered at p, while B, (p, 7) denotes the (open) m-dimensional disk B,.(p) N«
of radius r centered at p in the m-dimensional plane m C R™*" passing through p. C,(p, )
denotes the (m + n)-dimensional cylinder B,(p,7) x 7+ of radius 7 centered at p. We let
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pr : R™™ — 7 denote the orthogonal projection onto 7, while p+ denotes the orthogonal
projection onto . The plane 7 is omitted if clear from the context; if the center p is omitted,
then it is assumed to be the origin. For example, C, := C,.(0,7) for » > 0 if the choice of
7 is clear from the context. ||T|| denotes the mass measure induced by T', while w,, denotes
the m-dimensional Hausdorff measure of the m-dimensional unit disk Bj(w). The Hausdorff
distance between two subsets A and B of R™" will be denoted by dist(4, B).

The scalar product between vectors v, w € R™™ is denoted by v-w and likewise for product
of matrices we will use A - B. |- | will denote the Euclidean norm of vectors and the Hilbert-
Schmidt norm of matrices. H?® will denote the Hausdorff s-dimensional measure, while in
the particular instance of subsets E of R™ we will use the shorthand |E| for their Lebesgue
measure. This convention will often also be used for the H" measures of subsets E of affine

m-dimensional subspaces of R™T7,
We collect here a table of additional symbols used repeatedly throughout the paper, for the
reader’s convenience.

T, P, S, t typically denote radii

i, 5,k indices

a, B, m-dimensional planes

w (m + n)-dimensional plane

€,6,m small numbers, with £ the smallest in hierarchy

Vs Ky b exponents

S, 0,T, % parameters

¢,0,9 angles

e P, X test functions

fy9,h,u,v,w functions, with f, u, v and w typically denoting multi-valued approximations
v,y U the parameterization of the ambient manifold X

Sp,r the rescaled manifold ¢p, - (3)

S, T currents

D, q points in R™"

z,y,2,&,C variables (typically in m-dimensional subspaces of R"T™)

P, pJ‘ orthogonal projection, projection to orthogonal complement, respectively
1g indicator function of the set F

A the L norm of the second fundamental form

(T, p) the m-dimensional Hausdorff density of T' at a point p;

Sing(T), §(T) singular sets of T, with §(T') the flat singularities

So(T) flat singularities of T' where the density of T is Q

So.1(T) points in F(7T) with [(T,-) =1

L,¢(L) L a cube, £(L) half the side length

A,B linear maps

M balancing constant (cf. Definition 8.4)

X vector field

S (m — 2)-invariant cones that are superpositions of m-planes

N natural number, typically denoting the number of planes in S

\% spines of cones

P set of m-dimensional planes

€ set of (m — 2)-invariant cones that are superpositions of m-planes
EP(T,B) planar excess of T in the (m + n)-dimensional ball B

E(T, S, B), ]:D(S,T, B) one-sided L? conical excess in B (T close to S, S close to T', resp.)
E(T,S,B) double-sided conical excess in B

B.(V) fixed tubular neighbourhood of radius a of the spine V' being removed from B
o(S) minimal pairwise Hausdorff distance between the planes in S in B
©(S) maximal pairwise Hausdorff distance between the planes in S in By

Ag(R™)

the space of @-tuples of vectors in R™ (cf. [10])
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Since our statements are local and invariant under dilations and translations, we will work
with the following underlying assumption throughout.

Assumption 2.1. m > 3 and n > n > 2 are integers. T is an m-dimensional integral current
in ¥NB7 /47 with 0TLB; /7 = 0, where ¥ is an (m+n)-dimensional embedded submanifold of
R+ = R™FH of class C% with kg > 0. T is area-minimizing in XNB; /. ENBy /m(p) is
the graph of a C3*° function ¥, : TpXNBy7 /m(p) — TpX+ for every p € YN Bz /m. Moreover
c(X):= sup [[D¥pllg2m <6,
pEEﬂB7m

where £ < 1 is a small positive constant which will be specified later.

Following the notation of [8], we let Ay denote the C° norm of the second fundamental
form Ay of ¥ in By /4. In particular, under Assumption 2.1, we have

Ay = [[As|lcosnB, m) < Coc(X) < Coe.

We will often drop the subscript as the underlying ambient manifold will mostly be clear from
the context.
We recall that the oriented tilt-excess of T in C,.(p, mo) relative to an m-dimensional oriented
plane 7 is defined by
1

2wy, ™

E(T,C,.(p,m), ) :

/ (F(2) — 7(@) P | T (2),
C..(p,m0)

while

E(T,C,(p,m0)) = ﬂrg}fz E(T,C,(p,m), )

where the minimum is taken over all m-dimensional oriented planes m C T, (identified with
their corresponding planes in R"*t™). The oriented tilt-excess of T' in B,.(p) relative to an m-
dimensional oriented plane 7 and the optimal oriented tilt-excess in B,.(p), denoted respectively
by E(T,B,.(p), 7) and E(T,B,.(p)), are defined analogously. The tilt-excess is morally a planar
L? “gradient” excess. We will shortly also introduce a notion of planar L? “height” excess.

We also refer to [8, Section 3.1] for the notion of a coarse blow-up of T at p, which, roughly
speaking, under the assumption that r*A? < E(T,Bg /m,(p)) < 1 along a given family of
scales r, gives rise to a Dir-minimizing @-valued function over B (0, 7) for some m-dimensional
plane 7y as a subsequential normalized limit. The graph of this Dir-minimizer approximates the
rescaled current T}, , in the domain Cy(0,mp) N By with a mass error which is o(E(T, Bg,/m)),
along with other related error estimates which are detailed in [8, Section 3.1] and [11]. We
additionally refer the reader to [8] for all other relevant notation and terminology relating to
coarse blow-ups.

The properties of §g,1(T) that will be most useful to us here are contained within the
following proposition, which is a consequence of the analysis in [8] (more precisely, see (9),
Proposition 4.1 and Corollary 4.3 therein).

Proposition 2.2. Let T, ¥ and A be as in Assumption 2.1. For every p € §o.1(T) and any
sequence 1y, | 0 with the property that By := E(T, Bg /., (p)) 4 0 the following holds:

(i) For Ay = Ay, . we have limy_ E,:lri_%"’A% =0;
(ii) Any coarse blow-up f generated by a subsequence of {ry} has positive Dirichlet energy,
is 1-homogeneous, and satisfies mo f = 0.

2.2. Main decay theorem. To prove Theorem 1.1, we will show that a key excess decay
theorem holds under the assumption that T is much closer to a cone with exactly m — 2
directions of translation invariance than it is to any m-dimensional plane. Before coming to
the statement of this theorem, let us first introduce suitable notions of L? height excess of T
relative to such cones. We begin by defining the cones of interest.

Definition 2.3. For every fixed integer Q > 2 we denote by € (Q) those subsets of R™*" which
are unions of N < () m-dimensional planes 71, ..., 7y satisfying the following properties:
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(i) m; N is the same (m — 2)-dimensional plane V' for every pair (i,7) with ¢ < j;
(ii) Each plane 7; is contained in the same (m + 71)-dimensional plane .
If p € £, then €(Q,p) will denote the subset of € (Q) for which w = T,,X.

P and Z(p) will denote the subset of those elements of €(Q) and € (Q, p) respectively which
consist of a single plane; namely, with N = 1. For S € €(Q) \ &, the (m — 2)-dimensional
plane V described in (i) above is referred to as the spine of S and will often be denoted by
V(S).

We are now in a position to introduce the conical L? height excess between T' and elements
in €(Q).
Definition 2.4. Given a ball B,.(¢) C R™"" and a cone S € €(Q), we define the one-sided
conical L* height excess of T relative to S in B,(q), denoted E(T,S,B,(q)), by

E(T,S,B.(q) = Tm%/B dist*(p, ) d||T|(p).

~(q)

At the risk of abusing notation, we further define the corresponding reverse one-sided excess

B(S, T, B,(g) = —

- Tm+2

/ dist?(z,spt (T)) dH™ (x)
B, (¢)NS\Bar (V(8))

where a = a(m) is a dimensional constant, to be specified later. We subsequently define the
two-sided conical L? height excess as
E(T,S,B,(q)) = E(T, S,B.(q)) + E(S, 7,B,(q))-
We finally introduce the planar L? height excess which is given by
EP(T,B,(q)) = min E(T,7,B,(q)).
TEP(q)

Let us now state our main excess decay theorem. This is similar in spirit to the excess decay
theorem originally seen in [29, Lemma 1], however a crucial difference with the present setting
is that in [29, Lemma 1] there is a built-in multiplicity one assumption which in particular rules
out branch point singularities a priori. Our excess decay theorem in contrast is in a higher
multiplicity setting, and therefore is closer — and indeed our proof follows a similar pattern —
to the excess decay theorems first seen in [32, Section 13] (see also [19, Lemma 5.6 and Lemma
12.1] and [24, Theorem 2.1]).

Theorem 2.5 (Excess Decay Theorem). For every Q,m,n, ii, and ¢ > 0, there are positive
constants g = €o(Q, m,n, 71,¢) < %, ro =10(Q, m,n,7,¢) < % and C = C(Q, m,n,n) with the
following property. Assume that

(i) T and ¥ are as in Assumption 2.1;
(i) IT1(B1) < (Q + 3)wm;
(iii) There is S € €(Q,0)\ £(0) such that
E(T,S,B,) < eEP(T,By) (2.1)
and
B, ()N {p:0(T,p) 2Q} #0 V€€ V(S)NByys; (2.2)
(iv) A2 < &3E(T,S',B;) for any S’ € €(Q,0).
Then there is a S' € €(Q,0) \ L£(0) such that
(a) E(T,S,B,,) <<E(T,S,B,)
(b) E(T,S,B,,) < E(T,S,B;)
E°(T,B,,) —  Er(T,B;)
(c) dist>(S'NB;,SNB;) < CE(T,S,B,)

.2 , E(T,S,B;)
(d) dist?>(V(S) N B, V(S))NBy) < CW’B;) .
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2.3. Structure of the paper. The majority of this paper will be dedicated to the proof of
Theorem 2.5. We begin with a refined L? — L> height bound in Part 1, which will be a key tool
for the estimates in the remainder of the paper. However, we believe that this height bound is
of interest in itself, and would have a number of other applications.

Part 2 will contain the proof of the Excess Decay Theorem 2.5. The proof consists of
several key parts, modeled off the foundational works of Simon ([29]) and Wickramasekera
([32]); the reader familiar with these works will find many of the arguments in this part similar
in spirit to those seen in these, and we will make the effort to point out the similarities and
differences throughout the work to aid the reader. Section 7 contains some key results regarding
the relative positioning and angles between pairs of planes in cones in €(Q) \ &2, followed by
Section 8, which introduces effective graphical approximations for T over such cones. In Section
9, we then use the preceding two sections to demonstrate that we may replace the initial cone
S in Theorem 2.5 with a balanced cone (cf. Definition 8.4). In Section 10 we reduce the
proof of Theorem 2.5 to an a priori much weaker decay statement, in particular one where we
can assume that the two-sided excess is much smaller than the minimal angle in the cone (as
opposed to the maximal angle, which is morally what (2.1) says). Section 11 is then dedicated
to the Simon estimates, including the non-concentration estimates, at the spine of the cone in
€ (Q)\ £, after which, in Section 12 we demonstrate the excess decay conclusion at the level
of the linearized problem of multiple-valued Dirichlet minimizers. Part 2 is then concluded
with Section 13, in which we put together everything from the previous sections to conclude
the proof of Theorem 2.5.

In Part 3 we use Theorem 2.5 combined with a covering procedure, analogously to that done
by Simon ([29]), to prove Theorem 1.1.

Acknowledgments. C.D.L. and A.S. acknowledge the support of the National Science Foun-
dation through the grant FRG-1854147.

Part 1. L? — L>° Height Bound

The aim of this part is to prove a generalization of Allard’s tilt-excess and L°° estimates
(see [1, Section 8]). Allard’s original work, in the context of stationary varifolds, bounds the
L> distance and L? tilt excess from a single plane with the L? distance to it. Here, we will
restrict ourselves to the much smaller class of area-minimizing currents, with the additional
benefit being that are able to control the L> distance and L? tilt excess from a finite collection
of mutually disjoint planes by the L? distance to the union of the planes.

3. MAIN STATEMENTS
For the remainder of this part, we make the following additional assumption.

Assumption 3.1. T, ¥, and A are as in Assumption 2.1. For some oriented m-dimensional
plane my C R™*™ passing through the origin and some positive integer @), we have
(Pro )¢ TL C2(0,m0) = Q[Ba2(mo)],
and || T[|(C2) < (Q + 3)wm2™
The main result of this part is the following.

Theorem 3.2 (L* and tilt-excess estimates). For every 1 < r < 2, @, and N, there is
a positive constant C = C(Q, m,n,n, N,r) > 0 with the following property. Suppose that
T, Y, A and mg are as in Assumption 3.1, let p1,...,pn € 7r0L be distinct points, and set
7=, pi +mo. Let

B [ distom) dIT](). (3.1)
C,
Then
E(T,C,,m) < C(F + A?) (3.2)

and, if £ <1,
spt(T) N C, C {p: dist(p, ) < C(EV/? + A)}. (3.3)
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A translation followed by a simple scaling argument clearly gives corresponding estimates
when 0 is replaced by an arbitrary center and the scales r and 2 are replaced by two arbitrary
radii p < R. We additionally record the following consequence of Theorem 3.2, which will be
used frequently in the rest of the paper.

Corollary 3.3. For each pair of positive integers QQ and N, there is a positive constant 6 =
5(Q, m,n,n, N) with the following properties. Assume that:
(i) T, X, and A are as in Assumption 2.1;
(ii) T is area-minimizing in % and for some positive r < 1 and q € spt(T) N By we have
ITLCur(q) = 0, (Pro)tT = Q[Bur ()], and |T||(C2r(q)) < win(Q + 3)(2r)™
(iii) p1,...,pN € R™™ are distinct points with pr,(p;) = ¢ and 3 := min{|p; —p;| : i < j};
(iv) m1,..., N are oriented planes passing through the origin with

7 1= max |m; — mo| < dmin{1,7 '} (3.4)
K3
(v) Upon setting m = | J,;(ps + m;), we have

(rA)? 4 (2r)~™—2 / dist?(p, 7)d||T|| < 62 min{1,r~22} . (3.5)
C2r(q)
Then T1_C,(q) = Ziil T; where
(a) Each T; is an integral current with 0T;L C,(q) = 0;
(b) dist(q, ) = dist(q, p; + m;) for each q € spt(T;);
(€) (Pro)tTi = Qi[Br(q)] for some non-negative integer Q;.

3.1. Proof of Corollary 3.3. First of all, by scaling we can assume that » = 1 and up to
translation we can assume ¢ = 0. We then introduce

E = dist2(p, m)d||T||(p) -
C,

Next let 7 := J,(pi + mo) and observe that

E .= / dist?(p, ©)d||T||(p) < CE + C1% < C3% min{1, 2},

C,
for a constant C = C(m,n,n, Q) which we stress is independent of § and 3. Since we also
have A? < 6252, we can apply Theorem 3.2 to conclude that

spt(T) N Cs/o C {p: dist(p,7) < C10x},
where C7 = C1(m,n,n,Q, N) is again independent of ¢ and s. In particular if we choose
0 =46(m,n,n,Q,N) > 0 so that C10 < 1/4, we have

spt(T) N Cyo C {p: dist(p, 7) < 475},
Due to the definition of s, {p : dist(p, ) < 4715} consists of N disjoint open sets U; := {p :
dist(p — pi, M) < 2/4}. We then set T; := T'L Cgz/, N Uj; clearly each T; is integral, has no
boundary in Cg/o, and ), T; = TL Cg/5. It follows also that the T3’s have disjoint support

and so each of them is area-minimizing. If we further take § < 1/8 such that C16 < 1/8, we
can in addition ensure that for each point p € U;,

dist(p, p; + m) < —, (3.6)

Vi £ (3.7)

and thus (b) is certainly satisfied. Moreover, by [13, Lemma 1.6], observe that (pr,)sT; =
Qi[Bi1] for some Q; € Z; clearly we must have ) . Q; = Q. Again applying Theorem 3.2 we
have

X

dist(p, pj + ;) >

Y INETN

E(T, Cl,Tfo) S 052 .
In particular, if 0 is chosen small enough, by [11, Theorem 2.4] we can ensure the existence
of a subset K C Bj(mp) of positive measure with the property that for each = € K, the slice
(T, Pro, x) (see 28] for the definition and properties of the slicing map) given by » k;d¢; for
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some finite collection of positive integers k; and points &;(x) € 73 Fix any such point = and
observe that

<Ti7pﬂo’x> = Z kjdfj

&€U;
while
Qi= > k.
&el;
It follows immediately that ; cannot be negative, which completes the proof. O

4. PRELIMINARIES

In this section, we collect all the required preliminary results for the proof of Theorem 3.2.

4.1. Oriented and non-oriented tilt-excess. Given an m-dimensional plane 7 and a cylin-
der C = C,.(q,7), recall that the non-oriented tilt excess is given by

1
/C Pr@) — P2 dIT](2), (4.1)

2wy, ™
where T'(x) denotes the (approximate) tangent plane to T at x. This is more generally defined
for integral varifolds and does not take into consideration the orientation of T and , in contrast
with the oriented tilt excess E(T, C) defined previously.
It is obvious that |p, —pg| < C|d — 3| for a geometric constant C' = C(m,n) and for every
pair of oriented planes, so E"°(T, C) < CE(T, C). On the other hand, the opposite inequality
is only true if |&@ — E | is sufficiently small, for instance, if it is no larger than 1. In particular

E™(T,C) :=

a and ,6_” could be opposite orientations for the same linear subspace: in that case |&@ — 5 | =2
while |po — pg| = 0.

Nonetheless, for area-minimizing currents as in Assumption 2.1, the nonoriented excess
controls the oriented excess. The idea of the argument is borrowed from [7, Theorem 16.1],
but we repeat it here for clarity. A simple scaling and translation argument, which is left to
the reader, gives a corresponding estimate on any pair of parallel concentric cylinders.

Proposition 4.1. For every 1 < r < 2 there is a constant C = C(Q, m,n,n,2 —r) such that,
if T, X and A are as in Assumption 3.1, then

E(T,C,) < C(E™(T,Cy) + A?%). (4.2)
Proof. Since E(T,C,) < ﬁHTH(CT)7 we can without loss of generality assume that
E™(T,Cy) + A2 <§

for some fixed constant J, as long as in the end we choose § = 0(Q, m,n,n,2 —r) > 0.

Moreover, for any n > 0, if ¢ is chosen to be sufficiently small depending on 7, we can also
assume without loss of generality that E(T, C;4,/2) < 7 for another fixed constant 7: indeed,
arguing by contradiction, if this were not true for some n > 0, we could find a sequence of ; | 0
and a sequence of T}, with E"°(T},, C3) < 6y | 0 yet E(Ty, Cy4,/2) > 7 for all k. If the supports
of the currents are equibounded, then this would give that the T} converge, locally in mass in
Cs, to a union of planes which are parallel to m (counted with a suitable multiplicity), which
in turn would imply E(Ty, Ci4,/2) — 0, giving the desired contradiction. If the supports are
not equibounded, one can resort to the height bound [13, Theorem A.1] to decompose each
Ty, into a disjoint finite sum of area-minimizing currents T,g, each of which have equibounded
supports (after translation). One can then argue as above for T’ g, for each j.

We thus assume

Ao == E(T, Cl+r/2) +A° =7, (4.3)

for some 1 whose choice will be given later (depending only on @, m,n,n,2 —r). We also
assume

A? <E(T,Ciy,)0), (4.4)

otherwise the estimate we are looking for is trivially true. In particular Ag < 2E(T, Cy4, 2).
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Set 79 := 1 + 5. Recalling Almgren’s strong Lipschitz approximation ([11, Theorem 1.4]),
provided 7 is sufficiently small (depending on Q,m,n,n,2 —r), there is a set K C B, 4(m0)
and a Lipschitz Q-valued map f : B, /4 — Ag () such that

o |TI((Broya\ K) x m3) < CAT7;

e Lip (f) < CATY;

e G;L(K x7y)=TL(K x 7y).
~ and C' are fixed positive constants depending on @), m,n,n. At the price of making C larger,
we can achieve the same estimates with Brofc AZY in place of B, /4; this is achieved with a
simple covering argument, applying the Lipschitz approximation theorem in a collection of
CAy mp cylinders whose cross-sections are disks in 7y of radius Ag which cover B, _cyy, for a
suitable choice of 8 = (v, m) (for a detailed argument, see [7, Proposition 16.2]).

Moreover, if we assume that 7 is small enough, by halving the exponents 2v to v we can
assume that the constant C' in all the above estimates (including in the radius of B, _ Agw) is at
most 1. More precisely, for that fixed C' = C(Q,m,n,7) we have CAJ” = CAJ-AJ < (Cn?)Ag,
so if we choose 1 small enough so that Cn?/? < 1/4, we guarantee this.

We now set

r =19 — A
Summarizing we have an approximation on B,,, which we still denote by f, such that
o |TI((By \ K) x 7)< §A0"7;
o Lip (f) < Ag;
e GylL(K x7y)=TL(K x 7).
If 5 is small enough (which guarantees smallness of Lip(f), and hence comparability between
the oriented and non-oriented tilt-excess of G ), we can estimate

E(G;L(K x 13),C,,) < CE™(G;L(K x 7y),C,,) < CE™(T, Cs)
so that, in particular

1
E(T,C,,) < CE™(T,Cy) + §Aé+7 :

If A(I)JW < E(T,C,,) we are then done, provided that r; > r, which may be achieved by taking
7 sufficiently small. Otherwise we must have

E(T,C,,) < A;™.

We now iterate the above argument, inductively setting
’r'k = Tk:*l — AZ—l (4’5)
Ay :=E(T,C,,) < A7, (4.6)

We stop at a certain step if we have the desired estimate and ry > r.

Since Ay < A((JHV)k < n(1+7)k and ro—r > 0, provided that 7 is small enough, the inequality
r, > 7 is always guaranteed, no matter how large k is. Therefore, if the procedure never stops,
we conclude that E(T, C,.) = 0. But of course in this case the sought-after inequality is trivially
true. This completes the proof. (I

4.2. The case N = 1. Observe that the difficulty of Theorem 3.2 lies in the case when
N > 2. Indeed, when Q is arbitrary and N = 1, the L? tilt-excess estimate (3.2) is an
immediate consequence of the work of Allard in [1] (see also [5, Proposition 4.1]), combined
with Proposition 4.1. Regarding the L™ estimate (3.3), this is also contained within [1] when
the ambient space is Euclidean (and thus A = 0). More generally the general techniques
in [1] would give a linear dependence of the estimate in A: to see that in our case this can
be improved to a quadratic the reader can consult, for instance, [30]. From now on we will
therefore assume the following.

Proposition 4.2. The conclusions of Theorem 3.2 holds for N =1 (and Q arbitrary).
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4.3. Combinatorial lemmas. We will make use of the following combinatorial lemmas. The
first one is essentially a consequence of [10, Lemma 3.8], but since we need additional informa-
tion we provide a self-contained proof. All of the proofs are deferred to Appendix A.

Lemma 4.3. Fiz any positive 6 < % and a natural number N > 2. There is a constant C' =
C (8, N) with the following property. Given a set (of distinct points) P C R™ with cardinality
N, there is a subset P' C P of cardinality at least two such that:
(i) max{lg —p|: ¢,p € P'} < Cmin{lg—p|:q,p € P, q#p};
(ii) dist(p, P") < dmin{|q1 — q2| : 1,92 € P, q1 # q2} for every p € P;
(iii) the points in P\ P’ can be ordered as {p1,...,ps} so that, setting Py = P and P; :=
P\ {p1,...,p;}, the following property holds:

dist(pj, Pj) = min{|p — q| : p,q € Pj_1, p # ¢} .
Lemma 4.4. Fiz any 0 < § < £ and e > 0. Given a set (of distinct points) P C R™ with
cardinality N > 2, we can find a nonempty subset P C P such that
(i) dist(p, P) <6~ (1 +6~1)YN=2¢ for every p € P;
(ii) Either P is a singleton, or max{e, dist(p, P)} < 5min{ lgn — qa| t 1,2 € P, q1 # o }
for any p € P.

Lemma 4.5. Consider a set P = {p1,...,pn} CR"™ of N > 2 distinct points and set M :=
max; ;j{|p; — p;|}. Then we can decompose P = Py U Py into two disjoint non-empty sets such

that
. M
min{[p; — pa| : p1 € P1,p2 € P} > oN—2 "

4.4. Well-separated case. Let us first demonstrate the validity of Theorem 3.2 under the
assumption that the planes in 7 are well-separated.

Lemma 4.6. For every 1 < T < 2 there is a constant o1 = 01(Q, m,n,n,2 — 7) > 0 with the
following property. Let T be as in Assumption 3.1, while p1,...,pn € T are distinct points
and  :=J; p; + 7. Assume that

E < oymin{H, 1} (4.7)
where E is as in (3.1) and H := min{|p;, — p;| : ¢ # j}. Then
spt (T) N Cr C {q : dist(q,7) < £}, (4.8)

and, in particular, all the conclusions of Theorem 3.2 hold.

First of all, observe that it suffices to prove (4.8) in order to conclude all the conclusions
of Theorem 3.2. Indeed, if we set T; := T Cr N {q : dist(q,p; + 7o) < %}, we obtain the
decomposition TLCr =T + - -+ + T with

(i) spt (T3) Nspt (T;) = 0 for i # j;

(iii) dist(q, ) = dist(q, p; + mo) for every ¢ € spt (T;).

In particular, given r € [1,2), for 7 € (r,2) the conclusions of Theorem 3.2 can be drawn by
using the case N =1 applied to each T;.
The proof of Lemma 4.6 is based on the following yet simpler lemma.

Lemma 4.7. For every 1 < ¥ < 2 there is a constant oo = 09(Q, m,n, 7,2 —7) > 0 with the
following property. Let T, w, E, and H be as in Lemma 4.6, but instead of (4.7) assume that

E <oy and H>1. (4.9)
Then (4.8) and all the conclusions of Theorem 3.2 hold in Cr.
Proof. Observe that since H > 1, by Chebyshev’s inequality we have
IT(Cr N {dist(-, ) > £}) < 640
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On the other hand, for p := min{2 — 7, £}, if spt (T") N {dist(-,w) > £} is not empty the
monotonicity formula would give

IT|(Cr N {dist(-, ) > %}) > C-1pm

for some dimensional constant C' > 0, which yields a contradiction for a sufficiently small
choice of 5. 0

Proof of Lemma 4.6. Recall that we just need to prove (4.8). If H > 1 the claim follows from
Lemma 4.7. If H < 1, we just need to show that

SpH(T) N Crpr(g) N {dist(-, ) > 2} =0

whenever the cylinder Cap(q) is contained in the original cylinder Cy. But then it suffices to

consider the current T, i := (Ag,z)sT for the map A\ () := “7% and to apply Lemma 4.7

to Tg,m and Ag g (7): the pair falls under the assumptions provided o1 < g9, after an obvious
scaling argument. [l

We record another two simple observations which will be useful in the sequel. They are
both proven in exactly the same way as Lemma 4.7.

Lemma 4.8. For every 1 <r < 2, there is a constant o3 = 03(Q,m,n,n,2 —r) > 0 with the
following property. Let T and 7 be as in Lemma 4.7, but instead of (4.9) assume only that

E<os. (4.10)
Then spt (T') N C, C {z : dist(z,w) < 1}.

Lemma 4.9. For every 1 < r < 2, there is a constant & = 5(Q, m,n,n,N,2 —r) > 0 such
that the following holds. Let T and m be as in Lemma 4.7, but instead of (4.9) assume that
M :=max; j{|p; —p;|} > 1 and

E<aM?. (4.11)
Then spt (T) N C,. C {z : dist(z,7) <27V M}.

Combining Lemma 4.9 with the combinatorial Lemma 4.5, we get the following separation
lemma.

Lemma 4.10. Under the assumptions of Lemma 4.9, there is a decomposition ® = w' U 72
and T1_C, =T, + Ty such that

(i) The sets w', w2 are disjoint, non-empty, and unions of a subset of the planes in m;
(ii) OT;LC, =0 fori=1,2;

(111) spt (T1) M spt (TQ) = @,’

(iv) dist(q,m) = dist(q, 7*) for every q € spt (T;) and each i =1,2.

Arguing as in the proof of Lemma 4.6, we can draw the following further conclusion.

Lemma 4.11. For every 1 < r < 2, there is a constant & = &5(Q,m,n, 7, N,2 —r) > 0
such that the following holds. Let T and m be as in Lemma 4.6, but instead of (4.7), for
M = max; j{|p; — pj|} assume that

E < &min{M,1}""2.

Then there is a decomposition # = w' U2 and TLC, = T} + T5, as in Lemma 4.10.

5. PROOF OF TILT-EXCESS ESTIMATE

The aim of this section is to prove (3.2). This will be done independently to the proof of
L estimate (3.3); we defer the latter to the next section. We begin with two “approximate”
estimates on the oriented tilt-excess.
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5.1. First lemma. In this lemma we derive a first approximate estimate.

Lemma 5.1. For every pair of radii 1 < r < R < 2 there are constants C = C_'(Q,m,n, n, R—
r) > 0 and v = v(Q,m,n,n) > 0 such that the following holds. Let T, ¥ and A be as in
Assumption 3.1, suppose that p1,...,py € my are distinct points, and let w = |J, p; + mo.
Assume that E is as in (3.1) and let H := min{|p; — p;| : i # j}. Then

~
E(T,C,) < C(E+ A% +C (;) E(T,Cgr) + CE(T,Cg)'™. (5.1)
Proof. We start by defining a suitable vector field X : R™+" — 73, In fact, we will actually
define X : 7§~ — 7, and then set X (z) := X(px, (z)). Firstly, define X on the union of the
disks By /4(pi, 73) by taking X(y) := (y — pi) on each Bra(ps, 73 ). It is simple to check that
the Lipschitz constant of X can be bounded by 3; indeed, if y1,y2 lie in disks By 4 (piy, 7&)
and By /4(pi2,7rol) respectively, then
IPiy = Din| <Y1 — 92| + H/2 < |y1 — 42| + [pi; —pisl/2 = [piy — Pin| < 2[y1 — 42|
The desired Lipschitz bound of 3 follows immediately. We can thus use the Kirszbraun theorem
to extend X to a vector field X : m¢ — mg~ which has the same Lipschitz constant; this
determines X, and in turn determines X. In particular, we deduce that X has the following
properties:
(i) X takes values in 7g;
(i) | X (z)| < 3dist(z,w) and |V, X (x)] < 3|v];
(ii) V,X = 0 for every v € mo;
(iv) X(z) = px, (z — p;) if dist(z, p; + m) < £
Note that by regularizing X via convolution, we can obtain a smooth vector field with the
same properties, except that (iv) will hold in a slightly smaller tubular neighborhood of 7. We
will thus ignore the regularity issues and use X as a test in the first variation formula for 7.
In order to simplify our notation we introduce the set

G = {x € Cy i dist(z,m) < Ij} = U{CU € Cy : dist(z,p; + m) < Ij}

i

and write G¢ for its complement in Cy. Because of (iv), (see e.g. [5, Lemma 4.2]) we have

div g, X (2) = %|p,rO — Pr(w | Vr e GNspt (T), (5.2)

while, because of (i), (iii), and the Lipschitz regularity of X,
|divz ) X (2)] < Clpry — Pr(a) > Vo e G Nspt (T). (5.3)
To see the latter, let ey, ..., e, be an orthonormal base of the tangent plane to T" at x and

compute

ivy (o) X (@) € 30 1Ve X (@) - el & 30V, X(@) - (e = Prye0))
Ve X (@) = Vi e X (@) - (06— Pry (e0)]

<Y e = Pro ()| Ve, —poy (e X ()]
(i) 2 2
< 3)_lei = Pro(e)® < Clpgy) — Prol-

Let us now choose radii 71 < 79 so that r1 —r =71y —r1 = R—1r9 (i.e. 71 = (R+2r)/3, 1m0 =
(2R +1)/3). Let x : mo — R be a smooth cut-off function which is identically 1 on B, (0, ),
vanishes outside B,.,(0,7), and satisfies |DY| < 2/(r2 — 71). Extend Y vertically to get a
function y : R™™ — R, namely x(z) = X(Px, (z)). We now want to take y?>X as a test function
in the first variation formula for (the stationary varifold associated to) T’; since x2X need not
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have compact support in the directions orthogonal to 7, to justify this simply note that since x
is supported in the cylinder CTQ, and since the support of T' is compact on any cylinder which
is slightly smaller than Cq, we can multiply x?X by another test function which is translation
invariant in the 7o variables, is 1 in the ball of radius 2 sup{px, (z) : € spt||T’|| N C,,} in the
w5 variables, and vanishes outside the ball of radius 3sup{py, (z) : # € spt||T|| N C,,}; this
then has compact support in all of Cy and agrees with x?X on CsNspt(T), therefore allowing

us to take x2X as a test function. Hence, we have
[ edivr, X@dITI@) =~ [ #X(@)- Hr@) | @)
02 CQ
2 [ @)V x@) - X@ T @),
2

where Hp is the generalized mean curvature of 7. Combining this with (5.2), (5.3), (i), and
the fact that |[Hy(z)| < CA, we get

| tpre) = paldiTl@ <€ [ Ipre) —pa ATl
C, C,,NGe

+C(E+ A%) +2

L x@Virie)- X@ i)

Observe next that in light of (i), Vzx - X = (Vax — Vz,x) - X(2). We can thus estimate
further

C
2 /02 X(CE)V:F(z)X(x)-X(x)dHTH(x) < R_T/C}r2 X(2)|Pry — Preay || X ()] d||T|(2)
C
<R i @R~ prol dITI)

where in the latter inequality we have used that ab < 5=+ %b for any two non-negative numbers
a and b and a suitably small choice of £ > 0, combined with (ii). In particular, we conclude
that

E"(T,C,,) < C(E+A?) +C [Pr() = Prol* dlIT I (),
C,,NG*

for C' now also dependent on R — r. When combined with Proposition 4.1, we arrive at

E(T,C,) < C(E+ A% +C IPT(2) — Pro|* dl|T|(2) .
C,,NGe

where again C = C(Q,m,n,n, R —r) > 0 (we recall that r; —r = (R — r)/3 here). We
now use (a scaled version of) Almgren’s estimate [11, Theorem 7.1] (the first version of this
estimate is in [2, Sections 3.24-3.26, Section 3.30(8)]), applied within C,,, with the choice
A =P (Cr, NG Nspt(T)) = By, (1) N Pry (G N spt(T)), to conclude that

E(T,C,) < C(E+ A?) + C(E(T,Cg) + A*)'*7 + C|A|"(E(T, Cg) + A?)
< C(E+ A% +CE(T,Cp)'"™" + C|T|(G° N Cg)"E(T,Cr),
where we have used that A <1 and |A| < ||T|(G°NCRg) (here, |A| denotes the measure of the

set A).
However, observe that dist(z, ) > % for all x € G¢ and thus by Chebyshev we get

CE

ITIG N Cr) <

which concludes the proof. O
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5.2. Second lemma. Now, we iterate Lemma 5.1 to achieve a closer approximation of (3.2),
but under the additional assumption that the height excess of T relative to the family of planes
is much smaller than the minimal separation of the planes. We will remove this assumption in
the next section.

Proposition 5.2. For every pair of scales 1 < r < rg < 2, there are constants C =
C(Q,m,n, i, N,rg — 1,2 —19) > 0 and o4 = 04(Q,m,n, 7, N,rog — 1,2 — r9) > 0 with the
following properties. Assume T, w and H are as Lemma 5.1. If in addition we have

E < oymin{H? 1}, (5.4)
then 5
E(T,C,) <C(E+ A% +C <H2) E(T,C,,). (5.5)

Proof. This estimate will be proved by a two-variable induction over @ and N. Our inductive
assumption is that

(IH) The estimate is valid for any pair Q@' < @Q and N' < N with @'+ N' < Q + N.
By Proposition 4.2, the case N = 1 and arbitrary @ is always valid. Moreover, due to (5.4),
we can assume without loss of generality that H < 1, since otherwise we can apply Lemma
4.7, yielding the conclusions of Theorem 3.2 in C,, which in particular trivially implies (5.5).

We can similarly assume that M = max{|p; — p;|} <1 and

E
Mm+2

Indeed, if M > 1 then we can apply Lemma 4.10 to decompose T into 17,7 (as in the
statement of the lemma) and appeal to the induction assumption (IH). Note that the validity
of the hypothesis (5.4) remains unchanged under such a decomposition (as E can only decrease
while H can only increase). We can apply (IH) since if both 77,75 # 0, then necessarily
O(T;,-) < Q —1 (and so @ is decreased), while if, say, To = 0, then @) remains the same for
T1, but N decreases by at least 1. Thus, we may indeed assume that M < 1. Given this, one
can additionally assume that (5.6) indeed holds via the same argument, except now invoking
Lemma 4.11 instead of Lemma 4.10.

Now observe that for every given m; € 7w we can easily estimate

> 5. (5.6)

/ dist?(z, m;) d||T||(z) < 2M? 4 2E;
Cs

Thus, using Proposition 4.2 (for any fixed plane m; € 7), we have for any 1 < R < 2,
E(T,Cg) < C(2M? +2E + A?). (5.7)
where C' also depends on 2— R. Under our current assumptions, the right-hand side of (5.7) will

be at most C, provided we take oy sufficiently small (depending only on allowed parameters).
In particular, combining this with (5.6), and the assumption H < 1 (so E <1 also) gives

2
_ _ - _ [ E\ miE
E(T,Cg) < CA® + CE## < CA2+C <H2) ,
where C' now also depends on &. Now taking v = (@, m,n,n) > 0 as in Lemma 5.1, the above

bound clearly implies
2y

_ _ mt2
E(T,CR)7§0A2”+C(E) :

H?

where now C also depends on 7. Using Lemma 5.1 and (5.4) we now infer that for any

1 <p < R <2 we have
E 2y
m—+2
2

~ _ v m43)y E ==}
< CL(E+ A% +Cy (a;"“ LA ) (H2 + A2> E(T,Cpg)

E(T,C,) < C(E+ A% +C E(T,CRr) (5.8)
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where Cy = C_'lC(Q7m,n,ﬁ,'y,5, R — p,2 — R). By selecting o4 small enough we can ensure
that

1
ClO’m+2 S Z
Next, if C1 A <n;+f2>v < % we infer that
i o 1B\
E(T,C,) <Ci(E+ A% + = A E(T,Cg). (5.9)

(m+3)'v

Otherwise, if C1A > i, we can estimate A2Y < CyA2 for some constant Cy with the
same dependencies as C. Then, noting that (5.7) in particular gives that E(T,Cr) < C (as

remarked previously), from (5.8) we have (with the same choice of o4 mentioned previously)

Jie SN
m—+2
E(T,C,) < C3(E + A?) + % (52) E(T, Cg)
with a worse constant Cs (with the same dependencies as C). We can therefore assume (5.9)
to be valid irrespective of the value of A.
We are now in a position to iterate (5.9). Fix the smallest natural number J = J(Q,m, n,n)
such that =I5 > 1 and apply (5.9) with p = r;, R = r;_; for a sequence of radii r;, where
ry=r, rl_l = r; + "5+, This, in particular, fixes the size of the difference between radii used
in all the inequalities used above, and in particular it gives a uniform bound for the constants
above, hence fixing the choice of 04 = 04(Q, m,n,n, 19 — 1,2 — 1) > 0.

If for some 7 we have
5

+
<E+Aﬁ E(T.C,._,) < B(T.C,,)

2
we then can absorb the second term in the right hand side of (5.9) into the left hand side to
conclude that

E(T,C,,) < O(E + A?).
Given that 1 < r < r; < 2 we achieve the desired estimate (5.5) in this case. Otherwise, we
must have

g\
B(r,C,) < (5 +4%) " BIC,)

for all ¢, which leads us to

Jy
E miz
E(T7 Cr) = E(T7 Cr.l) S <H2 + A2) E(T7 CTO) . (510)

Given that m‘]—zQ > 1 (so we may write J’Y = 1+7 for some 4 > 0), and since 7z < 04 < 1, we

again arrive at the desired estimates (5. 5) (usmg again that E(T, C,,) < C from (5.7) to absorb
the A2 factor from the parenthesis into the first term on the right-hand side of (5.5)). O

5.3. Proof of the tilt-excess estimate. We are finally in a position to prove (3.2). The
goal is to exploit the combinatorial results in Section 4.3 to remove the hypothesis (5.4) in
Proposition 5.2 by possibly replacing 7 with a smaller, refined sub-collection of planes 7, and
in turn conclude the tilt-excess estimate for 7.

Let w := |J;(p; + m) be as in the statement of Theorem 3.2. Fix a positive parameter
0 < § < 1/2 (whose choice will be determined later) and apply Lemma 4.4 to P = {p1,...,pn}
with this choice of § and € = E'/2, yielding a subset PcP obeying the conclusions of Lemma
4.4. Let m = Upe plp+m) Cm be the corresponding union of parallel planes. By property (i)
of Lemma 4.4 we then have

E:= | dist*(q, %) d|T|(q) < 2E + Cmaxdist(p;, P)? (5.11)
Cs ‘

and hence

E<CA+621+0 1NV NE. (5.12)
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If P is a singleton, then we can apply Proposition 4.2 to T and & to conclude (3.2) from (5.12),
since we are then in the case N =1 of Theorem 3.2.
We may thus henceforth assume that P consists of at least two distinct points. In this

case, property (ii) of Lemma 4.4 gives that E/? < §H and max; dist(p;, P) < §H, where
H :=min{|p—q| : p,¢ € P,p # ¢}, and thus combining this with (5.11), we get

E < C8*H?, (5.13)
where the constant C' = C(Q, m,n,n) is independent of 4.

Fix another constant 0 < ¢ < 1/2 (to be determined later). We now apply Lemma 4.3
with this § to further refine 7, finding a second subset P, C P with the properties listed in
Lemma 4.3. By property (i) of Lemma 4.3, if we denote by M, := max{|p—q| : p,q € P’} and
H,:=min{|]p' —¢'|: p',¢ € P', p' # ¢}, we achieve that

M, <C(6,N)H, (5.14)

and, combining (ii) of Lemma 4.3 with (5.13), we have

E, := / dist?(q, 7.) d||T)|(q) < 2E + C&*H? < C(6* + 6*)H?Z, (5.15)

Csy
since f{_g H,. Here, C = C(Q,m,n,n) is a new constant which we stress is indepen-
dent of §, and =, := Up* cp. (P« + 7o) is the union of parallel planes corresponding to Pi.

Let J := #(P\ P,) and let P; C P be the collections of points given by property (iii) of
Lemma 4.3; in particular, Py = P, P; = P,. Define radii (Tj)}]i(?
and r; —r;_; = 3:_3 We will apply various estimates on the tilt-excess between the radii
r; < r;j—1; note that the parameter o4 in Proposition 5.2 when applied at such scales obeys
04 =04 (Q, m,n,n, N, (2—r)/(J+ 2)) and so is now fixed (independent of j). One should note
however that the dependence of o4 in the radius variable, (2—r)/(J+2), only actually depends
on a lower bound on the radius, which here is (2—r)/N, meaning o4 = 04(Q, m,n, 7, N,2—1).
Recalling (5.13) and (5.15), we now choose § and &, depending only on Q,m,n, 7, so that

E,<o4H?> and E<o4H?. (5.16)

We may further assume that H,, H < 1, since otherwise we may apply Lemma 4.7 to reach
the desired conclusion. Having fixed all the parameters, we may henceforth treat all constants
depending on them as just C = C(Q, m,n,n, N,2 —r).

Now, applying Proposition 4.2 (or, more precisely, the N = 1 case of (3.2)) to T with
r =ry41 and p + mg in place of my for any p € Py, we get

E(T,C <C(E,+M?+ A% <C(E, + H? + A?)

using (5.14) in the last inequality (we stress that this is the only time we need to apply
Proposition 4.2, namely to P, = Pj as it is the only time we have comparability between the
maximum and minimum distances between the planes in 7;, as defined below). If we now
apply Proposition 5.2 with 7, rs, ry41 in place of &, r, ro respectively, we get

E,
H:
(E, +A?%) (5.17)

where in the last inequality we have used the inequality E, < o4H? from (5.16).
Next, for j = 0,1,...,J, define the collections m; := Upepj (p + mo) of parallel planes
associated to the sets P;; we remark that P; = P,. For each such J set

E; = /C dist®(q, ;) || (a)

by rj42 = 2, rg = 7,

TJ+1)

y&+ﬁ+ﬁ>

_ _(E, _ _
E(T,C,,) < C(E, +A*+C (HQ) E(T,C,,,,) < C(B.+A*)+C <
<C

and
Hj :=min{lp —q| : p.q € Pj, p #q}.
Now observe that, for each j =0,1,...,J, by property (iii) of Lemma 4.3, we have that

E; <2E;_1+CH} ;. (5.18)



18 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

Now combining (5.17), (5.18) with j = J, and the fact that E, = E;, we have
E(T,C,,) <C(Ej1 + H7_; + A?).

We now distinguish two possibilities. If E;_; < 04H%_,, then we can apply Proposition 5.2
with 7 y_1, ry_1, ry in place of &, r, ro to get

_ ([ Ej_ =
E(T,C,, ) <C(E;j_1+A*+C (H; 1) E(T,C,,) < C(E,;_1 + A?).
J-1
On the other hand, if the opposite inequality holds, namely H3 | < J4_1EJ_1, then we can
estimate directly and see that

E(T,C,, ,) < CE(T,C,,) < C(E;_ + A?)
where we remark that we have used in the first inequality that » > 1 here. So, we see that in

either situation, this inequality holds.
Now iterate this argument, namely the one beginning after (5.18), we see that we get

E(T,C,,) < C(E; + A?)
for each j = J,J —1,...,0. In particular, taking j = 0, we get
E(T,C,) < C(Ey + A?).

However, since Fy = FE and E < CE from (5.12), we reach the desired conclusion. [l

6. PROOF OF L°° HEIGHT BOUND

It remains to prove (3.3) of Theorem 3.2, which will be achieved by induction on N. As
already observed, if N = 1 we know that Theorem 3.2 holds (for all Q) by Proposition 4.2.
The core of the inductive argument is the following proposition.

Proposition 6.1. Fiz N > 2 and assume that, under the assumptions of Theorem 3.2, (3.3)
holds for any N' < N and any Q' < Q. Then it holds for N and Q.

Clearly once we have shown this, Theorem 3.2 follows by induction.

6.1. A decay lemma. The crucial ingredient for Proposition 6.1 is the following L? height
excess decay, which crucially relies on the tilt-excess estimate (3.2) that we have already es-
tablished.

Lemma 6.2. There are constants pg = po(m,n,Q) > 0 and C = C(Q,m,n,n) > 0 such
that, for every fized 0 < p < po, there are o5 = o5(Q,m,n,7, N,p) > 0 and 0 < By =
Bo(Q,m,n,n) <1 such that the following holds. Assume T, E, and w are as in Theorem 3.2
with P ={p1,...,pn} and that
E+ A? < 0s. (6.1)

Then there is another set of points P’ := {q1,...,qn'} with N' < Q such that:

(A) dist(q;, P) < C(E 4+ A%)Y2 for each i;

(B) If we set w' :=J(q; + 7o), then

/ dist?(z, ) d||T||(z) < p™ 2P0 (E + A?). (6.2)
2p

Remark 6.3. Note that we need not have N’ < N in the conclusion of Lemma 6.2; the number
of planes in the new collection 7/ may increase.

Proof. As usual constants denoted by C' will depend only upon @, m,n,7 (their dependence
on N can be reduced to a dependence on @ given that N € {1,...,Q}). Recall that we have
just shown the validity of the tilt-excess estimate (3.2), and thus (taking » = 1 in (3.2)), we
have

E :=E(T,C,) < C(E + A?). (6.3)
By choosing o5 = 05(Q, m,n, 7, N) > 0 sufficiently small, we can therefore ensure that both
E and A are as small as we wish. We now subdivide into two cases, depending on the relative
sizes of E and A.
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Case 1: A% < E. Here we apply the strong Lipschitz approximation theorem [11, Theorem
2.4]. By translating, we may without loss of generality assume that the origin belongs to
spt (T') (and hence to the manifold ¥), that 7 = R™ x {0} (by rotating) and that ¥ = ¥ :
R™+7 s R"~7" is the map parametrizing ¥ graphically over R™*? in C,, as in Assumption
2.1. By [11, Remark 2.5], we have the estimates

T0)=0 and |D¥|c <C(EY?2+A); (6.4)
here, C' = C(m,n,n). By [11, Theorem 2.4] there exists constants v = y(Q, m,n,n) > 0 and
e = e(Q,m,n,n) > 0 such that if E < ¢ (which can be guaranteed provided o5 is sufficiently
small), then there is a multi-valued map u : By,4(0,7) — R™ such that f = (u, ¥(z,u)) (using
the notation of [11]) is a good approximation of T'L_C 4, in the following sense:

(i) Lip (f) < C(E + A%)Y < C(E + A%)7;
(ii) There is a closed set K C By,4 of measure at least %|Bl/4\ such that GyL(K xR") =
T (K x R™) and

ITIBL 4\ K) x BY) < OB + A% < C(B + A%+

where C = C(Q, m,n,n). Notice that in the above estimates, we have used (6.3) to get the
improved control in terms of the L? height excess. From the above properties, the estimate
[11, Theorem 2.4(2.6)] and (6.4) we also see that

(6.1)

/ |IDfI? < C/ IDfI + C(E+A*)'™ <CE+C(E+ A*)'" < C(E+A?). (6.5)
Bijs K

Moreover, for every fixed ), if E is sufficiently small (depending on ), by [11, Theorem 2.6]

there is a Dir-minimizing function v : By /4 — Aq(R™) such that, if we set g = (v, ¥(z,v)),
then

G(f,9)* <nE (6.6)
By
(6.5) (6.3)
/ |Dg|? < / Df?+7E < C(E+A2) < C(E+A?). (6.7)
By By

Note that the condition A < E3+9 in [11, Theorem 2.6] is satisfied, with § = 1/12 in this case,
since we are assuming A3 <E.
Observe now that, by a simple Chebyshev argument, for at least half of the points z €
K N By /g we have the following property:
(a) if f(x) =, Qi[fi(x)] (with f;(x) distinct), for each i there is a j(¢) such that | f;(x) —
pi| < CEVZ .
Hence, by another Chebyshev argument, combined with (6.6), we may find at least one such
point x € K N B /g for which we have the corresponding property for g(x) (in fact, we can find
a set of positive measure on which this holds):
(b) if g(z) = 3, Qilgi(2)] (with g;(x) distinct), for every i there is a j(i) such that
|9i(x) = pj(| < CEV2.
Now, combining (6.7) with the Holder estimate [10, Theorem 3.9] for Dir-minimizing functions,
we also conclude an analogous estimate at 0O:
(c) if g:(0) = >, Q;[9:(0)] (with g;(0) distinct), for every ¢ there is a j(i) such that
19:(0) — pj(»| < C(BY?+ A)
Notice that since x € By g, dist(z,0B8;,4) > C~1 and so the choice of § in [10, Theorem 3.9]
only depends on n,m, Q). We now set g; := ¢;(0); obviously the number of distinct points ¢;
is at most Q. Clearly, by (c) above, this choice of ¢; obeys conclusion (A) of the lemma.
Observe that, by all the estimates carried over so far and by Lemma 4.8, for each p < % and
some a = a(m, Q) € ]0,1[ we have

[ i) diT@) Comray e[ (@) g0) de

2p B2p
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< Col(E+ A% +Cn(E + A?) + Cp"2Y(E + A?);

where Lemma 4.8 was used in the first inequality, while in the second inequality we use (6.1),
(6.6), the a-Holder continuity of g from [10, Theorem 3.9], and (6.7).

Now choose fy € ]0, «/2], and choose py > 0 with Cp§ < %. Then choose n = 7(p) such that
Cn < % p 260 Then, given this choice of 7, provided that we choose o5 sufficiently small so
that our application of [11, Theorem 2.6] was valid with this 7, and so that C'o] < %p””‘m",
the above estimate clearly then gives (B) of the lemma. This completes the proof of Case 1.

Case 2: In this case we have E < A3. As in the previous case, using the same notation,
we introduce the Lipschitz approximation f = (u, ¥(z,u)) on By /4(0, 7). Observe that, since
the graph of f coincides with the current 7' on K x R" C B;/4 X R", we again have the first
two inequalities of (6.5), only now we further estimate this as follows:

/ |IDfI> < CE+ C(E + A%)'™7 < CA*T?Y < ColA*.
Bi/a

We then use the Poincaré inequality for Q-valued functions (see e.g. [10, Proposition 2.12 &
Proposition 4.9]) and Holder’s inequality to find a point Y € Ag such that

2/2*
mﬁyf> <cC IDf|?.

By

G(f,Y)<c (

Bi/a By

In particular we reach
G(f,Y)? < CalAZ. (6.8)
By

Write Y = >, Qi[¢;], where the ¢; are distinct, and set 7" := |J,(¢; + m0). We then find that,
for every 0 < p < &, by Lemma 4.8, (6.8), and (ii), we have

/ dist*(z, 7') d||T||(z) < CodA? + | T||((Byja \ K) x R™) < CoJA?.
C

2p

In particular, for every fixed p, we may fix 5y to be an arbitrary positive dimensional constant
and choose o5 small enough (dependent on ) to guarantee that Col < pm+25

dist? (z, 7') d|| T (z) < p™+2P0 A2,
Czp

This proves conclusion (B) of the lemma, in this case.

We are left with proving the estimate (A). Recall that, in light of (ii), we have [B;,4 \ K| <
%|Bl/4\, and hence, via a similar Chebyshev argument as in Case 1, now using (6.8), we may
estimate

dist?(g;, spt f(z)) < CA? Vi,

for all z in a subset K’ C K whose measure is at least i|B1/4|. On the other hand, on at least
half of the set K’ we also have by another Chebyshev argument

max dist?(p, ) < CE.
pEspt f(z)

Therefore, choosing a point p € sptf(z) for « in this latter set and using the triangle inequality
we get

dist?(g;, w) < C(E 4+ A?) Vi,

which proves (A) and thus completes Case 2, which also completes the proof. (|
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6.2. Proof of Proposition 6.1. Having proved the L? height excess decay lemma, we are
now in a position to prove the inductive step given in Proposition 6.1. Fix 1 <r < 2 as in the
statement of Theorem 3.2 and set

M = max{|p; — p;[}
We will show the existence of a constant o = 06(Q, m,n,nn, N,r) > 0 such that, if
E+ A% <osM?, (6.9)
then there is decomposition @ = 71 U w5 and TLCH_T/Q =Ty + T5 such that
(i) The sets 71, 72 are disjoint and nonempty;
(11) aTiLCH_T/g = 0,
(ili) spt (T1) Nspt (T2) = 0;
(iv) dist(q, ®) = dist(g, 7;) for every ¢ € spt (T;), for each i = 1, 2.
In particular, assuming such a decomposition, after rescaling 1 + r/2 to scale 2 we can apply
the inductive assumption to T and Ty (note that whilst we could have, e.g. To = 0, i.e. Q
remains fixed, however by (i) we then know that N strictly decreases) to conclude
spt(T;) N C,. C {dist(-, 7;) < C(EW + A%)1/2}

where C' = C(Q, m,n,n, N,r) and
B = / dist?(z, 1) d|| T3| () -
Ciir/2

Given that obviously E(V), E®?) < CE, we would have reached the desired estimate (3.3),
provided that (6.9) holds. On the other hand, if the estimate (6.9) does not hold, i.e. M? <
o Y(E + A?), we can take an arbitrary plane p; + 7 from 7 and conclude that

/ dist? (2, p; + o) d| T (2) < C(E + A?).
Cy

It would then follow from the case N = 1 of Theorem 3.2, namely Proposition 4.2, that
spt (T) N C, C {dist(-,p; + mo) < C(E + A2} C {dist(,m) < C(E + A%)'/?},

for any fixed plane p; + 7y € 7, proving (3.3).

We are thus left to prove the existence of the decomposition satisfying (i)-(iv) under the
assumption that (6.9) holds for a sufficiently small og. We first use the combinatorial Lemma
4.5 to decompose P = {p1,...,pn} = P1 U Py, and consequently @ = =« U m} for w} =
U,ep, (p+ mo), with the property that Py and P are disjoint non-empty sets satisfying

. M
sep (P1, P2) = min{|p1 —p2| : p1 € P1, p2 € Po} > N2 - (6.10)
Our claim is that the desired decomposition will be achieved with the latter choice. In light of
(6.10), this will follow immediately if we have that
spt (T) N Cyppjp C {z : dist(z, ) <27V M} (6.11)

Let us thus show that (6.11) indeed holds. Fix a point € Bii,/2(0,7) and the scaling
factor 1 — r/2. Let T° be the rescaled current (Lzyl_r/Q)ﬁT. Likewise, introduce the sets
T 1= g 1—r/2(T0), ¥ = tg,1—r/2(%), the shorthand notation Ag for the supremum norm of
the second fundamental form of ¥°, and

Ey ::/ dist? (y, 7o) d||T°||(y) .
C,
Observe that Ey < (1 —r/2)"™2E, A2 = (1 —r/2)?A2. Setting My := (1 —r/2)"1 M, since
— 5 < 1 we see immediately that
E() + A(z) é (]. — T/Q)_mUGMg .
Let now & be the threshold of Lemma 4.9. We start by choosing g small enough so that
o7 =(1—r/2)"Tos < 7. (6.12)
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In particular, if My > 1 we could apply Lemma 4.9 and achieve the estimate

spt (T°) N Cy C {dist(-,mo) <27 VMp} .
Given that this holds for every x € By, /2(0,7), it would then imply (6.11) and conclude the
proof.

Otherwise, if My < 1, we may fix p = pg < 1, with py as in Lemma 6.2, and let o5 be the
corresponding threshold from Lemma 6.2. We may further choose o7 (as defined in (6.12))
small enough such that o7 < o5. In particular, since My < 1, we can apply Lemma 6.2 to T°
and 7. Denote by 7(, the corresponding new group of planes and let

o T" = (10,,):T;
¥ = Lo,p(EO), with A the supremum norm of the second fundamental form of 3!;
71 = 10,p(70);
My = p~" My;
E| = f02 distz(x,ﬁ'l)dHTlﬂ(x).
Observe that from (6.2) we have the inequality (with Sy < 1 as in Lemma 6.2)
Ey + A2 < p?P72(Ey + AY) < p*Po 20, M2 = p*Poo, M} . (6.13)

As p < 1, we can thus keep iterating this procedure with the same p, and along the iteration
each 7 consists of some number of planes, which could be larger than the initial number N, but
it never exceeds (). This in particular means that the parameter o7 remains fixed, dependent
on only p, @, N and dimensional constants. generating currents 77, ambient manifolds 7,
families of parallel planes 7/ and 7; = o () until we reach the first index k such that

My, =p "My > 1.

Let us now see how this iteration affects our original current T'. Setting

E; ::/C dist®(z, 7;) d|| T ()

we may conclude, analogously to (6.13), that
Ej + A? S p2ﬁ0j0'7Mj2 .

Now define 7 := 10,5 (o) = t0,pi (ta,(1-r/2) (7)) and set

B ::/ dist? (a, ;) d|| 79| ()
Co
We wish to estimate F; and the distance of the new family of planes 71';- from the one ;
obtained by rescaling wy. We therefore introduce
d(j) := max{dist(m, ;) : 7 € 7} }
Note that from (A) from Lemma 6.2 we have
d(0) < C(Eo + A2)'/2 < Col* My .

Subsequently, using the triangle inequality (to estimate the distance from 7r; to 7r; and then
from 71 to 7))

d(1) < (Cai/QMO) pl+ C(E + A2 < Cot? My (1 + pP)

where we have used our previous bounds and the fact M; = p~!Mjy. Inductively, we achieve
J
. 1/2 i
d(j) < Cor*M; Y~ 07
i=0

we stress that C is the same each time we apply the lemma and so it is constant in j. In
particular,
d(k) < Cor'* M.
Since
E), < Cd(k)* + CEy,,
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we conclude that
Ek S CO7M]3 ,
where the constant C' depends only on m,n,n, and Q. In particular, due to the fact that
M, > 1 by construction (and Mj, is the maximal distance between the planes in 7), we may
choose o7 smaller than a suitable geometric constant in order to apply Lemma 4.9, concluding
that
spt (TF) N Cy € {dist(-, ) <27V My} .
Rescaling this information in the original system of coordinates gives
spt (T) N C 1oy (x) C {dist(-,m) <27V M}.
The arbitrariness of x € By,./2(0,mo) gives then (6.11) and hence concludes the proof. O

The proof of Theorem 3.2 is therefore complete.

Part 2. Proof of the Main Excess Decay Theorem

In this part, we prove Theorem 2.5. The overall structure is as follows. In Section 7, we
begin with a few technical preliminaries regarding the relative positioning of planes, and some
combinatorial preliminaries which will be needed for the graphical parameterizations in the
following section. In Section 8, we set up efficient graphical parameterizations for T" over bal-
anced cones in €(Q) (as defined in the preceding section), away from the spines of the cones
and when the two-sided excess of T relative to S is much smaller than the minimal angle of
the cone (such an assumption being used in this context is equivalent to that used by Wick-
ramasekera [32, Section 10, Hypothesis (%*)]). This construction heavily relies on the height
bound from Part 1, and given this our construction is a suitable adaptation of those seen in
the work of Simon ([29]) and Wickramasekera ([32]), with added technical complications from
working in arbitrary codimension and with area-minimizing currents. Section 9 is then dedi-
cated to showing that we may assume that the cone S in Theorem 2.5 is balanced, allowing
us to approximate 7' with a multi-valued graph over this cone away from its spine, as demon-
strated in the previous section. In Section 10 we reduce the proof of Theorem 2.5 to an a
priori much weaker weaker decay theorem which has a much stronger assumption on the size
of the L? height excess of T relative to S; the idea is to use an excess decay statement with
multiple scales, analogous to that first seen in [32, Section 13]. In Section 11, we then show
the non-concentration of excess and the Simon estimates at the spine of the cone S; these are
the key estimates first used in Simon’s work ([29]) and then adapted to a degenerate setting,
as we similar face here, by Wickramasekera ([32, Section 10]). We then display the analogue
of Theorem 2.5 at the linearized level (for multi-valued Dir-minimizers) in Section 12. Finally,
in Section 13, we conclude with a blow-up procedure, collecting all the previous arguments
to yield a limiting Dir-minimizer that contradicts the results in Section 12 if we assume the
failure of Theorem 2.5.

7. RELATIVE POSITION OF PAIRS OF PLANES

We begin with some elementary results on the relative positions of pairs of planes. These will
be useful for results appearing later in this section regarding comparability of angle parameters
for cones in €(Q) and multi-valued Dir-minimizers formed from superpositions of linear maps.

We start with a simple lemma in linear algebra.

Lemma 7.1. Consider two m-dimensional linear subspaces o, 8 of RN and the two quadratic
forms Qy:a = R, Qg : B — R given by Q1(v) := dist*(v, 8) and Qz(w) := dist*(w, ). Then:
(a) Q1 and Q2 have the same eigenvalues with the same multiplicities.
(b) For every orthonormal base vy, ..., v, of eigenvectors of Q1 there is a corresponding
orthonormal base wy, . .., wy, of eigenvectors of Qo with the property that

Q1(v;) = Qa(w;) =1 — (w; - v;)?,

and v; -w; =0 fori# 7. -
P (vq

(c) If an B+ = {0} a choice of wy,...,w, is given by w; = Tos(or)] -
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Before proving this, let us note that this lemma motivates the following definition:

Definition 7.2. Given two m-dimensional linear subspaces «, 3 of RY whose intersection has
dimension m — k, we order the k positive eigenvalues \; < Ay < -+ < A\; of @1 as in Lemma
7.1, with the convention that the number of occurrences of the same real X in the list equals
its multiplicity as eigenvalue of Q1. The Morgan angles of the pair o and 8 are the numbers

0;(a, B) := arcsin/A; for i = 1,... k.

Of course we can define the Morgan angles between two intersecting affine planes of the
same dimension by simply translating an intersection point to the origin.
The following is then an immediate corollary of Lemma 7.1 and basic linear algebra:

Corollary 7.3. Suppose that o, 3 are two m-dimensional linear subspaces of RN . Denote by
V their (m — k)-dimensional intersection and let 01 < --- < 0y be their Morgan angles. Then

|v|sinf; < dist(v, 8) < |v|sin b YweVina, (7.1)

and
dist(a N By, N B1) = sup{dist(v,8) : v € aNB1} =sinby,. (7.2)

Indeed, this simply follows because V- N « is the eigenspace of the quadratic form @Q; =
dist2(-, B) spanned by those eigenvectors which have positive eigenvalues, combined with the
fact that the extremal eigenvalues of a quadratic form are realized through constrained opti-
mization over the unit sphere. Note that the first equality in (7.2) is simply due to the fact
that a and 8 are m-dimensional subspaces.

Proof of Lemma 7.1. We prove (b) and (a) at the same time. Moreover, since we give an
explicit construction for the vectors w;, the proof will also show (c¢). We start by observing
that

Q1(v) = [Pz (v)]* = v (p5 (v)). (7.3)
Now pick an orthonormal basis {v1,...,v,} of @ which diagonalizes Q. Moreover, let us
remark that we can extend @ to a quadratic form Q; on RY by setting it identically 0 on a=.

Q1 can be computed explicitly as
Ql(z) =z (pa © pé °Ppa(?)) (7.4)

for a general z € RY. In particular, each v; must be an eigenvector of the symmetric matrix
Pa © pé- 0 Pa, Which in turn implies that

Pa(Pé(Ui)) = Aiv; (7.5)
for some constant 0 < \; < 1. Observe, moreover, that in case A\; = 1, then necessarily
pé (v;) = ;.
Without loss of generality let us order the v; to assume that 0 < Q1 (v;) < Q1(v;) < 1 for all
i < j. Let us write k for the largest element of {1,...,m} for which Q;(v;) < 1. Observe that
ps(v;) = 0 for all j > k. For ¢ < k, define w; := %, and write W = span{ws, ..., wg}.
Select any orthonormal basis {wy1,...,wy} of W- N B. Since pg(v;) = 0 for j > k, it is
obvious that W = pg(a). In particular, it follows that w; L « for every j > k, and so for
j >k we have 1 = Q1(v;) = Q2(w;) and w; - v; = 0 for all 4.
To handle the case j < k, note that, if ¢ # j, then
vi - w; = |pa(v;)| " (vi - pp(v;)) = —IPp (V)| (vi - PF (1))
_ (7.5) _
= —ps(v)| " (vi - Pa(PF (1)) = —AjlPa(vy)| " vi-v; = 0.
Next consider v = Zle a;v; and compute

Q1(v) = p5 (V)* = [v]* — [ps(v)]”

k 2
SDICE TR SR
i i

i=1

2

k
Z ai(wi . vi)wi
i=1
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=D @l (L= (wi-v)?) =2 Y asa(wi - wy)(wi - vi)(w; - v)).
i i<j<k
Given that Q1(v) = Y, a?Q1(v;) = >, a?(1 — (v; - w;)?) and the coefficients a; can be chosen
arbitrarily, we must then have
(wi - wj)(w; - vi)(w; - v;) =0

for every 1 < i < j < k. In particular, since (w; - v;)(w; - v;) # 0 when 7 < j < k we
immediately infer that w; - w; = 0, hence concluding that wy, ..., wy, is an orthonormal basis
of 3. Moreover, we have already seen that Q1 (v;,v;) = 1 — (v; - w;)?.

Next, fix j < k and observe that, by construction, w; is orthogonal to vy when ¢ > k. We
also already know that for ¢,j < k, 7 # j, that w; is orthogonal to v;. In particular, this gives
that pa(w;) = (vj - wj)v; for every j. Hence, given any w = ), b;w; € 3, we have

Q2(w) = [w]? — [pa(w)|* = Zuf(l = (wi - v3)?).

This proves that Q1(v;) = Q2(w;) and that w; is an orthonormal basis of eigenvectors of Qs,
which completes the proof of (b) and also implies at the same time the statement (a). O

7.1. Rotating planes. In this section we use the material of the previous one to define “canon-

ical rotations” which map equidimensional linear subspaces onto each other. These objects are

not strictly necessary for our considerations, but they help streamlining some arguments.
Consider two linear subspaces a and 8 of R™"" of the same dimension k and assume that

anpt ={0}. (7.6)

We then define a canonical element R(c, 8) € O(R™*™) mapping o onto 3 in the following
fashion. First of all consider the quadratic form Q(v) = dist?(v, ) on « introduced in the
previous section and let vy,...,vx be an orthonormal base which diagonalizes (). Likewise
consider the quadratic form Q' on a' defined by distz(v,ﬂl) and let vg11,...,Vmin DE an

orthonormal base which diagonalizes QL. We then define w; = |§§ EZ?%I for 1 <4 <k and

p5 (vi)
Wi = |p§<vi>|
of R™*" and if we define R(v;) = w; and extend R by linearity we clearly have an element of
O(R™*™) with the property that O(a) = 3.
The properties of this map is then given in the following

for k+1<i<m+n. By Lemma 7.1, wi,...,Wy4y, is an orthonormal base

Lemma 7.4. Let a and 3 be two equidimensional linear subspaces such that aN B+ = {0}.
Then

(a) R = R(«q, ) is well-defined, i.e. its definition does not depend on the choice of the
diagonalizing orthonormal bases of Q and Q*;

(b) R is an element of SO(m + n);

(¢) R(a, B) = (R(B,))~! and R is the identity on o N B and o N B; in particular
R(a, ) is the identity;

(d) R depends continuously on « and B.

Proof. Concerning (a), the only ambiguity in the definition stems from the fact that the vectors

U1,...,Umin are not uniquely defined. Assume thus vi,...v;, and v, 1,...,v,,,, form two

m
other orthonormal bases of @ and Q+. Define w/ accordingly. Moreover, without loss of
generality, assume that the eigenvalues are the same for v; and v]. If the eigenvalues of @
are all distinct and those of Q1 are also all distinct, then v; = 4v/ and hence w; = Fw/
and we see immediately that the definition of R does not depend on the choice of the bases.
Assume otherwise that there are some eigenvalues with higher multiplicity. To fix ideas assume
therefore that vj, ..., v, form a base of a maximal eigenspace W for a fixed eigenvalue A of Q.

Then U;, ..., vy is also a base of the same eigenspace. Note however that, by the very definition
of Q, |ps(v)] = V1 — Alv| for every v € W. In particular we see immediately that, computing
v}c as a linear combination ngige ag;v;, then w}c = ngige ag;w;. Therefore R is well defined
in this case as well.
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Concerning (b), observe that v; - w; > 0 for all 4, and thus v1, ..., Vmtn and wy, ..., Wyin
have the same orientation. Concerning (c) observe first that N § is the maximal eigenspace
of @ for the eigenvalue 0, while a- N B+ is the maximal eigenspace of Q for the eigenvalue
0. Thus vy, ...,Umen contains an orthonormal base of the former and an orthonormal base
for the latter and R is by definition the identity on these elements. Moreover, it turns out
that, by Lemma 7.1, when defining R(/3, @), we can choose w1, ... wg and Wg41, ..., Wptn aS
orthonormal bases diagonalizing distz(-, «) and distZ(-7 at). But then Lemma 7.1(b) implies

that v; = |£ZEZ§§\ for 1 <4 < m+ n, from which it immediately follows that R(3,a) maps w;
in v;, and it is thus the inverse of R(«, 3).

As for the continuous dependence, observe that if apy — « and By — [ and we fix
ok vfn+n with v¥, ... v* diagonalizing distQ(-7 Br) on «f and vfﬁﬂ, R Uﬁwn diagonal-
izing dist2(~7 ﬁ,i-) on aé-, then we can extract a subsequence for which vf converge to v;. It
follows immediately that the orthonormal vectors vy, ..., v, diagonalize Q and vy, 41, ..., Vmtn
diagonalize Q+. Hence the algorithm given to determine R(oy, %) shows immediately that

the corresponding subsequence must converge to R(«, 3). This completes the proof. O

7.2. Area-minimizers and Dir-minimizers. Of particular interest for us is the following
consequence of F. Morgan’s work [25, Theorem 2].

Lemma 7.5. Let S C R™" be the union of N distinct m-dimensional planes o, ..., an with
the property that, for every i < j, c; N is the same (m — 2)-dimensional plane V. If T is an
m-dimensional integral area-minimizing current such that spt(T) = S, then the (two) Morgan
angles of any pair a;, o, © # j, coincide.

This follows from [25], since Corollary 7.3 gives the equivalence of 6; and 65 with the angles
in [25] once the planes are oriented accordingly.
We complement this with the following counterpart for Dir-minimizers:

Proposition 7.6. Let m,n > 2. There are positive absolute constants c¢1 and co depending on
n such that the following holds. Assume u : R™ — Ag(R™) is ¢ Dir-minimizing map such that
w(x) =Y, ki[Li(x)] for distinct linear maps L; : R™ — R™ and non-zero integers k; with the
property that max; |L;| < ¢1 and that, for every i < j, the kernel of L; — L; is the same (m—2)-
dimensional subspace V' of R™ while all L; vanish on V. Let w; be the m-dimensional planes
given by the graphs of the L;’s. Then, for every pair i < j the Morgan angles 0y, = 0 (m;, 7;),
k = 1,2, satisfy the inequality 03 < c26;.

We stress here that as the subspace V' in Proposition 7.6 has dimension m — 2, there are
exactly two Morgan angles for each pair of planes m;, 7;, ¢ # j, which in the above are denoted
01 (ms, mj), O2(m;, 7;), which by definition obey 6, (m;, 7;) < 02(m;, ;). In particular, Proposition
7.6 tells us that they are comparable to each other, while Lemma 7.5 tells us in the case the
planes are area-minimizing, these two angles must in fact coincide. It is possible that this
stronger result could hold for Dir-minimizing unions of planes also, however we will not need
this here and so do not pursue this.

Proposition 7.6 will be derived from the following special case and some elementary linear
algebra.

Lemma 7.7. There is a geometric constant u > 1 with the following property. Let u : R? —
Az (R?) be a Dir-minimizing map such that u(x) = [B(z)]+ [-B(x)] for some linear B : R* —
R2. Then B is quasiconformal, in the sense that

max{|B(z)| : |z| =1} < pmin{|B(z)| : |z| = 1}. (7.7)

Proof. Without loss of generality we can assume |B| = 1, otherwise normalize B to ensure
this. If the lemma were false, then there would be a sequence of Dir-minimizing maps ux(x) =
[Bi(x)] + [—Bk(z)], for some sequence By : R? — R? of linear maps with |By| = 1, for
which there is a sequence e, of unit vectors with B(ey) — 0. Extracting a subsequence, we
can assume that e, — e and that By — B. B is thus a linear map with |B| = 1, and so in
particular if we set u(x) := [B(x)] + [-B(z)], then u does not vanish identically. However,
the line {Ae : A € R} would be a line of singularities, while from [10, Proposition 3.20] we
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know that u is Dir-minimizing. In particular we would contradict Almgren’s partial regularity
theorem for Dir-minimizers, cf. [10, Theorem 0.11]. This contradiction proves the result. O

Given Lemma 7.7, the elementary linear algebra needed to prove Proposition 7.6 is the
following:

Lemma 7.8. There is a geometric constant ¢ = ¢(n) > 0 with the following property. Consider
two linear maps Ly, Ly : R? — R™ with |L;| < c¢(n) and rank (Ly — Lo) = 2. If

o1 = min{|B(e)| : |e] =1} < 02 = max{|B(e)| : le| = 1}
denote the two singular values of B = %(Ll —Ly), and 7y, T are the two planes in R®T" given

by the graphs of Ly and Lo respectively, then

% < Oy(m,m2) < doo
% < 61(m,m2) < 4oy

where 01 (71, m2) < O3(m1,m2) are the Morgan angles of the planes mq, ma.

Proof. Let A := %(Ll + Ls) and B := %(Ll — Ls). Fix p € 9By N ;. Since in particular
p € m1, we may find z € R? such that p = (x, (A + B)(z)). Note that |z| <1 as |p| = 1. Since
(z,(A — B)(x)) € m we clearly have

dist(p, m2) < |2B(z)| < 2max{|B(e)| : le] = 1}. (7.8)

Next, let ¢ € w5 be the point of minimum distance in 5 from p and let ¢ € R? be so that

q = (& L2(§)) = (&, (A = B)(&)). Then,
dist*(p, m2) = |p — q|” = | — € + (A + B)(x) — (A= B)(§)|*. (7.9)
Set 1 := = — £ and rewrite the expression in (7.9) as
[n* +1(A+ B)(n +€) — (A= B)©)* = [n]* + [2B(¢) + (A + B)(n)|*.
Since 7 is the minimum point of the latter quadratic expression, we can differentiate it to find
that n obeys
2n+4(A+ B)TB(¢) + 2(A+ B)T(A+ B)(n) = 0.
In turn, we can solve this as
n=-2(1d+ (A+B)"(A+B) A+ B)T(B(€)) = —2(1d + L{ L)' L{ (B(€)) -

Insert the latter in (7.9) to find

dist®(p,2) = 4|(1d + LT L) LT(B©)? + 4] (1d — Ly (1d + LT L) LT) (BE©)P . (7.10)

Observe now that the operator norm of (Id + LT L;)~! is always at most 1: indeed, since
Id + LT L, is self-adjoint and its smallest eigenvalue is at least 1, its inverse is self-adjoint and
has positive eigenvalues no larger than 1. We can therefore estimate

|(Id = Ly(Td + L{ L)' LT ) (B(€))| = [B(€)| = [L1[*|B(€)]-

In particular, if we choose the constant ¢ sufficiently small, we conclude

dist? (p, 75) > %|B(§)|2. (7.11)

But, again under the assumption that c is sufficiently small, and since |g| < 1 (as dist(p,0) = 1
and 0 € m3), we have that |£| > g Hence we get

dist(p, o) > %min{|B(e)| el =1}. (7.12)

Combining (7.8) and (7.12) and recalling that oo = max{|B(e)| : |e| = 1} and o1 = min{|B(e)| :
le] = 1} are the two singular values of B, we conclude that

% < min{dist(p, m2) : p € 0B1 N1} < max{dist(p,m2) : p € IB1 N1} < 209. (7.13)
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Next let e € R? be a unit vector with |B(e)| = o2 and consider v = (e, L1(e)) and v’ :=

ﬁ € m N 0B;. Decreasing ¢ further if necessary, we have

V2
4
Consider ¢ = py,(v) and let £ € R? be such that (¢, L2(£)) = ¢. Note that

€ —el < v =gl < [Pr, = Prm|[v]-
In particular | —e| < C(|L1| + |Lz2|) < Cec. On the other hand, recall that we have the

inequality (7.11) but for v in place of p (since we did not use the fact that p € 9B, to achieve
this). In particular, provided c is sufficiently small we can write

2
dist(v, mg) < 3 dist(v', o) < % max{dist(p,m2) : p € OB1 N7 }. (7.14)

(o) 30’2

1 1
dist(v, 1) > —=|B(e)| — —=|Be — €)] > Z2(1 — |6 — ¢]) > 7.15
it(o.m2) > o |B(e)| - Z5\Be -] > Z—le—e)> £ (115)
We can now combine (7.14) and (7.15), yielding
o2 < 2max{dist(p,m2) : p € 0By N7 }. (7.16)

In a similar fashion, fix now e such that |B(e)| = o1 and consider v and v’ as above, for this
choice of e. Arguing analogously to (7.8), it follows that

min{dist(p, m2) : p € m N OB} < dist(v', me) < dist(v, m2) < 2|B(e)], (7.17)
because (e, La(e)) € mo. In particular we deduce that

min{dist(p,m2) :p € 11 NIB;1} < 207 . (7.18)

Summarizing, if we combine (7.13), (7.16), and (7.18), we arrive at

% < min{dist(p, 1) : p € 1 N B} < 20y (7.19)
% < max{dist(p, m2) : p € 1 NIB1} < 205. (7.20)

Recall now that, since we are dealing with two-dimensional planes, the variational definition
of the eigenvalues of quadratic forms gives

61 = arcsin(min{dist(p, m2) : p € 0By N7 })
0o = arcsin(max{dist(p,m2) : p € OB1 Nm1}).
On the other hand max{dist(p,m2) : p € 0B; N7} is controlled by |Li| + |L2|, hence if we

choose the latter sufficiently small we get

1
3 min{dist(p,m2) : p € 0By N7} < 61 < 2min{dist(p,m2) : p € OB1 N7y}

1
3 max{dist(p,m2) : p € 0By N7} < 03 < 2max{dist(p,m2) : p € OB1 N7y}
Combining the latter inequalities with (7.19) and (7.20) we conclude the proof. O

We record the following corollary; it is not needed for now, but will be convenient for us to
use later on.

Corollary 7.9. There is a geometric constant ¢ = c(n) > 0 with the following property.
Consider two linear maps Ly, Ly : R™ — R™ with the property that ker (L1 — L) is (m — 2)-
dimensional, let A > 0, and denote by a; and B; the m-dimensional planes given by the graphs
of L; and AL; respectively, for i =1,2. If max{\, 1}/ L;| < ¢(n), then

01 (a1, as) < 16291(61’62) .

t2(ar, az) 02(81, B2)
Proof. Fori = 1,2, letting o; and 05)‘) denote the singular values of %(Ll—Lg) and %()\Ll—)\Lg)
respectively, we have af’\) = Aoy, and so the inequality is an immediate corollary of Lemma
7.8. O
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We can now prove Proposition 7.6.

Proof of Proposition 7.6. First of all observe that, for every choice of ¢ and j, the map v(z) =
[L;(z)] + [L;(«)] is Dir-minimizing. It therefore suffices to prove the proposition when @ = 2
and we have two distinct linear maps L1 and Ls.

Next consider the (m — 2)-dimensional subspace W which is the kernel of L; — L, and let
A= %(Ll + Ls) and B = %(Ll — Ls). Observe that since A is linear, the function

0(z) = v(x) © A(z) = [Li(2) — A(@)] + [L2(z) — A(2)] = [B(2)] + [-B(2)]

is also Dir-minimizing (see [10, Lemma 3.23]). Now, for any point z € R™, let us write
z = (z,y) € Wt x W. Since the image of B on W+ lies in a 2-dimensional subspace, and the
kernel of B is (m — 2)-dimensional, we may quotient out the kernel of B and consider it as a
function W+ — R2. As the domain of B is then a 2-dimensional subspace, we can then apply
Lemma 7.7 to conclude that (7.7) holds for B, and thus we can control the ratio of the two
singular values of B by a geometric constant, p. But then observe that the two Morgan angles
of the planes m; and m coincide with the Morgan angles of the 2-dimensional planes of R*
constructed above. We can therefore apply Lemma 7.8 to conclude the proof of Proposition
7.6. O

7.3. Separated regions, Alignment, and Shifting. Here we collect three lemmas of a
different flavor, which all have to do with the geometry of a collection of planes which all
intersect in a common (m — 2)-dimensional subspace; they will be used later on at different
stages, when proving Theorem 2.5.

The following lemma shows that, even in the absence of a comparison estimate between the
Morgan angles for a given finite collection of planes, it is possible to find a sizeable region of
one of the planes a where the minimum distance of a point in that region to the other planes
is comparable to the minimum of the Hausdorff distances of these planes to a.

Lemma 7.10 (Separated region). There is a constant 0 < ¢ = ¢(m, N) < % with the following

property. Suppose that «, 1, ...,Bn are distinct m-dimensional subspaces of R™t™. Then
there is a point £ € a N OBy /5 with the property that
mininf{dist({, ;) : ¢ € B:(§) N} > cmindist(a N By, 5; N1 B1). (7.21)

Proof. Following the notation of Lemma 7.1 and Definition 7.2, let us denote by @; : « — R
the quadratic forms Q;(v) := dist®(v, 5;) and let e; be an eigenvector corresponding to the
its maximal eigenvalue A\’ and hence also to the largest Morgan angle #° of the pair («, ;).
Complete e; to an orthonormal basis which diagonalizes @);. For any ( € a we thus have

dist*(¢, Bi) = (ei - ()*A" = (e; - ¢)? sin®(6")
Recalling that, by Corollary 7.3, sin(#?) = dist(a N By, 8; N By), we conclude that
dist(¢, 5;) > le; - ¢|dist(anN By, 5; N By).
Therefore, we just need to find a vector § € 9B;/, N« with the property that
IC el > Vi,VCEB({) Na
for ¢ = ¢(m, N) to be determined. Given the elementary estimate
¢ el > [§ el —c,
for any such ¢ and &, it therefore suffices to find { € 9B; /2 N« such that
|€ - e > 2¢ Vi

Now for each 7 = 1,...,N, let S; := {v € IByjs N : |v-e;| < 2¢c} and observe that
H™L(S;) < C(m)c for some constant C(m). In particular, H™ (|, S;) < NC(m)c, and thus if
¢ = ¢(m, N) is chosen sufficiently small, 0B, /2 \ U, Si must have positive measure, and hence
it contains at least one point ¢ which obeys the desired conditions. ([

As an immediate corollary of Lemma 7.10 above we have the following.
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Corollary 7.11. Let a,Bi,...,BNn be a collection of m-dimensional distinct planes of R™+n
and set S = J, B;. Then there is a constant C' = C(N,m) > 0 with

IIl_iIldiSt(Ot n B17/6i N Bl) S Cdlst(a n Bl, SN Bl) .

The following lemma concerns itself with the alignment of spines of pairs of cones in €(Q),
cf. Definition 2.3, and will be of fundamental importance.

Lemma 7.12. For every M > 0 and natural numbers m, n, and Q, there is a constant
C = C(M,m,n,Q) > 0 with the following property. Assume that
(i) S and S’ consist of 2 < N,N' < Q m-dimensional distinct planes aq,...,ay and
B1, ..., BN, respectively;
(if) The intersection of every pair oy # o is a single (m — 2)-dimensional subspace V (S)
and the intersection of every pair ; # B; is a single (m — 2)-dimensional subspace
V(S');
(iii) For every pair a; # o the two Morgan angles 61 (o, o) < O2(a, oy) satisfy 02 < M6;.
Then
dlSt(S N Bl, S’ n Bl)

dist(V(S) N By, V(S)NBy) < C :
sUV(S)N By, VIS)NBy) < O (S A By ai 1 By)

(7.22)

Proof. We may assume without loss of generality that the planes a; are ordered such that

diSt(Oq N Bl, as N B1) = l’nj,XdISt(Oél n B1, oy n Bl) y
1F]

and observe that

miin dist(SN B1,a; N By) < dist(a; N By, N By). (7.23)

On the other hand, because of Corollary 7.11 and since o; C S for all 4, we can select 5; and
B; such that

dist(a; N By, 8; N By)

dist(az N By, 5, N By)

Cdist(SN By, S N By) (7.24)
Cdist(SNB;,S' NBy). (7.25)

IN A

To simplify our notation we use V and V' in place of V(S) and V(S’). Because of the condition
(iii) on the Morgan angles 6 (aq, as), using (7.1) and (7.2) we have

dist(w, ag) > C~dist(a; N By, ap N By)|w — py (w)] Yw € aq . (7.26)

Fix now v € V' N B; and observe that, since v’ belongs to both 3; and f;, due to (7.24) and
(7.25) we must have

Cdlst(S N Bl, S/ n Bl)
Cdist(SNBy,S ' NBy).

|Pa, (v) — 0’| = dist(v, 1) <
[Pa, (V) — 0’| = dist(v/, ag) <

In particular, from the triangle inequality and the fact |pa,(v')| < 1 one can then deduce

dist(pa, (v'), a2) < Cdist(SN B, S ' NBy). (7.27)
Now, let w = pq, (v) and observe that
dist(v/, V) < |v/ —w| + |w — py(w)| < Cdist(SNB1,S' N By) + |w — py(w)], (7.28)

while, by (7.26) and (7.27),
- dist(w, - dist(SNB1,SNB
[ =pv(w) < Cdist(al N 5317, az)ﬂ B,) = Cdist(fxl N Bll’, as N Bll)) '

Thus, given (7.23) and dist(ay N By, as NBy) < 1, (7.28) and (7.29) lead to

dist(SN By,S' N By)
min; dist(S N By, a; N By)
Observe however that v’ is an arbitrary element of V' N B, and we have thus reached

dist(SNB1,S' N By)
min; dist(S N By, a; NBy)

(7.29)

dist(v/, V) < C

sup{dist(v/, V) :v' € V' NBy)} < C
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On the other hand, since V and V'’ have the same dimension, by Corollary 7.3 we infer that
sup{dist(v/, V) : v" € V' NBy)} = dist(VN By, V' NBy),
hence concluding the desired statement. O

Finally, the following lemma gives a lower bound for the distance of z to ¢ + S for many
points z € S. Before stating it we introduce some useful terminology.

Definition 7.13. A set Q C R™'" is said to be invariant under rotation around a linear
subspace V if R(2) = Q for any rotation R of R™*" which fixes V.

Lemma 7.14 (Shifting lemma). For every M > 1 and every open set U C By that is invariant
under rotations around V, there is a constant C = C(M,m,n, N,U) > 0 with the following
properties. Assume that S = oy U --- U ay satisfies (i), (i), and (iii) in Lemma 7.12, let
q € By 3, and let p(S) = max;; dist(a; "By, o;; NBy1). Then there is an index j € {1,...,N}
and a subset @ C a; NU such that H™() > C~! and

Ipa, (@) + 1(S)|Pyvina, (@) < Cdist(z,q+ S) Vz e . (7.30)

Remark 7.15. Observe that Lemma 7.14 can be scaled. Under the assumption that B,
replaces By, Uy, = Lai(U) replaces U, and q € B, /3, we can conclude the existence of a
subset Q) C Uy, with measure larger than C~'r™ with the property that (7.30) holds. Under
these assumptions the constant C' can be taken to be the same as the one in Lemma 7.14.

In order to prove Lemma 7.14, we will need the following elementary result.

Lemma 7.16. There is a dimensional constant Cy = Co(m,n) > 0 with the following property.
Let S, M, and q be as in Lemma 7.14. Then

P2, ()] + 1(S) Py 2a, (9)] < CoM max|pg, (g)] (7.31)

Proof. Let k be such that
Ip%, ()] = max|pg, (9)]
Thus, in particular, [p2 (¢)| < |pZ, (¢)], and so it remains to show that
p(S)[Pv-na, ()] < CoM max |pg (q)] - (7.32)
First of all pick j which maximizes dist(c; N B, oy N By), so that in particular
dist(a; N By, oy N By) < dist(a; N By, a; N By) vi.

Thus, the triangle inequality yields

diSt(Oéj N Bl, Qe N Bl) Z ,Ll,(S) .

Next, recalling the definition of Morgan angles, observe that for every w € a; N V1L we have
(using the above line, assumption (iii) in Lemma 7.12 and (7.2))

©(S)|w| < CoM|pZ (w)].

N | =

Now choose w = py1na,(q) = Py (q) — péj (¢). Since px, o py = pg, (because V C ay) we
may estimate

1(8)|PyLna, (9)| < CoM |py, (P (9))| + CoM|pg, (Pa, (9))]
< CoM|py, (9)| + CoM|py, (q)] -
Using the maximality of k, we then reach
1(S)IPvLna, (@) < CoMIpy, (9)] - (7.33)

It remains to replace o; with oy in the projection on the left-hand side of the above inequality.
Since Pvina; ©Pa; = Pvinag ©Pving;, W€ have

Py a0y (D] < [Pvna, (Pvina, ()] + [Pvna, (Pa, ()]
< Py, (@) + IPa, (9)]
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< [Pyina, (@) + [P, ()] -

Combining the latter inequality with (7.33) and using that p(S) < 1, we reach (7.32) and
hence complete the proof of the lemma. O

‘We can now prove Lemma 7.14.

Proof of Lemma 7.14. We choose j such that |pi‘j (¢)| = max; [p, (¢)| and using Lemma 7.16
we aim at proving that

|pi‘j (q)| < Cy dist(z,q+S) VzeQ, (7.34)

for some set Q C U with H™(Q2) > é’l_l, where the constant C is allowed to depend on U. In
fact it turns out that the constant C; depends on

v:i=inf{H™(U Na):V C aand « is an m-dimensional subspace} . (7.35)

It is not entirely obvious that = is necessarily positive. Note, however, that if a point p
belongs to U and another point ¢ satisfies py(q) = py(p) and dist(g, V) = dist(p, V'), then
necessarily ¢ € U, in light of the rotational invariance of U. In particular there is an open
subset U’ C V x RT such that U = {p : (pv(p),dist(p,V)) € U’}. From this we conclude
that, not only is 7 positive, but in fact that H™(U N «) is exactly the same number for every
m-~dimensional plane which contains V.

Observe first that (7.34) is equivalent to

min|pt, (= - g) > Crlpi ()] V2 € 9. (7.36)

Now assume that the claim is false, namely that (7.36) fails for all z € UNc; with the exception
of a set E of Hausdorff measure smaller than C; *. In particular by choosing C; large enough,

we can ensure that, for some ¢ € {1,..., N} the set F; C a; N U where
pa,(z =) <Cillpy,(g))  VzeF (7.37)
has measure at least NL+1 We then claim that
Ipa, (@)l < Cy*C M pa, (9)] (7.38)
o, ()l < Cy 07 P, ()] V2 €Binay, (7.39)

where the constant C' depends only on m and N. Note that i is the index chosen such that
H™(F;) > NL_H, but the second estimate is claimed for every z € B; N« , and the latter will
in the end be used to get a contradiction.

In order to prove (7.38) and (7.39) consider first the set F} := py . (F;). The latter belongs
to the 2-dimensional subspace V1 N a;j and the coarea formula implies immediately that
HA(F)) > CT'H™(F;) > C 1y (7.40)

for a positive dimensional C = C(m, N). Choose next a vector e; € F such that |e;| >
ssup{|z| : @ € F/} and observe that |e;| > C/7 because 4r|ei|* > H*(F]). Hence choose
es € F! such that

- 1 _
lea — |e1| 2(ea - €1)eq| > isup{|x—|el| 2(x-e)er]:x € F}
and observe that H2(F!) < 4|ea — |e1|72(e1 - e2)eq|, so that

llexlez — lex]| 7 (e1 - ex)er| > C 7142

We next define the linear map ® : R? — VL N a; by (A, A2) = Arer + Aaez and observe,
by elementary geometry that |det ®| = ||ei|ez — |e1| " (e1 - e2)er|. In particular, |det ®~1| <
C~~3/? and, given that |®| < C, we also have |®~!| < Cy~3/2, Therefore F! := ®'(F}) is
contained in a disk of radius at most Cy~3/2. Consider now the number

= sup{| A + A2 — 1]+ (A1, A2) € '}
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and notice that H2(F}") < Cy~3/2y. Since |det ®| < 1 we get H2(F}) < H*(F/"), and thus,
when combined with (7.40), we infer p > C~'95/2) and thus the existence of (A, \o) € F
such that

AL+ Ao — 1] > C7 14572, (7.41)
Observe now that, by the very definition of F, there are v1, v, v3 € V such that
e1 +v1 € F;

ey + vg € F;
Aie1 + does +vg € F .

Since V C «; we can write
(M + A2 —1)ps () = Mipa, (¢ — e1) + Aaby, (g — €2) — Pa, (@ — (M1er + Azez))
=M1Py, (¢ — €1 —v1) + APy, (¢ — €2 — v2) — Py, (¢ — (M1e1 + Aaea + v3)) .
In particular we conclude
P2 (@) < CCT'y2p (9)] (7.42)

which is in fact stronger than (7.38). On the other hand we can also write
Pz, (en)] < Ipg, (ex — @) + [P ()] k=1,2
and hence we immediately conclude
P, (ex)] < CCT'y 2|y (g)] - (7.43)

In turn, using again the map ® we can express any z € B; Nay as 2 = Ajeq + Asep + v for

some coefficients |\;| < Cy~3/2 and some vector v € V. In particular we achieve (7.39) from
(7.43).
Observe however that (7.39) can be equivalently written as

dist(z, a;) < C(_Z’flﬁy_4|pjj (q)] VzeBiNaj, (7.44)

and thus also as

dist(o; N By, NBy) < CC_’fl'y_4|pij (9)] (7.45)

Since 7 is fixed, |g| < %, and a; and o; have the same dimension, the latter estimate implies
that, by choosing C; appropriately large, we can assume that the linear subspaces «; and a;
are sufficiently close. In particular, given that |¢| < %7 for an appropriate large choice of C}
the affine subspace ¢ + o;- must intersect By N «; at some point z. But then at that point z
we would have

Py (¢—2)=q—z. (7.46)

Since z € o; we must have |¢ — z| > dist(q, ;) = |p§j (q)]- Hence
Ipa, (g —2)| > ps, (9)]-
On the other hand, combining (7.38) and (7.39) we get
Ipa, (g — 2)| < 2CCT 'y |py, (9)] -

Since C' is a constant which depends only on m and N we can now choose C; large enough,
depending only on ~, m, and N so that CC_'flfy_4 < % But then the last two inequalities
would be in contradiction, unless péj (¢) = péi(q — 2) = 0. In particular we conclude that ¢
belongs to a;. In this case, however, (7.34) holds trivially. O
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8. GRAPHICAL APPROXIMATIONS

In this section we start facing two of the geometric issues that complicate the proof of
Theorem 2.5. In an ideal situation the cone S in the statement of the theorem consists of N
m-dimensional planes a1, ...,ay with the additional properties that, for any pair o; # «;,

(i) The Hausdorft distance between «; and «; is relatively larger than E(T, S, B1);
(ii) The two Morgan angles 61 (a, o;), 02(c;, o;) formed by them are comparable.

Under these two additional assumptions we can hope to use the bounds of Theorem 3.2 and
Corollary 3.3 to give a good approximation of T by graphs over the collection of planes «;,
after removing a small neighborhood of the spine V(S).

Although there is no reason to assume (i) and (ii) for S a priori, we can hope to achieve
them for a different cone S’ without increasing the excess E(T,S’,B;) too much relative to
the excess E(T,S,B1). In light of this we first specify an algorithm that allows us to gain
control on how much the excess increases when we discard planes of S until we achieve (i).
This algorithm is summarized in the Pruning Lemma 8.2. For later use we want to iteratively
apply Lemma 8.2 and keep track of the structure of the planes which have been discarded
during this process; this is accomplished in Lemma 8.3. As for (ii), we will work under the
assumption that it holds for now. Later, in Section 9.1, we will demonstrate that the new cone
S’ achieving (i) indeed additionally satisfies (ii).

In the remainder of this Section, we show how to gain a graphical approximation under a
suitable quantification of (i) and (ii). We begin with a “crude approximation” in Section 8.3,
followed by a more intricate “refined approximation” in Section 8.5; the latter will be needed
later.

8.1. Pruning Lemma and Layer Subdivision. The main purpose of this section is to
introduce two very useful elementary combinatorial lemmas with the aim discussed above.

We will always work under the following assumption. We will often use the terminology
“plane” when referring to a linear subspace of R,

Assumption 8.1. S C R™"" is an m-dimensional cone such that

(i) S is a union of N distinct m-dimensional planes a1, ..., ay;
ii) for each pair i # j the intersection «; N «; is the same (m — 2)-dimensional plane V/,
J J
which we refer to as the spine of S.

Note in particular that the cones in the class of €'(p, Q) of Definition 2.3 fall under the latter
assumption.

Our first technical lemma we call the Pruning Lemma. It has two main uses. One is to
prove the second technical lemma (Lemma 8.3); we will explain the meaning behind that lemma
when we get to it. The other use will be to ”prune” a cone, throwing away some of its planes,
and ultimately get that the excess relative to the pruned cone is sufficiently small relative
to the minimal angle of the pruned cone, which is a crucical assumption for our graphical
approximation results later.

Lemma 8.2 (Pruning lemma). Let N > 2, D >0, and 0 < § < 1. Set I := §2~ V(N — 1)!
and e := (1+T)7%5. If

(i) S=a1U---Uay is as in Assumption 8.1;
(11) D S £max;«; diSt(Oéi N Bl,Olj n Bl),'

then there is a subcollection I C {1,..., N} consisting of at least 2 elements and satisfying the
following requirements:

maxmilp dist(a; N B1,a; N B1) <T'D (8.1)
J 1€
D + maxmindist(a; N By,a; NB1) <6 min dist(e; NB1, a0 N By). (8.2)
i el JLEl: <t
max diSt(Ozi n Bl, Qi N Bl) = max diSt(Ozi N Bl, Q N Bl) . (83)
ijel:i<j i<j
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Proof. Set 1(0) ={1,...,N}. If either (a) N =2 or (b) N >3 and
D < ¢mindist(a; N By, a; NBy), (8.4)
1<J
then we select I = I(0) and the proof is complete, since the left hand side of (8.1) is zero (and
hence the left hand side of (8.2) equals D), while (8.3) is obvious. Observe also that, since
€ < 0, the condition (8.4) is implied by (ii) when N = 2.
Otherwise, we select indices ¢ and ¢y such that
mindist(e; N By, a; N By) = dist(ag, N By, o, N By)
1<J
and indices j; and jo such that
max diSt(Ozi n Bl, e} N Bl) = diSt(Oéjl N Bl, Qj, n Bl) .
1<J
Since N > 3 we can choose them so that {j1,72} # {f1,f2}. In particular, we can pick
2(0) € {1,023\ {Jj1,72}. We then set I(1) :=I(0)\ {£(0)}. Notice that
dist(a; N By, a; NBy) = dist(a; N By, a; NBy),
(380% BH B0y OB =, may distlas N Br, 05N By)
while, by the assumption that (8.4) fails,
min_dist(cy ) NB1,a;NBy) <6 'D.
JeI()
Assuming that we have inductively selected sets I(0),I(1),...I(s), we use the same procedure
above to select a new subset I(s + 1) C I(s) by removing one element ¢(s), provided that the
cardinality of I(s) is at least 3 and
D + max min dist(ec; NB1,0;NB1) > min dist(a; N By, a; N By). (8.5)
Jji€l(s) i<jel(s)
Otherwise, we stop; clearly this process must terminate in finitely many steps. We denote by
o the index of the stopping step; note that ¢ < N — 2. We claim that I = I(o) satisfies the
requirements of the lemma.
First of all we prove the inequality
mi(n) dist(ovsy NB1, o, NBy) < (s — ') mi(n) dist(ags—1) NB1,a;NBy) Vs’ <s<o. (8.6)
Jj€EI(s jeI(s
Note that if s = s’ +1 the inequality is in fact an obvious equality (just from how it is written).
In particular, the claim holds when s’ = ¢ — 1. We now assume that the claim holds for all
s' > s¢ and will proceed to show it when s’ = s¢, by induction. Fix s > s¢ and let j, € I(sp+1)
be such that
min diSt(O&g(SO) NB1,a;N B,) = diSt(O&g(SO) NB1,aj, N B,).
je[(50+1)
We first observe that, by the very definition of £(sy) and j. we have

diSt(Oég(SO) NBy, a5 N B;) < Hl[l(Il) diSt(Oég(S_l) NBy,a; N B,). (8.7)
Jjel(s
In particular if j, € I(s), the inequality (8.6) is obvious.

Otherwise j, € I(s) and so j. = £(s,) for some sy < s, < s. In this case, using (8.7) and
the fact that, by the inductive assumption,(8.6) holds for s = s,, we write

min dist(ag(s(,) NBi,a; N B1)

JEI(s)
< diSt(Oég(So) NB1, a4, N Bi) + _Hl[i(n) diSt(Oég(s*) NBi,a; N B,)
Jel(s
< min dist(ays—1) N B1,a; NBy) + (s — s4) min dist(ays—1) N B1,a; N By).
JEI(s) JEI(s)

In particular, since s, — so > 1, we have shown (8.6) for s = so. We thus conclude that (8.6)
indeed holds by induction over s.
Next, note that (8.6) implies that

max min diSt(Oéi N Bl,aj N Bl) < s min diSt(Oég(Sfl) NBi1,a; NBy) (88)
j i€l(s) i€l(s)
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for all s, by simply maximizing over all s’ < s on the left-hand side of (8.6), since s — s’ < s.
In particular, combined with (8.5), we must have
D +t min dist(ap¢—1) N B1,; NB1) >0 min dist(ayq) N B, a; N By)
i€l(t) icl(t+1)
fort =1,...,5—1, with s < o fixed arbitrarily (note that the right-hand side of this expression
equals that of (8.6), by definition of £(t)). Setting d(t) := min;e¢ ) dist(cp—1) "By, ; N By),
we rewrite the above as the recursive inequality

§HD +td(t)) > d(t+ 1),

which, setting the convention d(0) = 0, can be assumed valid for j = 0 as well. We can thus
iterate this to get

d(s) <6 'D (1 +6 M s—1D)+62(s—1)(s—2)+---+6 V. (s— 1)1)
<671D (3 6D (5 - 1)!)
=6°s!D.

Since s < N — 2, we get d(s) < 62 N(N — 2)!D, so combining with (8.8), for any s < o we
have

max ‘H}i(n) dist(a; N By, a; NBy) < sd(s) < (N —2)d(s) <> N(N - 1)ID.
J  el(s

It is therefore the case that (8.1) holds with I = I(o).

Next, (8.2) certainly holds with I = I(o) by construction if |I(o)| > 3, since then the
procedure stopped due to the fact that (8.5) fails. We thus have to show that (8.2) holds when
|I(o)] = 2. In this case observe that our procedure guarantees that

max dist(e; N By, a; N B1) = maxdist(a; N B1,a; N By), (8.9)

i<jel(o) 1<j
which shows that (8.3) holds in general. But then, as |I(0)| = 2 we certainly have

min dist(a; N B1,a; NBy) = max dist(a; N By, a; N By)

i<jeI(o) i<j€I(o)
and so combining this with (8.9), using assumption (ii) and the fact that we have already
proved (8.1), we have
D + max ‘Ir}i(n) dist(a; N B1,a; NB1) < D+TI'D=(1+T)D
g wel(o
<(1+4TD)e max dist(c; N By, a5 N By)
i<j

=0 min dist(a; N By, NBy),
i<jel(o)

proving (8.2) in this case also (we have used that e = (1 +I')~1J here). O

We now iteratively apply Lemma 8.2 to a cone S comprised of planes {aq,...,ay} as in
Assumption 8.1, getting a finite family of subcollections of the integers {1,..., N} leading
to a family of simpler cones, in the following fashion. The collections of planes after each
application of Lemma 8.2 can be thought of as “layers”, which are subcollections of a starting
one. Moreover, when we fix plane in a certain layer, the closest one among those of the previous
layers is much closer than the minimum distance between any pair of planes belonging to these
previous layers. What we end up with is that each plane we throw away when moving from
one layer to the next is a distance comparable to the minimal distance in the original layer,
whilst for the last layer we have comparability between the maximum and minimum distances
of the planes.

Lemma 8.3 (Layer subdivision). For every integer N > 2 and every 0 < § < 1, there is
n=n(0, N) > 0 with the following properties. Let S and aq,...,ay be as in Assumption 8.1.
Then, there is k € N and subcollections I(0) 2 I(1) 2 --- 2 I(k) of the integers {1,...,N},
each of cardinality at least 2 and with I(0) = {1,..., N}, so that the numbers

m(s) = min dist(e; "By, a; NBy) (8.10)
i<jel(s)
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d(s) := in dist(a; "By, a; N B 8.11

(s) Jmax min dis (ai "By, a; N By) (8.11)

M(s) == max dist(o; N By, ;N1 By) (8.12)
i<jel(s)

satisfy the following requirements:
(i) M(r) = M(0);
(i) nM (x) < m(r);
(iii) d(s) < dom(s) and nd(s) < m(s—1) for every 1 < s < k;
(iv) m(s—1) < dm(s) for every 1 < s < k.

Proof. Let 0 < 6 < 1. We fix n > 0 such that n < ¢, where € is the constant in Lemma 8.2
corresponding to §/N in place of §. In particular, Nn < I'"!, where I is again as in Lemma
8.2 with § replaced by §/N.

If nM(0) < m(0), we set k = 0 and obviously the Lemma holds. Otherwise, we inductively
apply Lemma 8.2 with D = m(s — 1) to produce I(s) from I(s — 1), as long as nM (s — 1) >
m(s —1). We wish to check that the conclusions of the lemma hold for this particular choice
of subcollections. The fact that the sequence of sets is strictly decreasing and each set has
cardinality at least two are obvious. Property (i) is immediate from (8.3) of Lemma 8.2,
and (iv) is immediate from (8.2), since we are taking D = m(s — 1). Property (ii) holds by
construction, as the process must terminate in finite time; at worst, when x = N — 2 and
|[I(k)| = 2. Moreover, by (8.2) of Lemma 8.2 we have the inequality

)
in dist(o; "By, NBy) < — .
ieIII%?i(l)jIenll(I;) ist(« 1, QY 1) < Nm(s)
for every s = 1,...,k (recall that when generating I(s), we are applying Lemma 8.2 with
I(s —1) in place of {1,...,N}). But the triangle inequality then gives

)
A(s) < - (m(1) + -+ m(s).

Since m(t) < m(s) for all 1 <t < s, and kK < N — 2, we therefore must have d(s) < dm(s) for
every s, proving the first inequality in (iii). Finally, observe that by (8.1) of Lemma 8.2, we
also have

max min dist(a; N By,a; NB1) <T'm(s—1)
i€l(s—1) jeI(s)

for s = 1,...,k, and thus by the same triangle inequality argument as above, we achieve
d(s) < NT'm(s — 1) for every s. Hence, recalling that Nn < I'"!, we achieve the second
inequality of (iii). O

8.2. Graphical parameterizations for 7" over S. The aim of this part is to efficiently
parameterize area-minimizing currents over cones S as in Definition 2.3 satisfying the additional
pairwise Morgan angle comparability condition (ii) outlined in the introduction of Section 8.
We recall that we are working under the Assumption 2.1 throughout. Moreover, recall the sets
% (Q) and £ as in Definition 2.3 and the L? based excesses of Definition 2.4.

The important concept of a “balanced cone” is given in the following definition.

Definition 8.4. Let S € €(Q), M > 1, and let ay,...,ay be the N distinct m-dimensional
planes forming S. We say that S is M -balanced if for every i # j the inequality

92(0@,04]‘) S M91(ai,aj) (813)
holds for the two Morgan angles of the pair oy, ¢;.

Observe that the condition is empty when S € &?. Moreover, if we say that a cone S =
a1 U---Uay € (Q) is M-balanced for some M > 0, we will implicitly be assuming that all
the a; are distinct. Loosely speaking, we are interested in balanced cones because two planes
within a balanced cone can only degenerate to a single plane, and not to two planes meeting
along an (n — 1)-dimensional axis.

We will give two different graphical approximation results: a series of “crude approximation”
results, followed by a series of “refined approximation” results.
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8.3. Crude approximation statements. Here we will give the statements of the crude
approximation results; in the next section, we will prove all of them. The key starting point is
the following splitting lemma. We recall the notation

o (S) := mindist(o; N By, a; N By).
1<J

Lemma 8.5 (Crude splitting). For every @, m,n,n € N and every M > 0, there are constants
d =6(Q,m,n,n, M) >0 and o0 = o(Q,m,n,n, M) > 0 with the following property. Let T
be as in Assumption 2.1 with ||T|(Bs) < (Q + 2)4™wy,. Assume that 2 < N < Q, that
S=a1U---Uayn € €(Q) is M-balanced, and

/ dist?(p, S) d||T|(p) + A% < §%0(S)? =: %02, (8.14)
By\Bj/32(V)

where V- =V (S) is the spine of S. Then the following properties hold:
(a) The sets Wi := (By \ By/s2(V)) N {dist(-, ;) < 0o} are pairwise disjoint;
(b) Spt(T) n B3 \31/16(V) C Ui Wi-

From the above lemma, the tilt-excess bound from Theorem 3.2, and Almgren’s strong
Lipschitz approximation over planes ([11, Theorem 1.4]), we can then conclude the following,
where we use heavily the notation of [11, Theorem 1.4] (in particular, if u is a Lipschitz multi-
valued map, gr (u) will denote its set-theoretic graph and G, the current naturally induced by
it).

Proposition 8.6. Let T, W;, and all associated notation be as in Lemma 8.5. Consider for

each i € {1,...,N} the regions Q; := (B2 N ;) \§1/16(V) and Q; = Bgﬂp;}(Qi). Set
Ti = TL(WZ N Ql) and

B = / dist?(p, oz) d||T3]|(p)
B3\ B1/32(V)

Then, there are non-negative integers Qu,...,Qn with Y . Q; < Q satisfying the following
properties:

(a) OT;LQ,; =0;

(b) a; can be appropriately oriented so that (pa,)iT; = Q:[S%];

(¢) The following estimate holds

distQ(q,ai) = |pfy (q)]* < CE; + CA? Vg € spt(T;) Ny ; (8.15)

(d) For all i with Q; > 1, there are Lipschitz multi-valued maps u; : Q; — Ag,(ai) and
closed sets K; C ; such that gr(u;) C %, T;Lp 1 (K;) = Gy, Lp ' (K;), and the
following estimates hold:

luillZ + | Duil|72 < C(E; + A?) (8.16)
Lip (u;) < C(E; + A?%)? (8.17)
|20\ K| + | T(1(: \ pg, (K:)) < O(B; + A% (8.18)

(e) Q; =0 if and only if T; = 0;

(f) Finally, if in addition we have the “reverse excess” estimate
/ dist?(p, spt(T)) dH™ (p) < 6202, (8.19)
sﬁBz\Bl/4(V)

then Q; > 1 for every i.
Here, vy = v(Q,m,n,n) >0 and C = C(Q,m,n,n) > 0;

A simple consequence of the above statements, combined with an elementary covering ar-
gument is that, if we fix p > 0 and n > 0, the same conclusions hold if we were to remove the
neighborhood B, (V') of the spine and instead take Q; = (B4_2,N ;)\ Byyy(V), as long as the
constants in the estimates are allowed to depend on p and 7 also. Since this will prove useful
in several instances, we record the exact statements here.
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Corollary 8.7. For every Q,m,n,in € N and M > 0, p > 0, and n > 0, there are constants
§ =0(Q,m,n,n,M,p,n) >0 and o = o(Q,m,n,n, M, p,n) > 0 with the following property.
Assume T, S, and V are as in Lemma 8.5. Then, all the conclusions of the Lemma 8.5 apply
if we replace B3\ By /16(V) with B4_y\ Byy) (V). Moreover, the conclusions of Proposition 8.6
apply for the regions Q; defined instead as (Ba_2,Ne)\ Bpin(V), for the domain of integration
in the definition of E; taken to be Ba_, \ B,(V), and with the constant C in the estimates
depending also on 1 and p.

In several situations we will need to ensure that ), Q; = @ in Proposition 8.6 or Corollary
8.7. This conclusion needs however an additional assumption. Depending on the situation we
will either be able to use (1) the existence of a point of large density; or (2) the existence of a
region with sufficiently large mass; to guarantee this.

Lemma 8.8. Assume that T satisfies the assumptions of Lemma 8.5 and either:
(a) {O(T,-) > Q} NB.(0) # 0 for a sufficiently small € = £(Q,m,n,n); or
(b) there is a closed set Q with non-empty interior that is invariant under rotation around
V' (cf. Definition 7.13), for which ||T|(Q2) > (Q — )H™ (a1 N Q).
Then, if Q; is as in Proposition 8.6 and 0 is sufficiently small, we have ), Q; = Q.

Finally, we remark that all the statements above can be suitably scaled and translated to
analogous statements where the initial domain B4 in Lemma 8.5 is replaced by an arbitrary
ball By, (q).

An approximation statement analogous to Proposition 8.6 also holds in the much simpler
setting in which S consists of a single plane. This case is somewhat special because we cannot
identify a unique spine V' and at the same time the number ¢ in Lemma 8.5 is co, hence the
smallness condition (8.14) would be empty. For this reason we state the proposition separately
even though it could be embedded as a special case of Proposition 8.6.

Proposition 8.9 (Crude approximation on a single plane). For every Q,m,n,n € N, there
exist 6 = §(Q,m,n,n) > 0 and C = C(Q, m,n,n) with the following property. Let T be as
in Assumption 2.1 with |T||(By) < (Q + 3)4™wy,. Assume S = ay € P, V C ay is an
(m — 2)-dimensional subspace, and

By + A% = / dist(p, S)2 d||T||(p) + A% < 6%. (8.20)
B4\Bj/32(V)

Set O := (BaNa) \ Bij1g(V) and @y := B3N p, () and Ty := TLQy Then, there is
non-negative integer Q1 < Q) such that the following holds:
(a) (9T1 Lﬂl =0
(a) oy can be appropriately oriented so that (Pa, )gTh = Q1[1];
(¢) The following estimate holds
dist?(q, 1) = |¢ — Pa, (¢)]* < CEL + CA? Vg € spt(Th) N2y ; (8.21)

(d) There is a Lipschitz multi-valued map uy : Q1 — Ag,(ai) and a closed set K1 C
such that gr(uy) C 3, T1Lp (K1) = GuLp, ! (K1) and the following estimates hold:

ur]% + [ Dus |72 < C(E1 + A?) (8.22)
Lip (u1) < C(E; + A?%)? (8.23)
[0\ Ko | +[|T](0\ pg, (K1) < C(Ey + A% (8:24)

(e) @1 =0 if and only if Ty = 0;
(f) If one of conditions (a) and (b) in Lemma 8.8 holds then Q1 = Q.
Here, v = v(Q,m,n,n) >0 and C = C(Q, m,n,n) > 0.

Likewise, we have an analogous version of Corollary 8.7 where we can allow for more general
domains in the assumptions and conclusions and, through an obvious scaling argument, versions
in which B4(0) is replaced by an arbitrary ball By, (p).

We now prove all of the above results.
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8.4. Proofs of Crude Approximation Results. As previously explained, Corollary 8.7
follows from Proposition 8.6 and Lemma 8.5 and an elementary covering argument; we omit
the specific details. We will therefore prove Lemma 8.5, Proposition 8.6, and Lemma 8.8, all
at once. Proposition 8.9 then follows by the same arguments, and so we will again leave the
details to the reader.

Proof of Lemma 8.5. We remark that statement (a) of Lemma 8.5 holds as soon as g is smaller
than an suitable constant which depends only on M (and the number of planes as well as the
dimensions). We fix any such p, and claim that as soon as ¢ is small enough (b) holds as well.
Indeed, to this end we may argue by contradiction: consider a sequence Tj of integral
currents and a sequence Y;, of Riemannian submanifolds of R™*" satisfying Assumption 2.1,
together with cones Sy € €(Q) such that
(i) [173)1(Ba) < (Q+ 3)wmd™;
(i) Sg =afu---U 0‘?\7(1@) € ¢(Q) is M-balanced, where N (k) < Q;
(iii) If we write o} := o(Sy) and

E, ::/ dist*(p, Sk)d|| Tk || (p) ,
B4\B1/32(V(Sk))

we have ak_Q(Ek + A?) — 0, where A, corresponds to y;

(iv) There are points py € spt(Ty) N Bz \ By/16(V (Sk)) such that dist(pg,Sk) > ooy
Observe that o is a bounded sequence since 0 < o, < 1. Hence, up to the extraction of a
subsequence and after applying suitable rotations, we can assume that:

(v) V(Sg) is a fixed (m — 2)-dimensional plane V and N = N(k) < @ is a fixed integer;

(vi) Sy converges, locally in Hausdorff distance, to S € €'(Q) which is the union of N’ < N

distinct planes «; such that a; Na; = V for all pairs ¢ < j (note that we could have
N’ =1, in which case the latter condition here is vacuous);

(vil) Ty converges to an integral current 7" which is area-minimizing in B4 and obeys T = 0;

(Vlll) Spt(T) N B4 \ Bl/32(V) C S.

Now, since Sing(T") has Hausdorff dimension at most m — 2 ([2]), the unique continuation
principle for the minimal surface system gives that spt(7T') C S. By the constancy theorem and
the fact that 97 = 0, it then follows that T = 3", Q;[c] where the Q; are integers. Orienting
the «; suitably, we can assume that @; > 0. In particular, Y, Q; = ©(T,0) < Q + %7 and
hence Y, Q; < Q.

We also know that spt(T}) converges locally in Hausdorff distance to spt(T"). In particular,
passing to a subsequence, the points p, converge to some point p which must lie in one of the
planes «; which form S. We denote by m this latter plane and observe that clearly |p| < 3
whilst dist(p, V) > 1—16. For each fixed 4, the sequence of planes af must converge (locally in
Hausdorff distance) to some plane of S and, again upon extraction of a suitable subsequence
and relabelling, we may assume that there is an Ny < N with the property that Ozf converges
to mp when i < Ny, whilst it converges to some other plane of S when i > Ny. Clearly we
know that Ny > 1 by construction.

Now for a fixed parameter n > 0, consider the currents T}, := Tyl ((B7/2 \ By/16(V)) N
{dist(-,m0) < n}) and the cones S}, := af U---Uak, . Observe that, if we choose 7 sufficiently
small, the convergence properties outlined above imply that:

e 0T}, =0 in By5 \ By/16(V) for all k sufficiently large;
o dist(q, Sy) = dist(g, S},) for all ¢ € spt(7}) and all k sufficiently large;
e T} converges to Q;[mo N B7/2 \ Bi/16(V)], where 1 < Q; < Q is as above.

Now consider the cylinder Cy,.(p, 7p), where p is the limit point as above and r is a geometric
constant. Observe that, upon choosing r suitably, in light of (iii), for all k sufficiently large
we can apply Corollary 3.3 to T}, in the cylinder Cy,.(p, 7o) (which we may ensure is disjoint
from B /35(V) provided that we take 4r < 1/64). We can therefore decompose Tj,L C,(p, mo)
as Ty | + -+ + T}, y, with the property that

dist(q, of ) = dist(q, S},) = dist(¢,Sk) Vg € spt(T},,) - (8.25)
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Moreover, for each fixed i, the currents Ty ; converge to Q;[B(p, mo)], for some non-negative
integers @; which obey >, Q; = Q;. Consider now the points py; := o N p;l(p) (which
exist for all k sufficiently large) and the cylinders C* := C, /5(pi,;,@¥). The latter cylinder
is converging to C, 2(p, mo) and hence in particular, for k large enough, we know that ckin
B; C C.(p, 7). Hence, GTIQ,Z-LCW = 0 for k large enough because 8T,g7iLCT(p, 7o) = 0 and
spt(7}, ;) are converging locally in Hausdorff distance to B, (p,m). In particular, it follows that
(Par )i Ty i = Qi Bry2(pr,is al)] for some integers Q. > 0 and that ||T,;ZH(C’”) — Qiwm, 27 ™.
However, because of (8.25) we also have

g dist? (g, af) d||T} ,1I(q) < Ex .
We can now apply (a scaled version of) the L> estimate (3.3) from Theorem 3.2 to conclude
that
dist?(g,a¥) < Cr ™ 72Ey + Cr2A% < C(r ™2 4 1r%)6%03

for all g € spt(Ty, ;) N Cy/a(Pr,is a¥). But the contradiction point py must be contained in one
of the cylinders C, 4(pk,i,@¥) for k sufficiently large, and it is also contained in the support
of T) =37, Tlé,i; we may pass to a subsequence to fix the ¢ for which this is true. Hence, for k
large enough we must have the estimate

dist? (pg, o) < C(r=™"2 4+ 12)8%03
where ¢ is now fixed. But since r is fixed, it suffices to choose § small enough to ensure

C(r—m=2 4+ r2)§%2 < ¢?/4 and contradict (iv) above; notice that § indeed has the correct
dependencies. O

Proof of Proposition 8.6. First of all notice that if we enlarge the regions ; to Q := Bj/5 \
Bi/16(V) and define €} := By N p, ! (), the conclusions (a), (b), and the estimate (c) follow
all from the arguments in the proof of Lemma 8.5 by covering €2; with cylinders of radius
r, basis parallel to «; and centers in ;. One only needs to check that the constant Q) is
not changing with the cylinders of the covering, but this follows from the simple observation
that the constant must be the same whenever two cylinders have non-empty intersection. The
estimates in point (d) of Proposition 8.6 then follow from the Lipschitz approximation of [11]
and (3.2) of Theorem 3.2.
As for the conclusion (e), because for each i one has the identity

1 =
T = Qi+ [ [T—ap dT,

if we again apply the tilt-excess estimate (3.2) from Theorem 3.2, when @; = 0 we must have
|71 () < C8%0°.

In particular, if r is the radius of the cylinders considered in the proof of Lemma 8.5, once §
is sufficiently small, the monotonicity formula guarantees that ||T;||(B,(q)) = 0 for every ball
B, (q) which is contained in €} (indeed, as soon as the mass ratio of 7T; falls below 1, we get
a contradiction if T; is not zero as ©(T;,q) > 1 at every point ¢ € spt(7;)). This then implies
conclusion (e).

As for (f), we easily conclude from the argument above that, if Q; = 0, then the distance of
any point ¢ € Q; to spt(7T") must be at least min{go, r}. We thus infer

/ dist?(p,spt(T)) dH™(p) > cmin{o*c?, r?}

SNB3\By/32(V)

for some geometric constant ¢. This obviously contradicts (8.19) if ¢ is small enough. This
completes the proof of Proposition 8.6. ]

Proof of Lemma 8.8. If we can show using upper semi-continuity of the density that the limit-
ing current 7" in the contradiction argument within the proof of Lemma 8.5 satisfies ©(T’,0) >
@, then we are done (as necessarily, using the notation contained therein, ©(7,0) = >, Q; < Q

and thus must equal Q). Note that Zj Qj =, Q;, for Q; as in Proposition 8.6.
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In the first alternative of Lemma 8.8 we would have ©(T, px) > Q, for T} as in the proof
of Lemma 8.5 and some pr, — 0 (as we can take the ¢ = ¢, in condition (i) to be a vanishing
sequence), and hence the desired property follows from the upper semi-continuity of the density.
In the second alternative, observe that ||T|| converges in the weak—x topology to ||T'|| and thus,
since €2 is closed, the assumption from this alternative gives ||T|(Q) > (Q — 2)H™ (a1 N Q).
On the other hand, since 2 is invariant under rotation around V', the particular structure of T'
(being a union of planes) implies that || T||(2) = O(T,0)H™(a1NS?). Noting again that O(T, 0)
is necessarily an integer (as T is a union of planes of integer multiplicity) and that H™ () > 0,
we conclude O(T,0) > @. This then completes the proof. O

8.5. Refined approximation. We now come to the second graphical approximation, which
follows a much more refined procedure, using the layers introduced in Lemma 8.3. For the
reader acquainted with [32], this should be compared to [32, Remark (3) in Section 8, and
Section 10].

Assumption 8.10 (Assumptions for the refined approximation). Suppose T and ¥ are as in
Assumption 2.1 and || T[|(B4) < 4™(Q+ 3)ws,. Suppose S = a1 U- - -Uay is a cone in 4(Q)\ &
which is M-balanced, where M > 0 is a given fixed constant, and V is the spine of S. For a
sufficiently small constant e = £(Q, m,n, 7, M) whose choice will be fixed in Assumption 8.12
below, suppose that {O(T,-) > Q} N B.(0) # 0 and (cf. Proposition 8.6) suppose that
E(T,S,B4) + A? < 20 (S)?. (8.26)

Recall that E(T, S, By) is a two-sided L? excess between T and S.

8.5.1. Whitney decomposition. Let Ly be the closed cube in V with side-length —2— cen-

m—

i

tered at 0 (if we make the identification V' = R™72  then we can write explicitly Ly =
L_1m=2) and consider the set

[_\/ﬁ’ vVm—2
R:={p:pv(p) € Ly and 0 < |py+(p)| <1}. (8.27)

We recall here that we are assuming m > 3 (cf. Assumption 2.1).

Obviously R is invariant under rotations around V. We next decompose R into a countable
family of closed sets which are also invariant under rotations around V. Firstly, for every
¢ € N denote by G, the collection of (m — 2)-dimensional cubes in the spine V obtained by

subdividing Lo into 2¢0m=2) cubes of side-length %, and we let G = J, G,. Note that we
can generate Gpy1 from Gy by bisecting every face of every cube in G,. We write L for a cube
in G, so L € Gy for some ¢ € N. When we want to emphasize the dependence of the integer ¢
on L we will write ¢(L) and we will call it the generation of L. If L C L' and ¢(L") = ¢(L) + 1,
we then call L' the parent of L, and L a child of L', while more generally, when ¢(L’) > ¢(L),
we say that L' is an ancestor of L and L a descendant of L'.

For every L € Gy we let
R(L)={p:pv(p) €L and 27" <|py.(p)| <27°}.

Observe that R(Lg) is not the region R (as Lo € Go so £(Lg) = 0), but rather R = (J; .5 R(L).

For each L € G, we let y;, € V be its center and denote by B(L) the ball Boz—¢(z) (yz) (in
R™*") and by B"(L) the set B(L) \ By—s—¢z)(V). It will be convenient to consider slight
enlargements of the sets R(L). More precisely, given a positive number 1 < A < % and L € Gy

we will denote by AL the cube concentric to L in V with side-length 3% and AR(L) the set
AR(L) :={p:pv(p) € AL and A 12771 <|py.(p)| < A27¢}.

In fact, in the rest of the paper we will use some fixed choices of A which depend only on
the dimension and which are rather close to 1. Finally, an important role will be played by
the “planar cross sections” of the sets R(L) and AR(L), namely the intersections of these sets
with the planes «; forming the cone S; these intersections will be denoted by L; and AL;,
respectively.

The following elementary lemma, whose proof is left to the reader, summarizes some impor-
tant geometric properties of the sets just introduced, and verifies that G is indeed a Whitney
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decomposition towards V. With a slight abuse of terminology we will talk about the interior
of L and L; meaning their interiors in the relative topology of V' and «;, respectively. In order
to help the reader visualize the content of Lemma 8.11 we refer to Figure 1 below.

Lemma 8.11. Consider the collection of cubes G introduced above and its elements L. Then
the following properties hold:
(i) Given any pair of distinct L,L' € G the interiors of R(L) and R(L') are pairwise
disjoint and R(L) N R(L") # 0 if and only if LN L # () and [¢(L) — £(L")] < 1, while
the interiors of L and L' are disjoint if £(L) < ¢(L’) and L' is not an ancestor of L.

(ii) The union of R(L) ranging over all L € G is the whole set R.

(iii) The diameters of the sets L, R(L), AL, AR(L), L;, AL;, and B"(L) are all comparable
to 27UL) gnd, with the exception of L, \L, all comparable to the distance between an
arbitrarily element within them and V' ; more precisely, any such diameter and distance
is bounded above by C2~*E) and bounded below by C~12=4L) for some constant C
which depends only on m and n.

(iv) There is a constant C = C(m,n) such that, if B"(L)NB"(L’) # 0, then |[¢(L)—¢(L")] <
C and dist(L, L') < C27“5) . In particular, for every L € G, the subset of L' € G for
which B"(L) and B"(L') have nonempty intersection is bounded by a constant.

(V) Yoreg, H™ (L) = C(m) for any £ and therefore, for any k> 0,

322U < (s, m). (8.28)
Leg

FIGURE 1. An illustration of the Whitney decomposition of R (illustrated on a1). The
subspace V is represented by the thick line joining the two planes, with a representation
cube L showing, with the corresponding sets R(L) (in red) and L; (in blue). The set R(L)
is obtained by rotating the given cube L; around V in the ambient (m + n)-dimensional
space, a portion of which is shown.

8.5.2. Layering and choice of the parameters. We now fix a 6 > 0 (whose choice will specified
below in Assumption 8.12) and apply the layering subdivision Lemma 8.3 with this § in place
of § therein, to identify a family of sub-cones S =Sy 2 S; D -+ 2 S, where Sy, consists of the
union of the planes o; with ¢ € I(k) for the set of indices I(k) given by Lemma 8.3. We then
distinguish two cases:
(a) if max;jey(x) dist(o; NB1, a; NBy) < &, we define an additional cone S, 41 consisting
of a single plane, given by the smallest index in I(k) and we set & := k + 1 and
I(r) :== {min I(k)};
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(b) otherwise, we select no smaller cone and set § := k.

We next detail the choice of the various parameters involved in our discussion.

Assumption 8.12 (Selection of the parameters). Firstly, we denote by §* the minimum of
the parameters § needed to ensure that Proposition 8.6, Lemma 8.8, and Proposition 8.9 are
applicable to all the cones Si, k € {0,1,...,%}: note that all the Sy are M-balanced by
construction and that therefore §* = 6*(m,n,n,Q, M) > 0, and in particular its choice does
not depend on §. Subsequently, we fix a parameter 7 = 7(m,n,n,Q, M) > 0 smaller than
% for some large constant C' = C(m,n,n,Q) > 0. The parameter é leading to the layering
So 2 Sy D --- D S; is then chosen to be much smaller than 7; so 6 = S(m, n,n,Q, M) > 0. In
particular, § < §*. Finally, € = e(m,n,n, Q,8*,8,7) > 0 will be chosen even smaller than §.

8.5.3. QOuter, central, and inner regions. We will next subdivide the cubes in G using the
following criterion. In order to simplify our notation we introduce the shorthand:

E(L.K) =220 [ dist*(,80)d| T ).
Bh,(L)
For every k € {0,1,...,&k}, recall that I(k) gives the subset of {1,..., N} such that S =
Uierr) i If I(k) consists of more than one element, we set
s(k) := min dist(a; N By, ;N By), (8.29)
i<jel(k)
while we set s(k) := ¢ if I(k) is a singleton.

Definition 8.13. Let L € G. We say that:
(i) L is an outer cube if E(L’,0) < 725(0)? for every ancestor L’ of L (including L).
(ii) L is a central cube if it is not an outer cube and if mingy E(L', k)/s(k)? < 72 for every
ancestor L' of L (including L).
(iii) L is an inner cube if it is neither an outer nor a central cube, but its parent is an outer
or a central cube.

The corresponding families of cubes will be denoted by G°, G¢, and G, respectively. Observe
that any cube L € G is either an outer cube, or a central cube, or an inner cube, or a descendant
of inner cube.

We correspondingly define three subregions of R:

e The outer region, denoted R?, is the union of R(L) for L varying over elements of G°.

e The central region, denoted R€, is the union of R(L) for L varying over elements of G°.

e Finally, the inner region, denoted R™, is the union of R(L) for L ranging over the
elements of G which are neither outer nor central cubes.

Alternatively, the inner region can be defined as the union of R(L) for L ranging over the inner
cubes and their descendants. For a visual illustration of the subdivision and the corresponding
cubes we refer to Figure 2.

The following lemma will be pivotal to define our refined approximation.

Lemma 8.14. Let T and S be as in Assumption 8.10 and assume the parameters 5, 6%,
7, and € satisfy Assumption 8.12 and the ratios %, g, and 5= are smaller than a constant
c=c(Q,m,n,n)>0. Then
(i) Lo € G° and moreover, for every choice of 7 and £ € N there is a constant ¢ =
c(Q,m,n,n,T,0) >0 such that, if e < ¢, then Gy C G°.
(ii) For every L € G° there is an index k(L) € {0,...,k} such that

E(L, k) < m2s(k)? (8.30)
for all k > k(L) while for all k < k(L) we have
E(L, k) > %s(k)?. (8.31)

(iii) For every L € G° we have that (8.30) holds for k = 0 (and thus for every k), whilst
for every L € G™ we have that (8.31) holds for every k.



FREQUENCY 1 FLAT SINGULAR POINTS AND #™~2.A.E UNIQUENESS OF TANGENT CONES 45

FIGURE 2. An example of a possible labeling of the cubes and of a corresponding subdi-
vision of R. The outer region is white, while the central region is lightly shadowed and the
inner region is shadowed. The labels o, ¢, and in identify rotationally invariant sets R(L)
corresponding to cubes L which are, respectively, outer, central, and inner cubes. Note that
descendants of inner cubes are not inner cubes, even though the corresponding rotationally
invariant regions are included in the inner region.

(iv) There is a constant C = C(Q,m,n,7n,5,6*,7) > 0 such that
E(L,k(L)) < CE(L,0) VL € G° (8.32)
1 < CE(L,0) VL € g™, (8.33)

(v) For every L € G°, Proposition 8.6 is applicable to the current T, o) and the cone
So, whilst for every L € G° either Proposition 8.6 or Proposition 8.9 is applicable to
the current T, 5-ew) and the cone Sy(r) (depending on whether Sy consists of at
least two planes or is a single plane).

Given Lemma 8.14 it is convenient to introduce the convention k(L) = 0if L € G° and to set
E(L) := E(L,k(L)). Note however that k(L) might be indeed equal to 0 for several elements
of G¢ as well.

Proof. First of all, for any L € G we have, since B"(L) C By, that
E(L,0) < C2mTUDE(T, S B,) < C2m+24L)25(0)2

where the second inequality comes from (8.26), and where C' depends only on m. In particular
statement (i) in the Lemma follows immediately, as for any L € Gy we have an upper bound
on /(L) and so choosing C2(m+2)¢c2 < 72 we get the desired inequality.

Regarding statement (ii), notice that

E(L,k) < Cdist*(Sg_1,Sk) + CE(L,k — 1) (8.34)
for cach k =0, ..., % and for some constant C' = C(m,n). Recalling that dist(Sg_1,Sy) < ds(k)
and that s(k — 1) < 0s(k) (by Lemma 8.3 (iii) and (iv)), we immediately get

E(L, k) <C (1 + %) 8%s(k)?.

In particular, if % is smaller than an appropriate geometric constant, we infer that the inequality
E(L,k —1) < 7%s(k — 1)? implies E(L, k) < 72s(k)?. But then statement (ii) holds if we let
k(L) be the smallest integer k for which E(L, k) < 72s(k)?, whose existence is guaranteed by
the assumption that L € G°. The same argument implies immediately the statement (iii) (as



46 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

if L € G° then we know the minimum integer k(L) above is k(L) = 0, whilst if L € G the
minimum over all k of the ratio E(L, k)/s(k)? is larger than 72).
Now recalling the second half of Lemma 8.3(iii), we have

dist(Sg_1,Sk) <1 's(k —1),

where 1 depends on N and §. In particular, recalling (8.34), if E(L,k — 1) > 72s(k — 1)? we
conclude the inequality

E(L, k) < n%s(k —1)?*4+CE(L,k—1) < C(1+ (n7) E(L, k —1).

If L € G¢ we can apply the latter for k = 1,..., k(L) to conclude (8.32). If L € G we can
apply it for every k, combined with (8.31), to conclude that

s(k)? < CE(L,0).

We now distinguish two cases:
e I(R) consists of a single element; in this case s(k) = 0.
e J(R) consists of more than one element; in this case (from Lemma 8.3(ii) and the
defining property (b) of & in Section 8.5.2)

s(k) > ni<rJ;1ele)((R) d(a; NBy,a; NBy) > no .

In both cases we conclude that s(&) is bounded away from 0 and thus (8.33) holds, proving

(iv).

As for (v), observe that for L € G° U G,
/ dist® (g k(1) dlI Ty, e (@) = B(L, k(L)) < 72s(k(L))?
B4\By/32(V)

where we have used (iii). Moreover, s(0) < s(k) for all k and A? < £2s(0)? by (8.26). Hence, if
we denote by A the supremum norm of the second fundamental form of the rescaled manifold
Yy, 2-e), we then have

/ dist*(q, Sk(z)) d|T,, 2w (@) + A7 < C(r* + 272 e2)g(k)?
B4\Bj/32(V)

Recalling the definition of s(k) it suffices to guarantee that C(72+¢2) < (6*)? to guarantee that
Proposition 8.6 is applicable in case I (k) consists of more than one element. Otherwise we know
that s(k) = 0 and the same smallness condition guarantees the applicability of Proposition 8.9.
This completes the proof. O

8.5.4. Local approzimations. For each outer and central cube L, from Lemma 8.14(v) we apply
Proposition 8.6 or Proposition 8.9 to the current T, 5« and the cone Syz) (the choice of
which proposition to apply depends only on whether |I(k(L))| > 1 or not). We thus gain a
corresponding Lipschitz approximation for T, ,-¢x) on the planar domains (By \ B1,16(V)) N
Sk(z)- By translating and scaling back we gain corresponding Lipschitz approximations of the
current 7' defined over the open domains Q(L) := (Bgi-ex) (yr) \ Bo-1-ex) (V) N Sk(r) of S.

We set ;(L) := Q(L)Ne; and denote by uy, ; the corresponding multi-valued function given
above and by Qp; the number of values ur, ; takes. We moreover denote by €;(L) the sets
2=, +yp, and by K;(L) the sets 274D K; 4y, with ©; and K; given by Proposition 8.6
(or Proposition 8.9). These objects are defined only for the indices ¢ belonging to the collection
I(k(L)), but we may extend our notation to allow also the case Qr; = 0, in which the map
ur,; does not exist (these will be the indices of planes not contained in Sy z)); this results in
a slight abuse of our terminology and notation. The collection of corresponding multi-valued
functions (ranging over all ¢) corresponding to a given L will be denoted by uy,, and we will call
them “local approximations of T related to L”. The following is the key proposition detailing
the refined approximation.
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Proposition 8.15 (Refined approximation). Let T, ¥ and S be as in Assumption 8.10, and
suppose that the assumptions of Lemma 8.14 hold. There exists 1 < A = A(m) < % and
C = C(Q,m,n,n,8*) > 0, not depending on 0, T, and €, such that the local approzimations
uy, satisfy the following properties.
(i) For every fizedi € {1,...,N}, QL is the same positive integer for every L € G°.
(ii) >, Qr: = Q for every L € G°UG°.
(ili) For every L € G°UG° we have spt(T) N AR(L) C U, (L) and

22#Wg — p,.(q))? < C(B(L) +272EA?) Vg e spt(T)NQ(L); (8.35)
(iv) For L € G°UG®, if we set
Tp,;==TLQ(L) N {dist(-, ;) < C27"EN(E(L) + 2721 A%)1/2}

(with C' larger than the constant in the estimate (8.35)), then, for K;(L) = 2“1 K, +
yr, C Qi (L) as above,

TriLps (Ki(L) = Gu, Loy, (Ki(L)),
gr(ur;) C X, and the following estimates hold:
220 flug, |2, + 2| Dug, 5|72 < C(B(L) + 272 A?) (8.3
Lip (ur ;) < C(B(L) + 27 2B A2)7 (8.37)
(L) \ Ko(D)] + T2 ol () \ P} (Ki(L))) < C27 ™ (B(L) + 272D A% (8.3

(v) For every L € G°UG®, (T, ) < max; QLJ—&—% on R(L). In particular, O(T,-) < Q—%
on R(L) if L € G°.

We will prove Proposition 8.15 in tandem with the next lemma. Consider a domain U C
AR(L) which is invariant under rotations around V' and set U; := «; N U. We wish to replace
TL U with the union of the portions of the graphs of the functions wuy ; lying over U;. This
will generate errors of two types. One type is due to the fact that spt(7") N U is not completely
contained in the union of the graphs of the functions wp ;: this will be taken care of by
Proposition 8.15 above. A second type of error is due to the fact that, even though the
estimate (8.35) holds, if we define

U:.= U{q iPa;(q) €U; and  |g — pa,(q)] < Co—4L) (E(L) + 2_2£(L)A2)1/2} (8.39)

(where C is assumed to be the constant of estimate (8.35)), there still is a difference between
spt(T) N U and spt(T) NU. The purpose of the following lemma is to estimate errors of this
second type:

Lemma 8.16. Under the assumptions of Lemma 8.14, consider L € G° UG®, let U C AR(L)
be a set invariant under rotations around V whose cross-sections U; = U N «; are Lipschitz
open sets or the closures of Lipschitz open sets, and define U as in (8.39). Then

TN D) + 71\ V) < € (B(L) + 2720 A%) 2~ 0131 (a1
_ 1+
+ComtB) (B(L) + 2720 A%) (8.40)

where the constant C depends on the parameters m,n,n,Q, 6, and the Lipschitz reqularity of
the boundary of the rescaled cross-section 26U .

Remark 8.17. We will in fact only apply this Lemma to sets U whose cross-sections U; =
U N a; have a limited number of shapes, up to the rescaling factor 2-4L)_ In particular, in
these cases the corresponding constant C' in the estimate depends only upon m,n,n, @, and 6.

Proof of Proposition 8.15 and of Lemma 8.16. We will prove the two statements at the same
time. We start by showing that the estimates of the statements (iii) and (iv) of Proposition
8.15 hold. Fix L € G° UG, let k = k(L), and ¢ = ¢(L). In order to simplify our notation we
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write 7" := T}, o—¢ and ¥’ := X, 5. The supremum norm of the second fundamental form
of ¥/ is clearly 27¢A. On the other hand, by scaling invariance,
/ dist? (g, Si) d|T’]| () = B(L). (8.41)
B4\Bi/32(V)

Let us assume that I(k) consists of more than one element; in particular, by Lemma 8.14(v),
we can apply Proposition 8.6 to T”, ¥’ and Sg. The argument is entirely analogous when I (k)
consists of one element except instead we apply Proposition 8.9, and so we will just focus on
the former case. We consider the domains €2; given by Proposition 8.6 and recall that from
Lemma 8.5 it follows that

spt(T") N B3 \ By16(V) C U Q;,
:

In turn this rescales to the statement

spt(T') N Bz.o—¢(yr) \ By-e-4(V) C U Qi(L).

For an appropriate choice of the constant A (i.e. sufficiently close to 1),
AR(L) C Bga-e(yr) \ Ba-e-4(V)
and so the first claim of Proposition 8.15(iii) follows. As for the height estimate in (iii),
Proposition 8.6(c) and (8.41) gives
|4 = Pa,(q)]* < C(E(L) +27%A%) Vg e Qinspt(T")
which scales to
14— Pay ()2 < C272(E(L) +27A2) Vg e (L) Nspt(T),

i.e. (8.35). This proves (iii).

The first two claims of Proposition 8.15(iv) follow directly from the corresponding claims in
Proposition 8.6. As for the estimates, if we denote by u; and K; the multi-valued functions ap-
proximating 77 := T €; N W; and the corresponding “coincidence sets” given by Proposition
8.6, then, taking into account (8.41), we have the estimates

il + [1Dusl| 2. < C(E(L) +27*A?)
Lip (u;) < C(E(L) + 272 A?)"
1\ K|+ 177112\ g, (K7)) < C(E(L) +27 A%
The estimates in Proposition 8.15(iv) therefore follow from the obvious scaling relations

uilloo = 2%fuz,illo

[Dtilloe = [DuL,iflo

|Dusl| 2 = 22| Dur ;|| 2

|0\ K| = 2m10%(L) \ Ki(L)]

ITH (o, (2 \ K7)) = 2™ T il (g (2(L) \ K4(L)))

which completes the proof of (iv).

Next, we will prove Proposition 8.15(i). We claim that Qr; = Qr; if L, L' € G° and L’ is
the parent of L; notice that since Ly € G° by Lemma 8.14(i), this will hold for any i € I(0),
and thus for every i € {1,...,N}. First, notice that because of (8.35), it is easy to see that
Tr; and Tp/ ; coincide over Q;(L) N §;(L"). In particular, the two currents G, , and Gu,
coincide over p, ! (K;(L)NK;(L")). Clearly by (iv), namely (8.38), K;(L)NK;(L’) has positive
measure provided E(L), E(L’), and A are smaller than a geometric constant, and all these
conditions can be ensured by choosing 7 and e smaller than a geometric constant (here it is
crucial that the constant C' in the estimates of statement (iv) does not depend on 7 and ¢).
But once we know that K;(L) N K;(L’) has positive measure and the current graphs coincide
over this set we clearly conclude that Qr;, = Qr ;.
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Given this, since every parent of an element in G° belongs to G° (by definition of G°)
we conclude from the above that Qr; = Qr,,, which obviously implies the first claim of
Proposition 8.15(i). The fact that all of them are positive follows from Proposition 8.6(f) once
we assume ¢ is sufficiently small, because it will force Qp,,; > 1 for every i. Thus (i) is proved.

Next, because of (i), the conclusion of point (ii) holds for L € G once we show ), Qr,; = Q.
For the latter we can use Lemma 8.8 with assumption (a), since yr, = 0 and {O(T,-) >
Q) NB.(0) £ 0.

In order to prove (ii) when L € G¢ we are again going to argue inductively, showing that:

(A) If Y, Qu=Q for L' € G°UG?, then ), Qr; = Q for every child L € G°UG° of L'.
In order to show (A) we will in fact use the result of Lemma 8.16, which we shall prove now.

Fix L € G°UG° and a set U C AR(L) which is invariant under rotations around V. Firstly,
from what has been proved so far of Proposition 8.15, namely (iii) and (iv), we can conclude
that TL(UUU) =3, Tr;L (UUU) and spt(Tr, ;) Nspt(Tr ;) = O for all i < j (which follows
from (iv) provided 7 and ¢ are sufficiently small, as then the neighbourhoods of the «; in (iv)
are all disjoint, and from the choice of \, which ensures that U N U N spt(T) is contained in
the union of €;(L)). In particular, we have

ITNUAD) = 3 [Tl (U AD)

where UAU := (U \ U) U (U \ U) is the symmetric difference of U and U. Thus we can again
use the conclusion (iv) in Proposition 8.15 to estimate further

ITHUAD) <D NG, N(UAD) + 027 B (B(L) + 272D A%) 17
%

Consider now the set )

A; = pg, (gr(ug,;) N (UAU))
Since by choosing 7 and ¢ small enough we can assume Lip(uz;) < 1 (by (8.37)), it follows
immediately from this this Lipschitz regularity that

G, [(UAD) < CQL.lA]

for some geometric constant C. Since ), Qr; < @ (note in particular that we do not need
the equality >, Qr,; = @Q in this argument), in order to reach the estimate of Lemma 8.16 it
suffices to show that

A < C(B(L) + 272 A2~ Bm=1 (o), (8.42)

where C has the dependencies in the statement of the lemma (recall that U; = U N o). We
will indeed show that

dist(q, 8U;) < C27“E(E(L) 4+ 27 2WA%)  vVge A;.

In particular, using the Lipschitz regularity of OU;, (8.42) follows immediately (by taking a
suitable cover of QU; and taking the tubular neighbourhood of each set in this cover with radius
2 times the above distance bound to cover A;). In order to show (8.42), fix a point z € A; and
observe that by definition there must be a point p € gr (uz ;) N (UAU) such that 2 = pa, (p).
Let v = py(p) = pv(z) and denote by o the half-line in «; which originates at v and contains
2. On this half-line we denote by y the point such that

dist(y, V) = |y — v| = dist(p, V), (8.43)
and moreover as all points on this half-line project to v, we have
pv(y) =pv(p). (8.44)

Observe that p € U if and only if y € U (using that U is invariant under rotations about V
and (8.43), (8.44)), which happens if and only if y € U;. On the other hand p € U if and only
if x = pq,(p) € U;. Therefore one of the following two alternatives hold:

° pel[\f], and hence y € U; but = ¢ U;

e pc U\ U, and hence z € U; but y € U;.
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In both cases the segment o joining = and y must contain a point of 9U; and thus dist(z, dU;) <
|z — y|. We therefore wish to estimate the latter.

To that end consider the triangle with vertices v, p, and x and let 6 be the angle at v. We
then have

|z —y| = |p —v|(1 — cos§) < C27* D) (1 — cosh) (8.45)
sing = L~ x: C(E(L) 4 2 2B A)1/2, (8.46)
p—v

Here, the upper bound on |p —v| comes from (8.36) and the upper bound on the distance of U;
from V, while the lower bound on |p — v| also comes from the lower bound on the distance of
U; to V, and the upper bound on |p — x| comes from (8.36) (this is using that p € gr(ur, ;), but
also holds more generally when p € spt(7y, ;). In particular as (8.46) tells us that 6 is small
(e.g. 0 < /3 suffices), we get sin(f) > 0/2; as 1 — cos(f) < 62?/2 is always true, combining
these with (8.45) and (8.46) we establish the desired bound on |z — y|, hence completing the
proof of (8.42) and so also the proof of Lemma 8.16.

Having proved Lemma 8.16 we now come to the proof of (A). Consider L, L’ € G°UG°, with
L a child of I’. Consider the set U := AR(L) N AR(L'); clearly U is invariant under rotations
around V. Under the assumption that ), Qr/; = Q, we can use Lemma 8.16 to prove

ITIU) > (Q = 3)H™(Uh). (8.47)

for Uy := UNay as before. Indeed, introduce the set U for this choice of U as in Lemma 8.16
and note that

17O Z T2 i (U) = ZQL/ / = QH™(U1)

(observe that the set U is formed by cylindrical domains with cross-sections U;, and in particular

(Pa)s (T i) LU) = Qrv s [Us].

We can now use Lemma 8.16 to estimate
|T)[(U) > |TI(O) = |T|(T\U) > QH™(Uy) — C27“FN(B(L) + 27 AHYyH™ 1 (8Uy) .

Note that in principle the constant C' appearing in the estimate depends on the region U (which
in turn depends on L and L'), however the latter is determined by the cross-section which, after
rescaling by 2¢(%) and translating, is the intersection of two shapes ranging in a finite number of
possibilities (the number of which depends on A). In particular, by Remark 8.17, we can assume
that the constant C' depends only on the constants m, n, 2, @, 6 and A (note however that we
have already fixed A = A(m)). On the other hand we also get 2~ “LH™=1(9U,) < CH™(U,),
with a constant C' depending on m and A\. We thus conclude

ITI(U) 2 (Q — CE(L) +2 P A%))H™(U1) 2 (Q — C(r* + ) H™ (V).

Since the constant C' is independent of both 7 and e, an appropriate smallness condition on
these two parameters guarantees the validity of (8.47).

If we now consider the current 7, 5-«x), the corresponding rescaled set 2 = ZK(L)(U —yr)
satisfies requirement (b) of Lemma 8.8, which implies that Y . Qr; = @, if 7 is sufficiently
small. While it is true that Lemma 8.8 imposes a smallness condition on 7 which depends
on the set 2, it is easy to see that the latter varies among a fixed number of sets (since L is
a child of L), which depend on the relative position of L compared to L’ because once A is
fixed, AR(L) N AR(L') overlap for a fixed number of cubes L, L' always. In particular, there
is a choice of smallness condition on 7 which ensures the applicability of the lemma for every
pair of cubes L and L’ as in (A). Therefore to finish the proof, note that as (ii) holds for G°, it
follows by induction from (A) that (ii) holds for every L € G°UG?, as every cube L in this set
is a descendent of a cube in G°, while their ancestors are all in G° U G°. So we are done with
this part.
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We finally prove (v). Fix a point p € R(L)Nspt(T") and note that it must belong to spt(Ty, ;)

g—(L)—1

vm—2

IT:1(B,(p) < |73 (Cp(psm:)) < Qr,ip™ + C(E(L) + 272HE) AZ)1+79=mA(L)
< (Qr, + C(E(L) + 272 A7) pm |

we estimate

for some 7. For p = (A —1)

Then if € and 7 are small enough, we conclude the claim from (8.30) and the monotonicity
formula. 0

8.6. Coherent approximation on the outer region and first blow-up. For technical
reasons, it is useful to have a single multi-valued approximation defined over the union of all
L; for L varying among the elements of G°. Proposition 8.19 below gives a precise statement
of this, but we first introduce some notation.

Definition 8.18. Let T', 3, and S be as in Proposition 8.15. Fix L € G°. We denote by 4" (L)
the set of L' € G° such that R(L) N R(L') # (), and let

E(L) :=max{E(L"): L' € #(L)}.

Proposition 8.19 (Coherent outer approximation). Let T' and S be as in Proposition 8.15.
For everyi € {1,..., N} we define

R} = |J Li=ain | J R(L)
Lege Lege
and let Q; == Qr,.i. Then, there are Lipschitz multi-valued maps u; : R} — Ag,(a;") and
closed subsets K;(L) C L; satisfying the following properties.
(i) gr(w) € ¥ and Ty, Lp H(Ki(L)) = Gy, Lp ' (K;(L)) for every L € G°, where Ty, ;
are defined as in Proposition 8.15;
(i1) The following estimates hold

22D w13 oe 1) + 2™ | D2,y < CE(L) + 2724 A2 (8.48)
| Duil| poo (1) < C(E(L) + 2724E) A2)7 (8.49)
1L \ Ki(L)| + | Teill(p3! (Li \ Ki(L))) < C27™N(B(L) 4 272 A%) 17 (8.50)

where the constant C depends only upon Q,m,n,n, and §.

Proof. The ideas of the proof are borrowed from [10, Section 1.2.2] and [13, Section 6.2]. On the
one hand there is a slight complication compared to the arguments borrowed from [10, Section
1.2.2] due to the fact that the regions R(L) are not cubes; on other hand compared to the
arguments borrowed from [13, Section 6.2] our situation is considerably simpler.

First observe that, since L; = R(L) N «y, the set A°(L) is equivalently described as those
cubes L' € G° such that L; N L; # () for some i. In fact, given the invariance of R(L) under
rotations around V, if this is true for some i then it is true for all ¢, and so we can fix an
arbitrary ¢. Notice that

(a) the cardinality of .4"(L) is bounded by a dimensional constant;
(b) [6(L") —£(L)| <1 for every L' € A (L).
Indeed, (a) follows by the construction of the collection of cubes G and their associated sets

R(L), while (b) is a consequence of Lemma 8.11(i). For each cube L € G°, consider the
approximations uy, ; and the coincidence sets K;(L) given by Proposition 8.15 and define

Ki(L):= () Ki(L).
L'eN (L)
Observe that for every L' € 4 (L) we have ur,; = ur,; on K;(L). Note that

1Li \ Ki(L)| < Z (L) \ Ki(L')]

L'en (L)
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and
ITrill(pa! (L\Ki(L)))
<ITeallea (Li\Ki(L)+ > | Teall(pa(Li \ Ki(L'))
L'e ¥ (L)\{L}
<ol (L \Ki(D) + > 1Tl (L) \ pa (Ki(L))
L'e ¥ (L)\{L}

and thus (8.50) follows from Proposition 8.15(iv) and (a) and (b) above.

Note that we may define u; := uy, ; on K;(L), which is clearly well-defined. To complete the
proof we need to extend u; from (J; cgo Ki(L) to a Lipschitz map on RY := {J; cgo Li which
satisfies gr (u;) C ¥ and the estimates (8.48) and (8.49). Recall that we have the estimates

ill oo (i, (1)) < C27 N (B(L) + 2724 A%)1/2 (8.51)
Lip(uil g, () < C(B(L) + 272D A%)7, (8.52)
by Proposition 8.15(iv), just because on the set K;(L) the map u; coincides with uy, ;.
Observe moreover that, if we consider the larger domains K;(L) := Upc 41, K;(L), we
still have estimates analogous to (8.51), (8.52), with E(L) replacing E(L), namely
ltill oo i, 1y < €27 (B(L) + 2721 A2)12 (8.53)
Lip(ui| z 1) < C(BE(L) + 2724 A2)7 | 8.54
Ki(L)

Our aim is to show that we can find an extension u; to (J; cg. Li and use (8.53), (8.54) to show
that for each L € G° this extension satisfies

luill e 1y < C27 N (B(L) + 272 A2 (8.55)

Lip(ui|r,) < C(B(L) + 27 2B A7 (8.56)

The remaining claim, namely the L? bound on Du; over L; claimed in point (ii) of the propo-
sition, is then an obvious consequence of (8.52), the bound on |L; \ K;(L)|, and the fact that

1Duil|22 (Ki(L)) < C27"N(B(L) +27 2P A%,

the latter being again a consequence of u;|g, (1) = ur-

In order to accomplish the latter task we first observe that we can ignore the requirement
that gr (u;) C 3. Indeed, fix the n-dimensional subspace 7 = af- NTyX which is the orthogonal
complement of o in Tp¥ and let ¥ : B; N TyX — ToX+ be the map whose graph describes X.
Recall that || D?¥||co < CA and, since D¥(0) = 0, we conclude || D¥||co < CA as well. It thus
suffices to find an extension of the m-component u] of the map u; with the desired estimate
and compose it with ¥ in the remaining components of a;- to find the desired extension of u;
(the formula for the latter map would then be z + (uf (z), U(z,uT (z))) € m x TyX1).

Once we are allowed to ignore the above issue, we consider a cellular decomposition of the
L;’s into O-cells (the 0-skeleton), 1-cells attached to the 0-cells (the 1-skeleton), 2-cells, and
so on, with the final m-dimensional cells being the interiors of the L;’s. This can be done
canonically across all L, note indeed that each L; is the product, in V x (V+Na;), of the cube
L C V with the annulus {y € V* Na; : 274071 < |y| < 2740

We denote by S; the collection of i-cells in the above. We also slightly fatten each 0-cell
p to open neighborhoods UP so that the separation between any UP and U? with p,q € L; is
at least ¢27¢(F) for some dimensional constant ¢ > 0. Now, for every 1-cell o with endpoints
p,q € Sp, we slightly fatten o \ (UP U U?) to an open set U’ and again we take care that
the separation between two fattenings U and U” for distinct 1-cells o and 7 contained in the
same L; is at least 2~ %), We proceed in this way over all skeleta. Figure 3 gives a graphical
illustration of this on some specific 0, 1, and 2-cells.

We then find a Lipschitz extension of the maps u; to the points 0-skeleton in the following
fashion:
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FIGURE 3. An illustration of the fattening of some O-cells, 1-cells and 2-cells, used in the
extension algorithm to find a coherent approximation.

For each point P in the O-skeleton, we let N(P) be the union of L/ for those cubes L' € G°
which contain P. The extension is then done using [10, Theorem 1.7], which ensures that, after
setting K := (U, cgo Ki(L)

Lip(ui|(knn(pyyuur) < OLip(wil knn(p)) (8.57)
will Lo (N (PyuUP) < Clluil| Lo (knn(Pp)) - (8.58)
To extend to the 1-cells fix any o € S; contained in some L; with endpoints p and ¢, and

let N (o) be the union of all the L] which intersect o. Observe that, because UP and U7 are
far enough apart from one another, using (8.57) and (8.58) we get the estimates

Lip(ui|(nn(oyuwrore)) < CLip(u| kan(e)) + C27 ) |us|| Lo (kan (o))
will Lo (kAN (o) u@ruve)) < Clluill e (kAN (o)) -

We then proceed and define u; on each U? separately so that (again, using [10, Theorem 1.7])

Lip(ui|(knn(o))uwruvauve)) < CLip(wi| (kN (o))uwruva))
il Lo (kAN (o) UwrLvauTe)) < Clluill Lo (kAN (o)) UWaLD?)) -

We proceed inductively in this fashion and after going over all the skeleta we finally arrive at
an extension which, defining N(L;) as the union of the L over L' € .4#(L), satisfies

Lip(u|(xnn(zyorn) < CLip(ulgan(zn) + C27 ) usl| oo (enn(r.)) -
luill Lo (kN (L) < Cllsl| Loe (kAN (L)) -

Given that K N N(L;) = K;(L), we conclude the desired bounds from (8.53) and (8.54). [

8.7. Blow-up. We have thus constructed a collection of N multi-valued approximations on
the outer region. From the estimates of the previous proposition and a suitable covering
argument it is easy to see that, away from the spine V, their Dirichlet energies are controlled
by the conical excess E(T ,S,B4). Our next main goal is to show that, after we normalize
them by (E(T, S,By4))'/2, they are close to a Dir-minimizing function. The control of the
Dirichlet energy is still too crude for our final purpose, as it degenerates when we get closer
to the spine: in order to gain a uniform control outside the spine we will need to use Simon’s
estimates; Section 11 will be devoted to this task. However, this “first blow-up” will be useful
for two reasons: it is sufficient for the purpose of Section 9.1, where we “balance” the best
approximating cone (recall the discussion at the beginning of Section 8), and it will ultimately
be used in the final blow-up argument to prove Dir-minimality of the blow-up limit away from
the spine. In the final blow-up argument, the better control on the Dirichlet energy will then
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be used to prove Dir-minimality across the spine, using the fact that (m — 2)-dimensional
subspaces have vanishing W' 2-capacity.

Proposition 8.20 (First blow-up). Let T and S be as in Proposition 8.15 and assume
the parameters 6*,7, and & are fized. Then, for every o,c > 0 there are constants C =
C(m,n,Q,86*,7,6) >0 and e = e(m,n,Q,*,7,0,0,5) > 0 such that the following holds:

(i) R\ B,(V) is contained in the outer region R° (recall R is as in (8.27));

(i1) If u; are the maps of Proposition 8.19 and R; :== (R \ B,(V)) N« then

/ |Du;|? < Co2E(T,S,By) + CAZ. (8.59)
(i) If additionally A2 < 2E(T, S, By) and we set v; := B(T,S,By)~/?u;, then there is a
map w; : Ry — Ag, (a;t) which is Dir-minimizing and such that

i
dy2(vi,w;) <, (8.60)
where dyy1.2 is the W2 distance defined in [10].

Note that, crucially, while the parameter € must be chosen suitably small depending on g,
the constant C' in (8.59) is instead independent of it. As already mentioned, the control (8.59)

is indeed sub-optimal and we will later be able to remove the factor o—2.

Remark 8.21. We wish to spent a few words on a procedure which will be used often in the
rest of the paper. Assume we have a sequence of currents T}, manifolds X, and cones Sy
satisfying the assumptions of Proposition 8.20 for some fixed choice of the parameters §*, 7,
and 0. We assume that the cones Sj, are converging locally in the sense of Hausdorff distance
to some limiting S, and fix some sequence of m-dimensional planes af C Sg converging to a
plane a® C S,.. Assume moreover that Ey = E(T}, Sk, B1) and E(T}, Sk, B1)"'A? are both
converging to zero. Let uj be the coherent outer approximations over the domains RY, which
consist of the outer regions R} for each T}, intersected with the planes a¥. We would like to
use Proposition 8.20 to extract a Dir-minimizing limit of suitable normalizations of the maps
u¥ namely vF := E, 1 2uf for some choice of normalization constants Fj satisfying E; < Ej.
One technical point is that the maps v¥ are not defined on the same plane. In order to deal
with issue apply a rotation and map o onto a°. In fact, even though this is not needed, it
is convenient to choose the canonical rotations Ry = R(aF,af®) of Lemma 7.4. We can then
extract, up to extracting a subsequence, a limit v; of v¥ o R,;l; note that the latter maps are
defined over (subdomains of) the same plane. Observe that the rotations Ry do depend on 4
and thus we do not have a single canonical rotation which works for every i. However, we can
also see from Lemma 7.4 that, if we consider the graphs of the maps v¥ as subsets of R™*+"  the
latter are indeed converging to the graph of v;. Our limiting object is, in that sense, canonical.

In the sequel, when we are referring to “the blow-up v; of the maps v¥” we will assume that
we have followed the above algorithm.

Proof. First of all we let o be given and fixed. We then select £ so that § < 27¢ < g and define

¢
Gy = U g;.
§=0

We can then appeal to Lemma 8.14(i) to get that, if ¢ is small enough, then G, C G°. But
by definition of outer cubes the latter implies in fact G<¢41 C G°, which implies the first claim
of the proposition.

Let L € G<y, and observe that (b) in the proof of Proposition 8.19 tells us that for any
L' € 4 (L), we have L' € G<p11. Appealing to Proposition 8.19(ii) (namely, (8.48)) we have

/ Dug|2 < C2-m ) (B(L) + 2-261) A2)
L;

<o MDAz Lo N amUEDE(L0),
L'e (L)
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where .4 (L) and E(L) are as in Definition 8.18. Since the cardinality of .# (L) is bounded by
a geometric constant C' = C'(m,n), we immediately conclude

/ ‘D’U,z|2 <C Z 2—mé(L)(E(L7 0) + 2—2@(L)A2)
R Leg
<e+1

=C Z (22€(L / - dlSt ( )d”T”( ) 27(77H*2)£(L)A2)

LeG<pin

o2 / dist(q, S) d||T]|(q) + CAZ,
Lege
where we have used (8.28) (with xk = 4). We next observe that B"(L) C By for every L € G
and that, by Lemma 8.11(iv), for given any point ¢ € B, the cardinality of elements L € G for
which ¢ € B"(L) is bounded by a constant C' = C(m,n). We thus conclude (8.59).
All that remains to be proven is (iii). By the definition of Ty, ; as the restriction of 7' on a

suitable open set, for each 7 there is an integral current T; with the following properties:

o 0T, = 0.on pg! (Upege L)

e T; is area-minimizing;

. ELp;} (L,L) = TL,i Lp;}(Ll)
In particular, if we define K; := |J; cgo Ki(L), the argument leading to (8.59) and the estimates
in Proposition 8.19 lead to the following;:

T;Lp (KiNR;) = Gy, Lp, (K; N R;) (8.61)

il Foe (ry) < C(E(T,S,By) + A?) (8.62)

| Dug||L~ < C(c2E(T, S, By) + A?)? (8.63)

|R \ K| + | Tl (pa  (Ri \ Ky)) < C(o2E(T, S, By) + A% (8.64)

We are thus in the same position to apply the arguments of [11] leading to [11, Theorem 2.6]
in order to conclude point (iii) of Proposition 8.20. The reader will notice that the only
obstruction to applying [11, Theorem 2.6] is that the domain of the map u; given above is not
a ball. However, the arguments only use the regularity of the boundary of the domain, and
since the boundary of R; is Lipschitz, those arguments apply here as well. O

9. CONE BALANCING

In this section we introduce a suitable procedure which allows us to pass from a possibly
unbalanced cone to a balanced cone whilst only changing the excess by a constant. This
procedure is done under the assumption that the two-sided L? height excess of T relative to
a cone S € €(Q) is significantly smaller than the planar L? height excess of T. To make our
exposition cleaner, we recall the notation

o(S) := mindist(a; N B1,; N By)
1<J
p1(S) := maxdist(c; N By, ; N By)
1<J
where 4, j in the minimum and maximum range over the indices of the planes in S.

Proposition 9.1 (Cone balancing). Assume that T and ¥ are as in Assumption 2.1, By =
B1(0) C Q, S € ¥(Q), and a1,...,an are as in Definition 2.3. Then, there are constants
C=C(Q,m,n,n) >0 and g = £0(Q, m,n,n) > 0 with the following property. Assume that
A? < &2E(T,S,B)) < c4EF(T,By) . (9.1)

Then there is a subset {i1,...,ix} C {1,...,N} with k > 2 such that, upon setting S’ =
o U---Uay,, the following holds:

(a) S’ is C-balanced;

(b) (T, S/,Bl) S CE(T,S,Bl);

(c) dist>(SN By, NB;) < CE(T,S,By);
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(d) CT'EP(T,By) < p(S)* = u(S")? < CEX(T, By).

Using the Pruning Lemma (Lemma 8.2), the proof of Proposition 9.1 can be reduced to
showing the following proposition, which roughly says that if the two-sided L? height excess
of T relative to S is significantly smaller than the minimal angle in the cone S, then in fact S
is already C-balanced for some constant C. Indeed, intuitively, since T' is area-minimizing, if
it is very close to S then we would expect the union of planes in S to roughly behave like an
area-minimizer, and from Morgan’s result (Lemma 7.5) we would expect S to be balanced.

Proposition 9.2. Assume thatT, X, and S are as in Proposition 9.1. Then there are constants
C =C(m,n,n,N) and € = e(m,n,n, N) with the following property. If we additionally have
that

N>2 and A?+E(T,S,B)) <e’0(S)?, (9.2)
then S is C-balanced.

Let us first show that Proposition 9.2 implies Proposition 9.1.

Proof of Proposition 9.1. Suppose that Proposition 9.2 holds, and let €, be the minimum over
N < @ of all the constants ¢ = e(m,n, 7, N) from Proposition 9.2. Then fix ¢g < €, to be
determined later.

The hypotheses of Proposition 9.1 in particular give that E(T,S,B;) < e2E?(T, B;). Next
we estimate

EP(T,Bl)g/ dist?(x, a) d||T||(x) < CE(T, S, B1) + C maxdist?(a; N By, a; N By)

B 1<J

< Ce3EP(T,By) + Cu(S)?,
where C' = C(m,n). In particular for g smaller than a geometric constant we get
EP(T’ Bl) < C/J’(S)2 ) (93)
where C' = C'(m,n). Thus we also conclude
E(T,S,B;) < Cej u(S)?.
—~
=
Let us now fix 6 > 0 (which will be determined later), and let I' be as in Lemma 8.2 for this
choice of § and N. If we take n'/2 = (1+T) 714 in the above, we see that if ¢g = o(m, n, N, ) >
0 is sufficiently small, and D := E(T, S, B;)"/2, then
D<(1+D)tous).
Thus we are in the situation to apply Lemma 8.2 with this choice of D. This yields a subset
I ={i1,...,ix} C{1,...,N}, with & > 2, such that the corresponding planes {a;,,...,a;, }
satisfy (8.1), (8.2), (8.3) of the Pruning Lemma. Now set S’ := a;; U -+ U «;, ; we claim that
Proposition 9.1 holds with this S’. We start by observing that, since u(S) = p(S’) (by (8.3))

and (9.3) holds, we just need
u(S")? < CE*(T,B,) (9.4)
to complete the proof of (d). However, let us first prove (a)—(c).
Observe that conclusion (8.1) of the Pruning Lemma gives

max__mindist*(c; N By, a; N By) < T?E(T, S, By).
j=1,...,N i€l

In particular, this will give condition (c) once we have chosen 0 appropriately. Furthermore,
observe the following consequence of this: for ¢ € spt(7") By, suppose dist(q, S") = dist(q, o, )
for some i; € I. If dist(q,S) = dist(q, a;), then we clearly have dist(q,S’) = dist(q,S).
Otherwise, we must have dist(q, S) = dist(q, ay) for some ¢ ¢ I. By the above consequence of
the Pruning Lemma however, there is some 4;, € I for which
dist*(ay N By, i, NBy) <T?E(T,S,By).
In particular, we must have
dist®(g, ') < dist*(q, o, N B1) < 4dist*(q, o) + 4 dist®(ap N By, ;. N By)
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< 4dist®(¢,S) + 4T*E(T, S, By).
In either case, we see that for any ¢ € spt(T") N By,
dist?(q,8') < 4dist®(q, S) + 4I°E(T, S, By)
which evidently gives
E(T,S,B1) < 4(1+T%(Q + 1)wm)E(T, S, By).

This deals with controlling one term of the two-sided height excess E(T,S’,B;). However,
controlling the other term is simple as S’ C S, and so E(S’7 T,B;) < E(S, T,B;). Combining
we therefore get E(T,S’,B;) < CE(T,S,B;) where C = C(Q,m,n,d); this proves conclusion
(b) provided we choose § = §(Q, m,n,n) > 0 in the end.

To show that conclusion (a) holds we will apply Proposition 9.2 to S’. For this we must
verify that the hypothesis (9.2) holds in this situation. Note that from (8.2) of the Pruning
Lemma we have

E(T,S,B1) + max miPdistQ(ai NB1,a; NBy) <252 mjnl dist?(c; N By, a; N By).
J=1,..., 1€

1<je

In particular, if we perform exactly the same bounds as above when we proved (b), except
replacing the estimate from (8.1) by the above, we would end up with

E(T,S',By) < 4E(T, S, B1) + 8(Q + 1)6 min dist*(a; N By, a; N By)
1<J

< (8Q + 12)6? min dist*(a; N By, N By)
i<jel
where in the second inequality we have used the fact E(T,S,B;) < 202 min;je; dist?(c; N
Bi,a; N By) again from the statement of (8.2) above. But again, since for the other half of
the excess we have

E(S',T,B;) < E(S,T,B,) < E(T,S,B;) < 26* min dist?(c; N By, a; N By)

1<g€e

we see that
E(T,S',B;) < (8Q + 14)5° min dist?(c; N By, a; N By).
1<JE
Hence, if we choose § = §(Q, m,n,n) > 0 obeying (8Q + 14)§? < €, /2, we get that one part of
the inequality in (9.2) holds for T' and S’. However, the other part of the inequality in (9.2)
evidently follows, since by assumption we have

A? < 2E(T,S,B)) < 26%2 min dist®(e; N By, a; N By)
1<je

and thus we have that (9.2) holds for suitably chosen § = 6(Q,m,n,n) > 0. Hence, with
this choice of § we can apply Proposition 9.2 to see that S’ is C-balanced for some C =
C(Q, m,n,n) > 0, which completes the proof of (a).

It remains to prove (d), namely, as already observed, (9.4). Fix any plane 7w and observe
that there is one plane a;, from S’ with 4; € I (which without loss of generality by relabeling
we can assume to be ¢; = 1) such that

1
diSt(Oél n B177T n Bl) Z 5/1,(8,) .

Indeed, if not we would get a contradiction to the definition of p(S’) by the triangle inequality.
We next show that there is an element p € aq, a radius r(m, n) > 0, and constant C'(m,n) >
0 with the property that B,.(p) C Bs/s \ B1/4(V) and

dist(¢,7) > C'u(S") Vg€ B.(p,ay). (9.5)
Recall first that dist(p, 7) = |p2(p)| and that, by linearity of the map p;- we have |p (p)| =
[pl - [Pz (p/IpD)] = [pl dist(p/|p]. 7). and so

IpL(p)| < dist(an NBy,wNBy)lp| VYp<€ai. (9.6)

Next choose any v € V+ N g with |v] = 3. Consider then the disk By/s(v,a1) and inside

this disk select a base eq,...e,, of a; with the property that any element € a; N By can

Ut
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be written as a linear combination ), A;e; with [A\;| < C' = C(m). It follows that, for some
element e; we must necessarily have

1 .
|p#(ei)| > @dlst(ozl NBy, 7NBy).

Indeed by Corollary 7.3 there is a vector e € By Na with |[p2(e)| = dist(a N By, 7N By). We
can thus use the property above to write e = ). A\;e; and estimate

dist(a N By, m NB1) = [pr(e)] < D [Nillpr(en)l < C Y [px(ei)].

Set then p = e; and choose the radius r to equal min{ﬁ, %} We can then use the last
inequality and (9.6) to show that for all ¢ € B,.(p, a1),

1
dist = Ip2(q)| > IpL ()| — [pE(q — p)| > —— dist B B1) > ——u(S).
ist(a, ) = Ip2(0) 2 [pE ()| — (g — )| 2 5 dist(as N By, 7N By) = — —pu(S)
This establishes (9.5).

In particular, if the parameter ¢ is small enough, we can apply Lemma 8.5, Proposition 8.6,
and Lemma 8.8 to Tp 4 and S’ (note that we have already established that S’ is C-balanced by
the above and that the hypotheses of these results do hold here). In particular, let ¢ be the
parameter in Lemma 8.5. If we consider the current

T =TI B,(p) N {dist(-, 1) < oo (S)}
we will have that T' = 0 in B,.(p) and that || T”||(B,(p)) > C~1r™ for some constant C(m,n).
Moreover, from (8.15) in Proposition (8.6), we have
dist(q,a1) < CE(T,S",B))"2 + CA Vg € B,.(p) Nspt(T")

for some constant C' = C(Q, m,n, 7). Since EQ(T, S',B1) + A? < Ce3u(S')?, if gg is chosen
sufficiently small we then easily conclude from the above and (9.5) that
dist(g,7) > C™'u(S") Vg € B,(p) Nspt(T").
Squaring and integrating the latter inequality with respect to d||T”||, and using the lower bound
1T’ |(B(p)) > C~1r™ we reach
n(S')* < CE(T,x,By).
However, since 7 is an arbitrary m-dimensional plane, this completes the proof of (9.4). (]

We now come to the proof of Proposition 9.2. We first prove a key special case of it when
©(S) and o(S) are comparable.

Proposition 9.3. Assume that T,3, and S are as in Proposition 9.1. Fixzn > 0. Then, there
exist constants C = C(m,n,n, N,n) and € = e(m,n,n, N,n) > 0 with the following property.
If (9.2) and the assumptions of Proposition 9.1 hold with this choice of €, and moreover if

nu(S) < a(S), (9.7)
then S is C'-balanced.

Notice in particular that this implies the N = 2 case of Proposition 9.2, as in that situation
we have u(S) = o (S).

Proof. We argue by contradiction. If the proposition were false, then we could find sequences
Ty, Yk, Ar and S = a’f U---u a’;'v as in Proposition 9.2 such that

A? + E(Ty, Sy, By) < ci0(Sy)?
and for which (9.7) holds for each k, but (after relabelling the planes) the Morgan angles
01 (ak,ak) and 0y(af, o) obey
61 (Oéllcv QIQC)
02 (a’fv aIQC)
We have two possibilities: either (a) limsup;_,., (Si) > 0 or (b) limsup,_,., o(S;) =0. In
the case of (a) the situation is simple: we simply pass to a subsequence (which we do not

— 0. (9.8)
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relabel) for which limg_, 0o (Sg) > 0, Ty, — Tw as currents, where T, is some m-dimensional
area-minimizing integral current in By, and S; — Soc = af® U --- U af} for a collection of N
distinct planes a$°, locally in Hausdorff distance, with o — a$° for each i = 1,..., N. By the
assumption that E(Ty, Sk, B1) — 0, we must have spt(T,)NB1 = SeocNB;. Indeed, we first see
that spt(To) N B1 C Soo N By and then the constancy theorem implies Too LBy = ), k;i[05°]
for some k; € Z. The only obstruction to the equality spt(To,) N B1 = Soo N By is then the
vanishing of some of the coefficients k;, which would come from orientation cancellation in the
limit of the T}; however, this would contradict the T}, being area-minimizing.

But then by Lemma 7.5, we would necessarily have 61 (a7, a5°) = 02(a°, a3°) > 0 for each
1< je{l,...,N}, where the fact that these angles are non-zero follows from the assumption
that liminfzo(Sx) > 0. But we clearly have 0;(af,a%) — 61(a3,as®) and Oy(ak, ab) —
02(a$°, a5®) from the local Hausdorff distance convergence in By, and hence we would have
01(ak,ak)/0:(ak, k) — 1, contradicting (9.8).

Now let us handle the case (b). Here, we can pass to a further subsequence to ensure that
af = a foralli = 1,..., N, locally in Hausdorff distance, for some m-dimensional plane
Qoo- Since E(Ty,Sk,B1) — 0 we therefore also have that E(Tk,aoo,Bl) — 0. Note that
we may assume without loss of generality that a¥ = a., for all k: indeed, we can choose a
sequence of rotations g : R™™" — R™+" with ¢ — idgm+» and obeying qi(a}) = as, and
then consider ¢;(Sy) and (gi)sT%; note that o (S;) = 0(¢x(Sk)) (see the discussion in Section
7.1). Hence, for k sufficiently large, we can consider the (strong) Lipschitz approximations
fr @ Bsa(0,000) — Ag(aa) of Almgren (see [11, Theorem 2.4]) for the T} relative to aoo
(here, the assumption E(Tk, oo, B1) — 0 is sufficient in light of Allard’s tilt-excess inequality,
see for example [1, Proposition 4.1]). Now set

Note that because af = a, for all k, we have
E(Tk, do, B1) < 4E(T}, Sk, B1) + Cu(Sk)? < (4ef + Cn o (S)?

and so, again using Allard’s tilt-excess inequality, the estimates from Almgren’s strong Lips-
chitz approximation (see again [11, Theorem 2.4]) give that f, — foo strongly in VVlif (Bg/a)N
L?(Bj)4) for some Dir-minimizer fo. Note also that, if for each i, we denote by L¥ the
linear maps parameterizing the planes af over a., (in particular, L¥ = 0 by construction,
although this will not play any role in the proof), then we necessarily have that |L¥| <
Cu(Sk) < Cn~to(Sy) for some dimensional constant C, and so if we write

k
Tk Lz

L?:
oSk’
then we can pass to a further subsequence to ensure also that L% — L; for some linear map
L; over a. Clearly, for each i # j we have |L; — L;| > ¢ > 0 by definition of o(Sk), and so
L; # L; whenever i # j. Noting that

. . 1+
/distQ(:c, Sk) d||G . ||(x) < CE(Ty, Sk, B1) + C (Ai + E(Tk7aoo,B1)> "= o(a(SK)?)

where o(0(Si)?) denotes a term which converges to zero as k — co when divided by o (Sy)?.
Dividing both sides of the above inequality by o (S;)? and taking k — oo, we see that neces-
sarily the graph of f. is supported in the union of the graphs of L;, i = 1,..., N, and so in
particular we have

for some non-negative integers @; such that >, Q; = Q. We claim that necessarily both Q1, Q2
(and in fact all Q;, but we won’t need this to see the contradiction) are strictly positive. Indeed,
once we have this we can complete the proof of the claim in the following manner: for every
constant A > 0 the map \f. is Dir-minimizing, and so if Q1, Q2 > 0 then, by Proposition 7.6,
the planes @; that are the graphs of AL; are co-balanced for all \ sufficiently small, where ¢ is
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an absolute constant (note that necessarily the intersection of the &; is a (m — 2)-dimensional
subspace, as the intersection of the a¥ is an (m — 2)-dimensional subspace for all k, and so up
to passing to a subsequence this subspace will converge to an (m — 2)-dimensional subspace
which is necessarily the intersection of the planes @;). In particular, we have

01(aq, a2)

> c9 > 0.
Ox(vr, a2) — g

Fix such a constant A for which the above is true. Now, let a¥ be the planes which are the
graphs of ALF i =1,2. Shrinking X if necessary (which can be done independently of k, as
|L¥| < C for all k and some geometric constant C), we can infer from Corollary 7.9 that we
have

01(‘?2’ ?%) < 162 al(alllzv O‘%) )

02(041’042) 92(0&1,01 )
But then our assumption (9.8) implies from this that

61 (dlf7 dg)

92(d]f7 6"5)

— 0.

Noting that
fr(ar,a5) | 6i(a,a9)

Oa(ak,ak)  Ox(an,an

ZCQ>0

this gives the desired contradiction.

Therefore, all that remains to show is that @1, Q2 > 0. In order to prove this, we use Lemma
7.10 to find points & € of N 0B/, and a positive constant cg = co(m, N) with the property
that

m>i{1inf{dist(§,a;?) ¢ € By, (&) Nk} > 200m>i{1dist(a’f N By, a? NnB,). (9.9)
J J

In particular, for 6 = §(Q, m,n,7, N) as in the Splitting Corollary (Corollary 3.3) and for
r = r(d,n) sufficiently small, the assumptions of Corollary 3.3 are satisfied in Cyye, (k).
Indeed, conditions (i), (ii), (iii) are clear. (iv) follows from (9.9), as it gives

m>1{1 inf{dist((,a?) 1 ¢ € By, (&) Nk} > 2c00(Sk) > 2conp(Sk)
j

which in turn gives (iv) if we chose r = 2d¢on with a possibly smaller constant ¢y. Note indeed
that in the left hand side of (iv) we are using the distance between oriented planes, however
it is just a matter of choosing the right orientation for the planes to be able to conclude that
left hand side of (iv) is bounded above by Cu(S). Finally, condition (v) follows from the
fact A? + E(Tk, Sk, B1) < £20(Sk)?, combined with the bound p(Sy) < d min{1l, 7715} just
established for the above choice of r.

From Corollary 3.3 we may conclude that T'L B, (&) splits into currents T;, i = 1,..., N,
with the T; supported in small disjoint neighborhoods of af NC,c, (& ); in particular, T and Th
are supported in two small disjoint neighbourhoods of af N C,., (&) and & N C,.., (&) respec-
tively, with the property that (pazf)ﬂTi = Qi(k)[Bre, (&)] for positive integers Q;(k)> 1. Upon
extraction of a subsequence we can assume the Q;(k) equal positive integers @ independent
of k and it follows easily that Q; = @;. This concludes the proof. O

We now come to the proof of Proposition 9.2. At one point in the proof we will need the
following proposition, which also plays a key role later on in our work. Its proof will be given
in Section 12, where we collect several important facts regarding Dir-minimizers.

Proposition 9.4. Assume Q C R™ is a Lipschitz domain, V. C R™ is an (m —2)-dimensional
plane, and v € WH2(Q; Ag(R™)) is a map with the property that the restriction of v to Qe :=
Q\ B:(V) is Dir-minimizing for every € > 0. Then v is Dir-minimizing in €.

Proof of Proposition 9.2. We argue by induction on N. The case N = 2 is already established
by Proposition 9.3, since in that situation we have pu(S) = o (S).
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So fix N > 3. We may assume inductively the validity of Proposition 9.2 for all N < N. If
C(m,n,n, N') and € = e(m,n, i, N') denote the corresponding constants, set

Cy := max C(mnnN) and €] := min E(mnnN)
N'<N—- N'<N—

Suppose however that the conclusion of the proposition fails for N. We may therefore find

sequences Ty, Xk, Ak, S = a¥ U---Uak and g; | 0 with
A} < eXE(Ty, Sk, B1) < eho(Sk)?, (9.10)

such that, up to relabelling the planes in Si, we have
61 (Oéllca QIQC)
— = 0. 9.11
02 (O‘va QIZC) ( )
Now, we may assume that
klim o(Sk)/n(Sk) =0. (9.12)
—00

Indeed, if this were not true, then up to passing to a subsequence we may assume that o (Sg) >
n*pu(Sg) for all k£ and some n* > 0, at which point we may apply Proposition 9.3 to get that for
all k sufficiently large, the cones Sy are C-balanced for some C' > 0 independent of k. But then
we would have 61 (a¥, a%)/02(ak, k) > C~1 > 0 for all k, in direct contradiction to (9.10).

Now apply the layer subdivision lemma (Lemma 8.3) with § = 1 to each Sy, (the exact choice
of § is unimportant). This provides subcollections {1,..., N} = I(0) 2 I(1) 2 --- 2 I (x(k))
satisfying properties (i)—(iv) of Lemma 8.3. Up to extracting a further subsequence (which we
again do not relabel) we can assume that (k) is independent of k, and moreover that all the
sets of indices I(l), £ = 0,1,...,k are independent of k; we therefore label them I(l). Since
we are assuming now that o (Sy)/p(S;) — 0, we necessarily have that « > 1, as otherwise
conclusion (ii) of Lemma 8.3 would give that nu(Si) < o(Si) for all k& and for some fixed
n=n(N) > 0 independent of k, giving a contradiction.

For each k and [ € {0,1,...,Kk}, write S = Usero a¥ for the cone at the I'! layer of S..
Also write

dg) = max min dist(af N Bl,ozé? NBy).
i€I(0) jeI(l)

From (iii) of Lemma 8.3, we know that
-1
oSy ")
a

for all k and ¢ € {1,...,k}, where again n = n(N) > 0 is a fixed constant.
Suppose first that we have

>n>0 (9.13)

aw
lim —& — =0. (9.14)
k=00 U(S(l))
Then we have d(l) < 6ka'( ) for some non-negative sequence d; — 0. We can thus estimate
(Tk,Sff ,B1) < E(Ty, Sk, B1) + C(d,‘f )?
20(Sk)? + Co2o(S)? = (2 + Co)a(Sy)?

where C' = C'(m, n, Q) and we have used that o (Sy) < o’(S,(C )), since S,(c ) € Sy; this inclusion
also gives

(9.15)

E(S\", Ty, B1) < E(S;,, T, By) < e20(Si)? < e20(SY)2.
Thus, for all k sufficiently large, we will have that hypothesis (9.2) holds with the smallness
threshold 7. This allows us to conclude, by the induction hypothesis, that S;Cl) is C-balanced
for some C = C(m,n,n, N) (in fact, C = C1).

Now, we know from (9.14) that dg) — 0. Analogously to case (b) in the proof of Proposition
9.3, we perform a blow-up. This time, however, we will be normalizing by d; and building
graphical approximations over the (balanced) cones S,(Cl). Indeed, (9.15) tells us that the
hypotheses of Proposition 8.15 (and therefore Propositions 8.19 and 8.20) hold for T}, relative
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to the balanced cone S,(cl) for all k sufficiently large. Thus, T} splits into a sum of disjoint
currents, denoted by T,g , near each plane af C S,(cl).

Now choose any sequences ¢, | 0 and o; | 0. Passing to a subsequence, we may apply
Proposition 8.20 with oy, ¢, in place of o, ¢ to T} and Sg) to find multi-valued Lipschitz
maps Ui over the sets R¥ := (R\ B,,(V)) Na¥ for i € I(1) with the property that, if
vl = B(Ty, S,(Cl),Bl)’l/Qu};, then

dyi2 (v, wh) < (9.16)

; L . _ 1)y _ o
where w! are Dir-minimizing maps on RF. So, if we set u} = (d,(C )) Lk, then estimating

similarly to (9.15), since o(Sy) < d,(cl)7 we have
B(7:. 8} B1) < (e + O)(d)?

meaning that we can blow-up via rescaling by dg) instead of ]:D(Tk,Sg),Bl)*l/2 (see the
remark after Proposition 8.20). Indeed, the estimates (8.16)—(8.18), combined with the con-
clusion (ii) of Proposition 8.20, (9.16), and a diagonal argument give that u¥ — a3 locally
strongly in W'2(B1(0) \ V) and locally uniformly in B;(0) \ V, for some @$° which is Dir-
minimizing in B1_.(0)\ B,(V) for every 0 < €, p < 1/2. Note also that, if for each i, we denote
by L¥ the linear maps parameterizing the planes o € Sy over the closest plane in Sg), then

we necessarily have that |LF| < C’dg) for some dimensional constant C. So, if we write
7 )y—
Ly = (@)L

then we can pass to a further subsequence to ensure also that L¥ — L; for some linear map
L; over some plane af® in Sg},) = limg o0 S;Cl) (note that S(O};) need not be a single plane).
However, as |Lf — L%| > co(Sy) for some dimensional constant ¢ (by definition of o (Sy))
whenever L¥, L? are defined over the same plane, from (9.13) we know that |L; — L;| > cn > 0,
i.e. Ly # L; for i # j € I(0). Note now that

. . 1+~
/dist2(x, S1) |G () < CE(Ty, g, Ba) + C (A7 + BT}, 81, B1)) = o((a)?)

where v = (@, m,n,7) > 0 is as in Proposition 8.6. Thus, dividing both sides by (d,(cl))2 and
taking k — oo, we see that necessarily the graph of 4j° is supported on the union of all the
graphs of the maps L; associated to the plane aj. Letting J; denote this collection of indices
ifor j € I(1),on @ = (B1N¢y )\ V we have

ug” = Z QJLi]

i€

for some non-negative integers QZ such that Zl ; Qf = (). Following a similar argument to

the proof in Proposition 9.3, we can in fact show that Qg > 1 for each 7,j. Now, since uj®
is Dir-minimizing in B1_. \ B,(V) for every ¢,p > 0, we may now apply Proposition 9.4 to
conclude that u$° extends to a Dir-minimizer (which we still denote by 43°) on By Nay. If
the unbalancing assumption from (9.11) has 1,2 € J; for some j, then we can argue as in case
(b) of Proposition 9.3 to arrive at a contradiction. If we have 1 € J; and 2 € J;« for some

j # 7%, we can again argue in the same way, except now using the fact that Sg) is balanced,

and so the planes af, a;% are balanced. Thus, in this situation we arrive at a contradiction.
To summarize, we have now shown that (9.14) cannot hold. From Lemma 8.3 (as § = 1) we

know that d,(;) < o-(S,(gl)), and so we may therefore pass to a subsequence to ensure that
d"” > ¢o(st) (9.17)

for all £ and for some constant ¢; > 0.
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To progress, we now move to the next layer, namely the cones Sg). We know from (9.13)
that U(SS)> > ndl(f). Now, if we have
d(2)
we argue that we can follow an analogous argument to that above when (9.14) held, except
now performing a blow-up of T}, relative to S,(Cz). Indeed, if (9.18) holds, then we have dff) <

5120'(51(5))7 for some non-negative sequence ¢, — 0. We can estimate as in (9.15) to find
B(Tk, S}, By) < B(Ty, Sp, Br) + C(d)? < cfo(S1)? + C(0})%a(,7)*
< (e + C6)")o (S’

where again we have used o(Sy) < O'(S,(f)) since Sg) C Si. Therefore, once again we get
that the hypothesis (9.2) holds with the smallness threshold e7 for all k sufficiently large, and
so by the induction hypothesis we have that S,(f) is C-balanced for some C' = C(m,n,n, N).
The only aspect of the above blow-up procedure which we need to check in this case is the
separation of all the rescaled linear functions of the planes in Sy over S,(f). As we are rescaling

our approximations by d;f)7 we therefore need to show that ”d((s;j) has a uniform lower bound.
k
Indeed, combining (9.13) and (9.17), we have
0'( k)_O'( k) k a(k>277'61'77=77201>0- (9_19)

2) n 1), 2
47 4 o)

This tells us that we may repeat the blow-up argument as above, with d,(gl) replaced by dgf)

and S;Cl) replaced with Sff), to contradict the lack of balancing (9.11) of Sy when (9.18) holds.
Proceeding now inductively, we see that we must be able to find a subsequence with

d,(cl) > CZU(SS))

foralll =1,...,k and some constants ¢; > 0. However, we can now show that this is in direct
contradiction to the assumption (9.12). Indeed, an identical calculation from (9.19) gives

o (Sk) _ U(Sl(:)) 'ﬁ (U(S,(f)) ' d(@-‘rl) ) (S(m) . ﬁq

n(Sk)  m(Sk) i\ alfty (s“*”)

where we recall S Sk. But we know from Lemma 8.3(1) and (ii) that p(Sg) = /VL(SECF”))

and n,u,(S(F”)) ( ). Hence, the above gives

U
Z K—HHCl >0,

";

thus reaching the desired contradiction to (9.12), and completing the proof. (I

10. REDUCTION OF THE MAIN DECAY THEOREM

In this section, we reduce the proof of Theorem 2.5 to an a priori much weaker decay
statement; Theorem 10.2 below. For this we will utilize the balancing result from Proposition
9.1. Recall that for a cone S € €(Q), we write

o(S) := mindist(a; N B1,; NB1),  w(S) := maxdist(a; N By, a; N By).
i<j 1<J
From now on, we make the following assumption regarding the (balancing) constant M:

Assumption 10.1. The constant M > 1 is chosen so that the application Proposition 9.1
yields an M-balanced cone. Thus, M = M(Q,m,n,n).
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Theorem 10.2 (Weak Excess Decay Theorem). Fiz QQ, m,n, 7 as before, and let M > 1 be as in
Assumption 10.1. Fiz also ¢; > 0. Then, there are constants e1 = €1(Q, m,n,fi,s1) € (0,1/2],
ri=rH(Q,m,n,n,s) € (0,1/2], 7? = r}(Q,m,n,n,s1) € (0,1/2], and such that the following
holds. Suppose that

(i) T and ¥ are as in Assumption 2.1;
(ii) [|I7(B1) < (Q + 3)wm
(i) There is S € €(Q,0) which is M -balanced, such that

E(T,S,B,) < &io(S)? (10.1)
and
B, () N{p:0(T,p)= Qt#0 VS V(S)NByys; (10.2)
(iv) A2 < e¥E(T,S,B)) for every S € €(Q,0).
Then, there is 8" € €(Q,0) \ Z(0) such that for some i € {1,2} we have
E(T,S',B,:) < aE(T.S,B,). (10.3)

The above theorem would appear to be considerably weaker than Theorem 2.5; not only
are we assuming the cone S is balanced, but there is also a significant difference between the
smallness assumption (2.1) and (10.1). In fact, (10.1) implies the second inequality in (2.1) for
g1 suitably small (indeed, Proposition 8.6 then gives o(S)? < CEP(T,B1)), whilst when the
cone S arises from Proposition 9.1 (as it will) the second inequality in (2.1) is equivalent, up
to constants, to (from Proposition 9.1(d))

E(T,S,B;) < e2u(S)?. (10.4)

In order to show that in fact the above seemingly weaker statement implies Theorem 2.5, the
idea is to first show that Theorem 10.2 implies a multiple radii decay version of Theorem 2.5, by
first removing the necessary planes in the cone S to reach a balanced cone, and then inductively
removing additional planes to obtain a cone (that is still balanced) for which assumption (10.1)
holds. In doing so we reach an intermediate statement, namely an excess decay with finitely
many scales, from which we then derive Theorem 2.5. This is the following, the idea of which
is similar to that seen in [32, Section 13]:

Proposition 10.3 (Multiple Radii Excess Decay). Fix Q,m,n,n as before, and let M > 1 be
as in Assumption 10.1. Let N := Q(Q — 1). Fiz o > 0. Then, there exist positive constants
€2,T1,. T < %, depending only on Q, m,n,n, and Sz, such that the following holds. Suppose
that T, X, S are as in Theorem 2.5, i.e.:

(i) T and ¥ are as in Assumption 2.1 and By C §;
(i) [71(B1) < (Q + 3)wm;
(iii) There is S € €(Q,0)\ Z(0) such that

E(T,S,B1) < e3E?(T, By),
and that
B.,()N{p:0(T,p) 2Q}#0  VE€V(S)NBya;
(iv) A% < e3E(T,S,By) for every S € €(Q,0).
Then, there is a S’ € €(Q,0)\ Z(0) andi € {1,...,N} such that:
E(T,S',B,,) < oE(T,S,By). (10.5)

We will then be able to show that Proposition 10.3 implies Theorem 2.5, which therefore
demonstrates that the weak excess decay from Theorem 10.2 implies the stronger excess decay
statement from Theorem 2.5. Let us begin by showing that Theorem 10.2 implies Proposition
10.3.

Proof of Proposition 10.3 from Theorem 10.2. FixT,3, S, and ¢ as in the statement of Propo-
sition 10.3.
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Firstly, because of Proposition 9.1, if we take €5 < g9 where ¢g = €¢(Q, m,n,7) > 0 is as
in Proposition 9.1, then we can find a cone S which is M-balanced and obeys E(T,S,B;) <
ME(T,S,B;), where M = M(Q,m,n,n) is as in Assumption 10.1. Thus, we have

E(T,S,B;) < ME(T,S,B;) < Mc3EP(T,B;)

In particular, this coupled with the other estimates in Proposition 9.1 gives that if we can
prove the result for S, then the result follows for S, up to changing ¢, by a factor of M. Thus,
we may without loss of generality assume that S is M-balanced and M ~1EP(T,B;) < u(S) <
MEP(T,By).

We would now like to apply Theorem 10.2. However, a priori, it may be the case that (10.1)
does not hold for S, as we are merely assuming that E(7T,S, B;) < 3EP(T, B;). The remaining
part of the argument deals with this difficulty; the price to pay is that the decay might occur
at one of finitely many scales, but nonetheless the number of possible scales which are needed
belong to a set of controlled cardinality.

We start by introducing, for every integer k € {2,...,Q}, functions £ (s), r(lk)(s), and

T(Zk)(s) of a parameter s > 0 as follows:

o If one takes @ = k and ¢; = s in Theorem 10.2, then £()(s) := e1(k,m, n,n, s), where
the €1 is the constant from Theorem 10.2 with this choice of @, ¢, and r(lk)(s) =

ri(k,m,n,n,s), T(Qk)(s) := r2(k,m,n,n, s) are the corresponding radii, where r{ and

r? are as in Theorem 10.2.

In particular, k£ here is the number of planes forming the cone S to which Theorem 10.2 is
applied, whilst s is the specified decay factor.

We now denote by N the number of planes forming S. If N = 2, then p(S) = o (S), and
so from (10.4) we get that the assumptions of Theorem 10.2 hold (up to 2 changing by a
constant), and so if we take g5 smaller than €(5)(c2), we see that we can apply Theorem 10.2.
The corresponding radii from this application of Theorem 10.2 will be denoted by r%yg and TSQ
(the first subscript here denotes the number of planes, N, in the cone S, whilst the second
subscript denotes the number of planes left at the point of application of Theorem 10.2 — see
below), which are simply r(lz) (¢2) and 7’(22)(§2). In particular, the proof is complete in the case
Q=2

From now on we therefore assume N > 3. We may take g5 < g( N)(cg). We then consider
two cases. If we have

E(T,S,B1) < gv)(s2)?o(S)?

then we can simply apply Theorem 10.2 to get the desired decay at one of the two radii
NN = r(lN) (2), TN = r(QN) (¢2). We can therefore assume that
E(T,S,B1) > e(n)(2)’a(S)*. (10.6)

We now follow the same idea in the argument for the Pruning Lemma (Lemma 8.2). Let
S = a; U---Uay, where the a; are distinct m-dimensional planes. We can assume, upon
relabelling, that

diSt(Oél n Bl, ao N Bl) = O'(S)
and that there are two indices iy, j. # 1 with
dist(o;, N By, a5, NB1) = pu(S).

We now remove the plane oy and consider Sy_1 := as U --- U ay; note that Sy_; is still
M-balanced, V(Sy—_1) = V(S), u(S) = u(Sny—-1), and

dist*(S N B1,Sy_1 N B1) < o(8)? < e(w)(s2) *E(T, S, By);

these conditions imply that if we can show the result for Sy _1, the corresponding statement
for S follows.
Now observe that

E(T,Sn—1,B1) < CoE(T,S,B1) + Coa(S)* < Co (1 +e(n)(s2) %) E(T, S, By).
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for some constant Cop = Co(Q,m,n,n) > 1. Let us write C} := C1(1 + g(ny(s2)"?), and so
C{ =C{(N,m,n,n,s2) > 1, and so the above inequality is just
E(T,Sn-1,B1) < CTE(T,S,By).
Therefore, if
E(T,S,B1) < e(n-1)(s2/C})?0(Sn-1)? (10.7)
and if we take g2 < g(y_1)(c2/C})/+/C; (which of course we may), then the above gives

that we can apply Theorem 10.2 to the triple T, %, and Sy_; to conclude the desired decay
statements in Proposition 10.3, for one of the radii

N1 = Tiven(e2/CF), i€ {12}
If (10.7) is not true, i.e. if we cannot apply Theorem 10.2 as above, then we must have
E(T,S,B1) > e(n_1)(s2/C1)*0(Sn—1)* (10.8)

We now wish to apply the above procedure inductively; indeed, suppose we have performed
the above procedure K times, and at each stage we have not been able to apply Theorem 10.2.
Thus, upon relabelling the planesin S, for k = 0,1,..., K we have cones Sy_j = ap+1U- - -Uay
which are all M-balanced and obey V(Sy_x) = V(S), u(Sn—_r) = n(S). We also know that
SN—(k+1) is formed from Sy_j by removing a single plane, namely ayy1, which is a plane in
Sn—r achieving the minimal separation o (Sy_x) and such that there are two other planes in
SN _k which achieve the maximal separation pu(Sy_r) (this can be done as long as N —k > 3,
ie. 0 <k < N —3). The criterion along this sequence is that

E(T,S,B1) > e(n_)(s2/C)?0(Sn—1)*
where C = Co(Cy_y + e(N—(r—1))(2/Cj_1)~?) is defined inductively for k > 1, with C§ =1
and Cy = Co(Q, m,n,n) is as above, and
]E(T7 SN*k, Bl) S C:E(Ta Sa Bl) )
for this procedure we need to assume eo < e(y_k)(s/C})//Cj for each k = 0,1,..., K (which
of course we may). We also therefore have
dist*(Sn—(k+1) N B1,Sy-k NB1) < o (Syk)? < e(v_i)(s2/Crr) °E(T, S, By)
and thus
E(T,Sn—(1+1), B1) < CE(T,SNn_k, B1) + Co(Sy_i)?
< CoE(T, SNk, B1) 4+ Coe(n—1)(s2/Cx) *E(T, S, By)
which in particular gives the inductive definition of C};. Note that this procedure can occur at
most N — 2 times, and thus all the constants and smallness assumptions here only depend on
N,m,n,n, and ¢, and so certainly we can choose €3 = £2(N, m,n, 71, s2) small enough so that
the above procedure is guaranteed whenever we cannot apply Theorem 10.2.
Hence, for this choice of €3, if we are unable to apply Theorem 10.2 at all steps to conclude,

the above process must eventually terminate when the cone is formed of exactly two planes,
i.e. at S,. Since we are unable to apply Theorem 10.2 to S, we must have

E(T,S,B1) > e(2)(s2/Ch_2)*0(S2)*. (10.9)

However, as Sa consists of two planes we know that o(S2) = p(S2), and moreover since by
construction we know that pu(S2) = u(S), we see that (10.9) is equivalent to

E(T,S,B1) > €(2)(s2/Cr_2)*1(S)*. (10.10)

However, we are assuming (see Proposition 10.3(iii)) that E(T,S,B;) < e3E?(T, B;), which
from (10.4) we know implies
E(T,S,B1) < Ce3u(S)”
for some C' = C(Q,m,n,n) > 0. Thus, if we ensure that Ce3 < Le(2)(s2/Cy_5)? also, then
this would give a contradiction to (10.10); hence, for such a choice of €5 we see that once we
reach Ss, we in fact must be able to apply Theorem 10.2 in the above procedure.



FREQUENCY 1 FLAT SINGULAR POINTS AND H™~2.A.E UNIQUENESS OF TANGENT CONES 67

We hence conclude that, for any fixed N < @, if the threshold ey satisfies all the (finitely
many) smallness conditions above, then we have that Proposition 10.3 holds for one of the radii
T}V)N, ’I“JQV’N, T}V’Nfl,r]?\,’]\,fl, e ,7"]1\/’2,7‘]1\[)2, of which there are 2(N — 1) radii. In particular,
if 5 satisfies all of these smallness conditions as we range N over {2,...,Q}, then the above
argument is valid for any cone S € €(Q,0) comprised of N € {2,...,Q} planes, i.e. for every
S € ¥(Q,0) \ &. Thus, Proposition 10.3 holds for every S € C(Q,0) \ & for one of the radii
in the collection {r}}k}, where ¢ € {1,2} and 2 < k < j < @. Thus, the number of possible
decay scales is

Q
Y 2AN-1)=QQ-1)=N
N=2
as claimed in the statement of Proposition 10.3. This completes the proof. ([

Now we will prove Theorem 2.5 from Proposition 10.3, thus reducing the proof of Theorem
2.5 to proving the weaker version, Theorem 10.2. First, we observe a corollary of the Propo-
sition 9.1 and Proposition 8.15, the purpose of which is to control the excess of rescalings; it
will be a useful tool in the proof of the reduction.

Corollary 10.4. Suppose T and ¥ satisfy Assumption 2.1, let S € %(Q,0)\ £(0), and write
A2 for the supremum norm of the second fundamental form of ¥. Fiz also a radius 7 € (0,1].
Then, there are constants € = £(Q, m,n,n,7) > 0 and C = C'(Q,m,n,ﬁf) > 0 such that the
following holds. If we have
E(T,S,B;) < &EF(T, By)
and
A% <ZE(T,S,B,) VS e¥(Q,0),

then there is 8’ € €(Q,0) \ Z(0) such that

E(T,S',B,) < CE(T,S,B;) Vre][r1]. (10.11)
Proof. Observe that for any r € [F, 1] we clearly have

B(7,8,B,) - r—m—2/ dist?(z, ) d|T(z) < F~™2B(T, §, By).

On the other hand, there is no obvious reason to have a bound of the form
E(S,T,B,) < C(AE(T,S,B,)

because in the integral defining the reverse excess E(g, T, B,.) we omit a tubular neighbourhood
of the spine V(S) of radius ar, and thus there is no inclusion property of one domain of
integration into the other when we are comparing two different scales.

To get around this problem, first note that, provided € < gy where g9 = £o(Q, m,n,n) is as
in Proposition 9.1, we can apply Proposition 9.1 to assume without loss of generality that S is
M-balanced (M as in Assumption 10.1; all that changes is the two-sided excess increases by a
factor of M = M(Q, m,n,n)).

Fix § > 0 (to be determined later). Now, apply the Pruning Lemma (Lemma 8.2) with this
choice of § and with D = E(T, g,Bl)l/2 to the (balanced) cone S, in exactly the same way
as was done in the proof of Proposition 9.1, to yield a new cone S’. The latter is the union
of some subset of the planes in S, in particular it is M-balanced and obeys V(S') = V(8S).
Moreover it satisfies

E(T,S',B;) < C5sE(T, S, B))
and
E(T,S',B;) < C5%c(S')?
where here C5 = C5(Q,m,n,7,d) and C = C(Q, m,n,n). In particular, we have
A2 +E(T,S',B)) < C(&2 + 6%)o(S')2.

Thus, we are in a situation to apply the refined approximation (Proposition 8.15) to T, S,
provided we take &,0 sufficiently small. The region we are interested in building the refined
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approximation over is By \ B, /Q(V(S)), and so in particular the radius of this neighbourhood
of the spine is fixed only depending on 7 and a. Thus, by Lemma 8.14, if we take € and ¢ smaller
than a constant depending only on @Q,m,n,n,#, we can ensure that B \Ba;/Q(V(g)) C R°,
(recall that R° is the outer region of the refined approximation). In particular, one can apply
Proposition 8.15; the estimates therein (summed over the cubes L € G° U G¢ that intersect
B, \ Bar(V(S)) give that

E(S',T,B,) < CE(T,S',B,)

for any r € [F,1], where C = C(Q, m,n,n, 7). Hence by choosing such an appropriate § =
5(Q,m,n,n,7) and € = £(Q, m,n,n,T), we see that the proof is complete. O

The next lemma gives the final ingredient for our proof that Proposition 10.3 implies The-
orem 2.5(a). The lemma provides a condition for which the rescalings of Corollary 10.4 also
satisfy the conditions of Theorem 2.5.

Lemma 10.5. Fiz a radius 7 € (0,1] and €3 € (0,1). Then, there exists a positive number
g0 = €o(Q,m,n, M1, T, e9) such that the following holds. Suppose that T, %, and S satisfy the
assumptions in Theorem 2.5 with this choice of €g. Then, for every radius r € [F,1] we have
the following. If there is a cone S, € €(Q,0) which obeys

E(T,S.,B,) <E(T,S,B,), (10.12)
and moreover
A?r? < 2inf{E(T,S',B,): S € €(Q,0)}, (10.13)
then the rescalings To ., 2o, and S, satisfy the assumptions (i)-(iii) of Theorem 2.5 (and so
also Proposition 10.3 and Corollary 10.4) with o in place of €o, i.e.
E(TO,’I‘v STa Bl) S EEEP(TO,’H Bl)
and

B.,(§)N{p:0(To,r,p) >Q} #0 VEeV(S,)N By /2.

Proof. We argue by contradiction. Fix €5 and 7. If the conclusion of the lemma is false, then
we can find a sequence of currents T}, manifolds ¥, cones Sy, and ef | 0 as in Theorem 2.5
with ef in place of gy for which the present lemma fails. Namely, there exist radii 7 € [F, 1]
and cones S,, = (Si),, which obey

(6106)727‘]%Ai S ]E<Tka S'rk 5 Brk) S E(Tk'7 Ska Bl)
yet either we have (as the inequality Ag . < e3E((Tk)o.r,,Sr,,B1) holds for all k sufficiently
large by the above assumption)
E(T%,Sr,,Br,) > e3E? (T}, B,,)
or
B, () N{p: O(Tk,p) >Q} =0 for some £ € V(S,,) NB,, /.
In particular, since the assumptions of Theorem 2.5 hold for T and Sy, points of density at

least @ in T} accumulate on the spines V(Sy). Thus, if we pass to a subsequence for which
V(Sk) and V(S,, ) converge, the second condition above in fact gives that we must have

Jim dist(V(S,,) NB1,V(Sk) NBy) > 722/2 > 0 (10.14)
—00

whilst the first condition above gives

. . E(Tk Sr Br )
lim inf — 2T 2re)
koo EP(Ty,B,,)

Without loss of generality, we can select planes 7, realizing EP (T}, B1), and, up to perform-
ing a rotation, we can assume they all coincide with the same fixed plane, 9. We can also pass
to a subsequence to ensure that the number Ny of planes forming Sy, is a constant N (obeying
N < @Q), and similarly the number of planes forming S, is a constant N.

Let us first contradict (10.15). Note that we have

E(Tk, Sr,, Br,) < E(Tk, Sk, B1) < (e§)?EP (T, B1) — 0.

> e3> 0. (10.15)
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and thus (10.15) tells us that we must have EP(Ty, B,.,) — 0. In particular, up to subsequences,
we know that the current T} is converging to a limiting current T,, which coincides with an
integer multiple of some plane 7o in B,,. On the other hand, if we extract a converging
subsequence, not relabelled, we have Sy — S, in the local Hausdorff topology for some
Se € €(Q,0). Hence we also conclude that spt(7') N By = Soc N By. This implies that the
cone Sy € ¥(Q,0) is in fact the plane 7. In particular we conclude EP(T},B;) — 0.

We can therefore apply Almgren’s (strong) Lipschitz approximation to the sequence T} and
perform a blow-up procedure. We normalize the Lipschitz approximations by

E,* = EP(T},, B1)'/?

and, upon possibly applying suitable rotations (see Remark 8.21), extract a Dir-minimizing
function fo : Bi(Te) — Ag(n%) in the blow-up limit. Moreover, since E(T}, Sk, B1) <
(ek)?EP(Ty, By), we see that if we describe the cones Sy as a union of graphs of linear maps
Lk ... L’fv : Too — T then, as we have previously seen, upon extraction of a subsequence we

will have that £, L/ 2Lf converges to some linear function L{® for each i =1,..., N. At least
two of these linear functions are distinct, given that by Proposition 9.1(d) p(S) is comparable to
E;/z. But now this would imply that C~! < EP(T}, B, )/EP(T},B;) < C for some geometric
constant C' > 0, and hence we would have

E(Tk,S:,Br,) _ E(TkSr,, Br,) E(T, Sy, B1) .
< < <
E?(Ty,Br,) ¢ Er(Ty,By) — c Er(T},,By) — C(eg)” — 0

which is in direct contradiction to (10.15).

Now we contradict (10.14). We distinguish two cases here, depending on whether EP (T, B;)
converges to 0 or not. In the latter case we can assume, after extracting a suitable subsequence,
that Sy, converges to a non-planar cone S, € € (Q,0)\ & in the local Hausdorff topology which
is the support of an area-minimizing current. But then it would follow that S,, converges to
the same cone. In particular V (S, ) N By and V(S;) N By both converge to V(Ss) N By,
contracting (10.14).

In the other case note that, since E(Tj,S,,,B,,) < (¢8)2EP(T}, B1), if we assume that the

cones S,, are the union of N distinct linear maps LY, we see that E, 1/ Zf,f converge to a linear
map L% for each i = 1,..., N. Furthermore the union of the graphs of these limiting linear
maps must coincide with the support of the map f., found previously (indeed, we get from
the above inequality that they must coincide on B, and hence on all of By as they are linear).
But this is only possible if

dist(V (S, ) N By, V(Sk) NBy) — 0
which contradicts (10.14). This completes the proof. O
We are now ready to complete the proof of Theorem 2.5 from Proposition 10.3. We first

address the most important conclusion, which is the decay estimate in (a). We will see after
how (b), (c), and (d) can be derived from this.

Proof of Theorem 2.5(a) from Proposition 10.3. We therefore fix T, 3, S, and < as in the state-
ment of Theorem 2.5, and fix parameters g and rg < 1/2 to be specified later.
Choose ¢ = % in Proposition 10.3, and denote by €2 = €3(Q,m,n, ) the corresponding

constant from Proposition 10.3 for this choice of ¢3. Also denote by r1,...,r5y < % the
corresponding radii from Proposition 10.3 with this choice of ¢. Write 7 := min{r; : i =
1,..., N}, which depends only on Q,m,n,n.

Define

E(T,B,) := inf{E(T,S,B,) : S € ¢(Q,0)\ Z(0)}
and
A= {rc[ro,1/2]: e, 2A%*? > E(T,B,)}.
We now distinguish three possibilities.
Case 1: A = (). We then have 5527‘2A2 < E(T,B,) for all r € [rg,1/2]. If &g < €3, then
at scale 1 the assumptions of Theorem 2.5 give that we can apply Proposition 10.3 to T, %, S



70 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

to get that there exists p; € [F,1/2] (indeed, p; = r; for some i = 1,... , N, but this is not
relevant) and a cone S; € €(Q,0) \ Z(0) such that

E(T,S:1,B,,) < %]E(T,S,Bl).
Let us assume (as we may) that ro < 7. Since A = 0, we therefore fall into the realm of Lemma
10.5, taking e5 and 7 to be the above constants. If gy is smaller than the corresponding constant
from Lemma 10.5 with this choice of e5 and 7 (and thus only depends on Q,m,n,7), we see
that Lemma 10.5 gives that Ty ,,, Xo,,, and some cone S} (namely the cone achieving the
infimum in E(T,B,,)) obey the necessary conditions to apply Proposition 10.3 again. Thus,
we find a second radius pa obeying pa/p1 € [7,1/2] and a cone Sy € €(Q,0) \ Z(0) obeying

1 1
]E(Ta SQvBl)Q) < §E(T7 Sla Bp1) < Z]E(T7 S7B1)'

We now keep iterating this procedure, until we arrive at a radius pg so that the next
radius pg41 is smaller than 7o (in particular we no longer necessarily have that e;?A2p? | <
E(T,B,,.,)); as pxt+1/pr € [F,1/2], when this happens we have 7 < prpi1/pr < 70/pi. Since
we can apply Corollary 10.4 to Tp ,,, Xo,p,., and Sy (again, using the fact that p, ¢ A = 0
and Lemma 10.5), provided e is smaller than the corresponding constant from Corollary 10.4
with this choice of 7 (which can of course be arranged), we therefore get the existence of a
cone S’ € €(Q,0)\ Z(0) such that (choosing r* = r¢/pr € [F,1] in Corollary 10.4, so that
™ pr = 10)

E(To,,,,S',B,+) < CE(T,p,., Sk, B1)
where C' = C(Q, m,n,n) (indeed the constant C' depends on 7, but at this stage the latter has
been fixed as depending only upon @, m,n, and 7). In particular, combined with the above
iteration, the last inequality yields

E(T,S',B,,) < CE(T,S,B,,) < C-27FE(T, S, By).
Observe however that as 7 < ro/pr < 70/7%, i.e. 7o > 7*+1 we have k + 1 > log(rg)/ log(7).

Hence, choosing ro = ro(Q, m,n,n) sufficiently small we can ensure that & > % lf’ogg((r;))J, and

hence

log (7

E(T,SB,,) < 02 % 5(r s B)). (10.16)

1| log(rg)
Now we may further take rg small enough to make sure that C2 2 L Tog(7) J < ¢ to deduce the

conclusion (a) of Theorem 2.5.

Case 2: inf A = ry. Note that A is certainly a closed set, and so in this case we have
ro € A. Hence, we have

E(T,B,,) < g5 2A%rg < r3E(T,S,B))
where the second inequality comes from our assumption in Theorem 2.5. In particular, we can
find 8’ € €(Q,0) \ #(0) with
E(T,S',B,,) < 2E(T,B,,) < 2r3E(T, S, B1)
and so we just need to take 2r < ¢ to deduce conclusion (a) of Theorem 2.5.
Case 3: A # () yet inf A > 7. In this case, let r; = inf A € A. Let S; € €(Q,0) \ P(0) be

such that
E(T,S;,B,,) < 2E(T,B,,) < 2¢, A%, (10.17)

Now observe that
lim E(T,S;,B,) = E(T,S;,B,,)

rirr

Moreover, as [ro,r7) # 0 and [rg,r;) N.A =0, we see that for all r € [rg,77),
g5 ’r’A? < E(T,B,) < E(T,S;,B,).
Taking r 1" in this expression, we deduce

ey 'riA® <E(T,S;,B,,).
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Moreover, from (10.17) and our assumption (2.1) we know
E(T,S;,B,,) < 265 2A%? < 20?KE(T, S, By). (10.18)

Hence, we have all the necessary assumptions to apply Lemma 10.5, which guarantees that we
can apply Proposition 10.3 to Ty ,, 2o, and S;. We can now argue as in Case 1, but with
ry replacing 1 as a starting point of the iteration and with ro/r; as the lower endpoint. We
therefore get the existence of an S’ € (Q,0) \ £(0) with the property that (see (10.16))

1 log(ro/r)

E(T,S',B,,) < C2 2 1sm E(T,S;,B,,).

Combining this with (10.18) we arrive at

log(rg)

, 2 1 log(ry) _1
E(T,S',B,,) < (2r2C22 ™ | 272 0 E(T, S, By).

log(2)
1 log(ry) 2Tog(1/7) —1
(i) < r; ?, the above becomes

Noting that 22 T =
rr

1 log(rg)

log(rqg)
E(T,S,B,,) < (2Cr§/2) 973 Tos) E(T, S, By) < 20 - 272 s E(T, S, By).

log(rg)
Thus choosing 7y small enough so that 2C - 273 Tos (1) <, we deduce (a) from Theorem 2.5.
As the above three situations exhaust all possibilities, the proof is completed. U

To summarise: we have now reduced the proof of point (a) in Theorem 2.5 to proving the
a priori much weaker result of Theorem 10.2. We will next address how points (b), (c), and
(d) follow from (a). In fact, since it will prove to be useful also later when we get to the
rectifiability statement in Theorem 1.1, we state here a more general lemma.

Lemma 10.6. There is a constant C = C(Q,m,n,n) > 0 with the following property. For
every ro > 0, there exists € = e(Q, m,n,n,r9) > 0 such that if

(i) T and X are as in Assumption 2.1;
(i) | 7](B1) < (Q + 3)wm; and
(iii) there is S € €(Q,0) \ £(0) such that

A% + E(T,S,B;) < ?EP(T,B,) ; (10.19)

then
C~'EF(T,B,) < E*(T,B,,) < CE?(T,B,). (10.20)

Moreover, there is a constant C = C(Q,m,n,n,ro) such that, provided ¢ is chosen possibly
smaller, if there is another cone S’ € €(Q,0)\Z(0) that also obeys

E(T,S',B,,) < ?EF(T,B;), (10.21)
then
dist’ (SN By, 8 ' NB,)) < C(A% +E(T,S,B;) + E(T,S,B,,)) (10.22)
dist*(V(S) N By, V(S') N By) < CEX(T,B1) ' (A* + E(T,S,B1) + E(T,S",B,,)). (10.23)
Proof. First of all we argue for (10.20). We start by demonstrating that
1(S)? < CEP(T,By). (10.24)

In fact, fix 7 such that E(T,B,) = E(T, x, B;) and use Allard’s L2~ L° height bound to infer
that

dist*(q,7) < CEP(T,By) + CA* Vg e spt(T)NBys. (10.25)

Next, let a; be one of the planes which form S and recall that

/ dist?(q, spt(T)) dH™(q) < E(T,S,B1).
a;NB1\ By (V)
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Using Chebyshev’s inequality (applied to the measure H™L «;), we have that the set F; C
a; NBy4 \ B4(V) of points ¢ € a; N By 4 \ Bo(V) obeying

- C
= H™(a; N Byys \ Ba(V))

satisfies H™(F;) > (1 — &) H™ (i N B4 \ Ba(V)) and so for a choice of C' = C(m) > 0

dist? (g, spt(T))

E(T,S,B;) (10.26)

sufficiently large, there exist m linearly independent vectors ey, ..., e, € F; with the property
that every v € a; N By can be written as v =}, Aje; with |[A;] < C.
Combining the above distance inequalities, for each j € {1,...,m} we have

dist®(e;, ™) < C(E(T,S,B;) + A? + EF(T,B,)) < CE?(T,B,).
For each v € a; N By, using the identity dist(v,7) = |[p+(v)|, this in turn implies
dist?(v,7) < CEP(T,By).
We thus can use (7.2) of Corollary 7.3 to infer that
dist*(a; N By, 7N B;) < CEF(T,By), (10.27)

which in turn implies (10.24).
Observe also that we have the inequality

E?(T,B;) < E(T,a1,B1) < CE(T,S,B1) + Cu(S)? < C2EP(T,B1) + Cu(S)?,
and so in particular we conclude
C™'EP(T,B;) < u(S)? < CE?(T,B,), (10.28)

if € is sufficiently small. Moreover, since we have not used any information other than the
smallness of E(T,S,B;) + A? with respect to EP(T,B;), the same argument applies to S’ and
Tb,ry, which allows us to conclude

C™'EF(T,B,,) < u(S)? < CEP(T,B,,). (10.29)

We next observe that from (10.24) (see also (10.27)) we immediately get the inequality on the
right-hand side of (10.20). Indeed, we can write

EF(T,B,,) < E(T,7,B,,) < Cry? maxdist?(c; N B, 7 N B,,) + CE(T,S,B,,)
< CEP(T,By) 4 Cry ™ 2E(T,S,B,) < C(1 4 ery ™ 2)EP(T, B))

and so to conclude the right-hand inequality in (10.20) it suffices to choose € small compared
to To-

We next argue by contradiction for the left-hand inequality in (10.20). If the conclusion
is false, then we could find a sequence of area-minimizing currents T}, ambient manifolds Xy,
cones S, € €(Q,0)\ #(0), and parameters ¥ | 0 for which the left-hand inequality in (10.20)
fails for some fixed 7o, namely

. E? (Tka Bro) 1
kl;rglo B (T} B1) <C., (10.30)

for some constant constant C, which will be specified only later and which will turn out to

be independent of ry. Without loss of generality, we can select planes m; with EP(Ty,B;) =

E(Tk, Tk, B1), and, up to performing a rotation, we can assume they all coincide with the same

fixed plane, 7. We can also pass to a subsequence to ensure that the number N; of planes

forming Sy is a constant N (obeying N < Q).

Observe that we must necessarily have

Ep(Tk,Bl) — 0.

Indeed, we can assume S, — S € F(Q,0) \ £(0) locally in the Hausdorff topology, while T}
converges weakly to some area-minimizing current T, and it follows easily that spt(T)NB; =
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SooNB;. If EP(T), By) does not converge to 0, then T, is not supported in a plane, so it must
be an area-minimizing integral cone which is not planar. But then we see immediately that
EP (T}, B1)
im ————~
k— o0 Ep(Tk, Brg)
In particular this would be a contradiction if we impose C, > 1 in (10.30).
We conclude then that S converges indeed to m.. We can therefore apply Almgren’s

(strong) Lipschitz approximation [11, Theorem 2.4] to the sequence Ty relative to the plane
Tso and perform a blow-up procedure. We normalize the Lipschitz approximations by

E* = EP(Ty, B1)"/?

=1.

and, upon possibly applying suitable rotations (see Remark 8.21), extract a Dir-minimizing
function foo : Bi(ms) = Ag(mL) in the blow-up limit (the Dir-minimizing property follows
from [11, Theorem 2.6]). Moreover, since E(Tk, Sg, B1) < (¢¥)2EP(T}, B1), we see that if we
describe the cones Sy, as a union of graphs of linear maps L¥, ..., L’fv : Moo — T then upon
extraction of a subsequence we will have that E, 1/ 2L§
for each i = 1,..., N, because of (10.24).

Observe that:

e L7 and L7° are not necessarily distinct for every ¢ £ 7;
e However there is at least one pair of indices i # j for which they are indeed distinct.

converges to some linear function L$®

The second fact is a simple consequence of (10.28).

Up to reordering, we can assume that there are exactly N > 2 distinct linear maps
L§°,..., LY in the collection {L}. Consider then the cones Sj C Sy given by the graph
of the linear maps L¥, ... ,L’fv. It follows from the arguments outlined so far that

. E(T},S}.B1)
hm —_——
k— o0 Ep(Tk,Bl)

.. . o(Sy)
it s

—0,

>0,

and

—~
~—

lim M Sk
m

=1.

Together with the fact that C~1 < % < C, we conclude that

max 7/ |L$° — L;?O|2 >0t
1<i<j<N JpB,

for a suitable choice of C, = C,(Q, m,n,n) > 0.
We can now argue as in the proof of Proposition 9.3 to conclude that

N
foo =Y QL]
=1

for some positive integers @; > 1.

Consider now for each k a plane m} such that E(Ty, 7}, B,,) = EP(T},B,,). By Allard’s
L>-L? bound, for each v € 7f N B,, /2 there is a point ¢ € spt(T}) N B,, such that Pr! (9)=v
and

lv—p> < Cr3(EP(Tx, B,,) + 15 A7) < Cry "EP(Tk, By).
However, by (10.25), dist?(p, 7ao) < C(EP(T), B1) + A2) < CEP(T}, B1). It follows immedi-
ately that
dist?(7} N Byy, oo N By, ) < Cryg ™EP (T}, By)
which in turn implies

dist® (7} N By, moe N By) < Org ™ 2EP (T}, By).
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Let Ay : moo — 7% be the linear map whose graph gives 77,1. and note that, from the above

—1—m/2E]1/2

discussion, || Az~ (B, (0,r.)) < Crg . In particular we can extract an L? limit A,

of the maps F, Y 2Ak, up to subsequences. Now the estimates in [11, Theorem 2.4] imply

Ep(Tkv BTo) —m—2 2 2

B gy =0, U@l = [ 6t QLD

where in the last equality we have used the 1-homogeneity of both f., and A... On the other
hand by the triangle inequality,

G(foor QlA])? >+ max / L&~ LoP > 0o
Bl Bl

1
2 1<i<j<N
Thus, we are in contradiction with (10.30), which concludes the proof of (10.20).

Step 1: Reduction via enlarging, balancing, and pruning. We will first show that
one can without loss of generality assume also the following on S and S':

(B) S and S’ are both M-balanced (with M the constant of Assumption 10.1);
(P) For a suitably small constant 6 = §(Q, m,n, i, r9) > 0 we have

A? +E(T,S,B;) < §%0(S)? (10.31)
re A% +E(T,S',B,,) < 5?0 (S)?%. (10.32)

For the present reduction step, we will show the existence of another cone S; € € (Q,0)
such that:

(i) (B) and (10.31) above hold for S; in place of S;

(i) V(S) = V(S1): _ o

(iii) E(T,S1,B1) < C(E(T,S,B;) + A?), for a constant C = C(Q, m,n,n,d);

(iv) dist*(S; NB1,SNB;)? < C(E(T, S, B;) + A?);
We can then use the same argument to find a cone S} satisfying (i)—(iv) for Tp,, and S’.
Given this, it is easy to check that the assumptions of the lemma hold with T, S;, S} in place
of T,S, S’ (up to controlled constant factors), and that if one can prove the result for T, Sy, S/,
then the result follows for T',S,S’. Thus, after Step 1 we will have reduced the proof to the
case where we can also assume the validity of (B) and (P).

In order to accomplish the task of this step, we observe that, by choosing ¢ in (10.19)
small enough, T, 3, and S satisfy all the requirements of Proposition 9.1, except possibly
A? < &2E(T,S,B;), for the parameter g9 = £¢(Q,m,n,n) in Proposition 9.1. Let us assume
for the moment that this does not hold, i.e.

E(T,S,B1) < g5 2A%. (10.33)

In this case we wish to deform S to another cone S, € €(Q, 0) such that E(T,S.,B;) = ¢, % A2
and V(S.) = V(S) =: V. This can be accomplished as follows. We consider a plane 7 € #(0)
containing V' and observe that, because of (10.19), provided that we take ¢ < VNeg , we have

NE(T, 7, By) > g5 2A%. (10.34)

Next enumerate the (distinct) planes forming S as «a1,...,ay, and for each i = 1,..., N fix a
continuous path of planes «;(t) in ToX connecting a;(0) = «; and «;(1) = 7, with the property
that V' C a;(t) for all ¢t € [0, 1]. The existence of the path can be reduced to the existence of a
continuous path for the cross sections V+ N a;(t) C VX N TpY and the existence of the latter
is a consequence of the path connectedness of the Grassmannian of 2-planes in R2+7),

Next we want to avoid that along the path we have «;(t) = «;(t) for some ¢ # j and
some 0 < t < 1. To that end, denote by X the set of m-dimensional subspaces of Ty> which
contain V', and consider its N-fold product X x --- x X. Let Z C X x --- x X be the set
of elements (531, B2, ..., Bn) such that 5; = f; for some ¢ # j. We then need to show that
(X x -+ x X\ Z)U{(rm,...,m)} is path connected. Note that Z can be written as the union of
Zij :=A{(p1,...,Bn) : Bi = Bj}. On the other hand the dimension of Z;; equals the dimension
of Z15, while the latter can be written as A x X x --- x X where A C X x X is the diagonal



FREQUENCY 1 FLAT SINGULAR POINTS AND #™~2.A.E UNIQUENESS OF TANGENT CONES 75

{(B,B) : B € X}. Hence the codimension of Z in X x --- X X equals the codimension of the
diagonal A in X x X. Since the codimension of A in X x X is the dimension of X, which
is strictly larger than 1, we conclude that the codimension of Z in X x --- x X is at least 2.
This in particular implies the path connectedness of the desired set, meaning we can assume
our path obeys o;(t) # a;(t) for all ¢ # j and all ¢t € (0, 1).

Now let t — S(t) = a1 (t) U---Uan(t), t € [0,1], denote the above continuous path from S
to . Observe that by definition,

t+— E(T,S(t),B;) is continuous for 0 < ¢ < 1, (10.35)
t+— E(S(t),T,B;) is continuous for 0 < ¢ < 1, (10.36)

and

ltiTr{lE(S(t),T, B,) = NE(r,T,B,).

These properties, combined with (10.33) and (10.34), are enough to claim the existence of a
te € [0,1) such that for S, := S(t.) we have

1 _ _
550 A% < E(T,S.,B;) < 5 %A%,

However, it might be that S, is not an element of € (@, 0); this can only happen if the intersec-
tion of two of the planes forming S, is strictly bigger than V' (and so is (m — 1)-dimensional as
they do not coincide). Denote by Z' C X x --- x X the set of elements (81, ..., Sx) such that
dim (8; N B;) > m — 1 for some i # j. Z' is closed and has non-empty interior in X x --- x X.
In particular, if we perturb the planes forming S, slightly (within the N-fold product space
X x ---x X), in light of the continuity of the map S — E(T,S,B;), we can ensure that the
inequality above holds and that at the same time the new cone, which we will abuse of notation
and still denote by S., is an element of €(Q,0).

We have now found a suitable cone S, when the unfavourable assumption (10.33) holds.
Notice that for such S, we also have

E(T,S.,B;) < e52A% < e5%*E(T, B,)

by (10.19), and thus if €2 < €, we have that the assumptions of Proposition (9.1) hold for T
and S.. If we are in the favourable situation where (10.33) does not hold, then we have

A? < &2E(T,S,B)),

and so we can simply set S, := S, and again all the assumptions of Proposition 9.1 hold for T
and S..

Thus, we are in a position to apply Proposition 9.1 to T" and S, to find a cone S; which
satisfies (ii) and is M-balanced. However, it must be noticed that indeed Proposition 9.1 is
proved by showing that S; satisfies the smallness assumption (9.2) in Proposition 9.2, with the
choice of € = e(m, n, 7, N) therein. In particular, since the argument of Proposition 9.1 allows
one to ensure that S; satisfies (9.2) with e replaced by any § < e, up to further decreasing eg
(dependent on §), we get exactly (10.31), and moreover we are still left with the freedom of
choosing §.

By Proposition 9.1 we also know that

E(T,S,,B,) < CE(T,S,.,B,),
where C' = C(Q,m,n,7,d). On the other hand, by construction either S, = S, or
E(T,S.,B1) < ;%A%

and in particular we infer (iii) (we stress that now eg = €o(Q, m,n, 7, J)).

So far we have proved that (i), (ii), and (iii) hold. Property (iv) would follow from Propo-
sition 9.1 in the case S, = S, but unfortunately this may not be the case and so we will have
to provide a more subtle argument. In fact, we will use the validity of (B) and (P) for S; to
prove (iv) even when S, # S (for § chosen sufficiently small).
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We first assume that 6 = 6(Q,m,n,n) > 0 is sufficiently small so that Lemma 8.5 and

Proposition 8.6 apply to Tp 1,4 and S;. We will show that this implies
dist?(S; N B1,SNB,)% < C(E(T,S1,B1) + E(T,S,B;)+A?). (10.37)

As observed, we would need to show this when E(T,S,B;) < ¢, ~2A2 but the argument is in
fact more general and does not use the latter information. Combined vvlth (i), (10.37) proves

(iv).
We enumerate the (distinct) planes (1, ..., By forming Sy, while we also recall the enumera-
tion aq, ..., ay for S. Let W,;C By be the disjoint neighbourhoods of the planes §; as in Lemma

8.5, and consider their homothetic rescalings W, = (Wi)o,a. Observe that T'LBg/4 \ By/32(V)
is supported in the union of the W; and let T} := T W;. By Proposition 8.6(c) we know that

dist(p, 8;) < C(E(T,S1,B1) + A2 for all p € spt(T;). (10.38)

For each fixed i = 1,..., N’, consider a unit vector e; € V+Ng;, let & := %, and define the disk
B; := By/33(1, 8i). By Proposition 8.6(f) we know that ((pg,)s7:)L(B1/2(0,8:) \ B1/16(V)) =
Qil(B12(0, i) \ Bi/16(V)] for some integer 1 < @Q; < @, and thus

IT:\(p5 (B:)) > co >0 (10.39)

for some geometric constant co(m,n,n). Since

/dlst (p,S)d||T;||(p) < E(T,S,B;),

for a fixed constant C' = fo, with C, > 0 to be determined, by Chebyshev’s inequality and
(10.39) we have

IT:|({p € 3! (B:) : dist®(p, ) > CE(T,8,B1)}) < CH T (p5! (Bi)) -
Thus, the set E; C py ' (B;)Nspt|[T; of points p € p;' (B;) which obey
dist?(p,S) < CE(T,S,B,), (10.40)
has | T3[|(Eq) > (1 = 1/C)|Till(p5,! (Ba))-

We then use Proposition 8.6(iv) to estimate

QiH™ (B; \ pp, (E) < Col| Ty (pg,! (Bi \ pg. (Ei))) + Co(A? + E(T, Sy, By)) 7
< Col|Till(p5,! (Bi) \ Ei) + Co(A? + E(T,S1, By))'

C
< *OIITiII(pgf(Bi)) +Co(A? + E(T, Sy, By))' ™7

< ——QiH™(B;) + Co(A% + E(T,S,,B)))' ™

where Cy = Cy(Q, m,n,n). Note however that E(T,S1,B1) < C1(E(T,S,B;) + A?) for an-
other constant C; = C1(Q, m,n,7,d). Hence, if A% + E(T,S,B;) is sufficiently small and C,
sufficiently large compared to Cy, we get

H™ (pp. (Ei)) = Hm( i)

For each point p € E; we let j(p)e {1,...7N} be an index such that dist(p, ;) =
dist(p, S). We then define F; ; := pg,({p € E; : j(p) = j}). Clearly from the above lower bound
on H™(pg,(E;)), there must be an index j, € {1,..., N} for which H™(F; ;) > 5xH™(B;).
Fix now an arbitrary point w; in F; ;. and recall that since it belongs to B; = By /32(&1, 8i),
% > |wy| > %. Next,we let r, > 0 and consider the open set

A(ry) :={w € Bi : |w-w[* > (1 —r2)|w *|w]?}.
By the lower bound on the Hausdorff measure of F; ;, the set Fj j, \ A(r.) must contain at
least one point wy if we choose r,. = r.(m, N) appropriately.

Clearly ws enjoys as well the bound £ > |ws| > §. Moreover, since e; is orthogonal to V,
the angles formed by the wy and V must both be larger than a geometric constant. Finally,
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the sine of the angle formed by w; and ws is at least r,. In particular we can complete the
pair wy,ws to a basis of §;, via an orthonormal basis vy, ...,v,_2 of V. Thus, any vector
v € B1 N B; can be written as a linear combination

v = Z)\sz + )\m_lwl + )\mwg
i

for a choice of A; which satisfy |\;| < C for some constant C = C(m, N).
For the points w1, wo, if we let pq, p2 denote points in E; which obey j(p) = j. and pg, (pr) =
wy, for k = 1,2, it follows from (10.40) and (10.38) that, for k = 1, 2,
|péj* (wi) | = dist? (wg, aj,) < 2dist® (wy, pr) + 2 dist® (p, ;)
= QdiSt2(pka /BZ) + 2dlst2(pk7 S) < C(E(Ta 817 Bl) =+ E(Ta Sa Bl) + A2)

where C'= C(Q, m,n,7,d). In particular, using the linearity of péj* and the fact that V' C «;,,
this shows that

dist®(v,a;,) < C(E(T,S1,B1) +E(T,8,B;) + A%)  YwepNB;.

Summarizing our argument so far, for every plane 3; in S; we can show the existence of a
plane o, in S such that

dist?(8; N By, o, N By) < C(E(T,S1,B1) + E(T,S,By) + A?). (10.41)

We now would like to prove the converse; namely, if we fix any plane «; forming S, we look
for a plane ;. in S; satisfying (10.41) with ., j in place of 4, j,. This time, we choose a unit
vector f1 € VENa;. Welet ¢4 = f1/4 and set B; := By /32(C1, ). We then know that

/ dist?(q, spt(T))dH™ (q) < B(T, S, By) .
Bj

Once again applying Chebyshev’s inequality, this time with H™, we get that if F; C B; is the
set of points g € B; which obey

dist®(q,spt(T)) < (2/H™(B,))E(T,S,B:), (10.42)

then we have H™(F;) > 1H™(B;). Now for each ¢ € Fj; let p(q) € spt(T) be such that
dist(q,spt(T)) = |¢ — p(q)|- Thus, (10.42) tells us that if ¢ is chosen small enough, we can
guarantee that |¢ — p(q)|< 1/16 and so in particular p(q) € Bg,4 \ Bi/32(V). It thus follows
that p(q) € W; for some i € {1,..., N'}. For each such i, let F} ; be the set of points ¢ € Fj for
which at least one such p(q) belongs to W;. Arguing as before, it follows that for some i, we
have H™(Fj;,) > 537 H™(B;). We can now argue as above that Fj ;. contains two appropriate
points w, w2, complete the pair with vectors in V' to form an appropriate base of «; and use
this base to prove

dist?>(a; N By, B;, NBy) < C(E(T,S1,B1) + E(T,S,B;) + A?).
Combined with (10.41), this therefore completes the proof of (10.37) and hence the first step.

~ =

Step 2. Concluding from the reduction. Now that we have reduced to the setting
where we may assume the validity of (B) and (P), we conclude the proof of the proposition by
showing that the claimed conclusions hold under these additional assumptions, if we choose §
small enough. First of all we observe that, by (iv) in Step 1, (10.20), (10.28), and (10.29) we
have

C™'EP(T,B;) < min{u(S)?, u(S")?} < max{u(S)? u(S")*} < CEF(T,B,). (10.43)

So we can appeal to Lemma 7.12 to conclude (10.23) from (10.22). We will thus focus on
proving (10.22).

The latter task is similar to the one accomplished at the end of Step 1; while it is more
complicated by the fact that V(S) and V(S’) might be different (unlike V(S) and V(S;) in
Step 1), we can now take advantage of (B) and (P) for both (whereas previously, we only knew
that S; was balanced). Indeed, by choosing § small enough we can ensure, using Lemma 8.5,
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Proposition 8.6 and Corollary 8.7 for S’, Ty ., /4, and S, Tj 1 /4, respectively, that the following
situation holds:
(i) If we enumerate the planes f,..., 8y forming S’ and set V' := V(S’), then there are
pairwise disjoint neighborhoods W of 8; N B, 2 \ By,/16(V') such that

spt(T) N By, /2 \ Bryy16(V') € (W7 (10.44)
J
dist?(p, 8;) < C(E(T,S',B,,) + A%r)r  Vp € spt(T) N W/; (10.45)
(pﬁj )ﬁ(TLWJ/ N pgj1<Bro/2 (07 ﬁj) \ Bro/lﬁ(v))) (1046)
= Qi[Bry/2(0,8;) \ Byy/16(V)] -
(ii) If we enumerate the planes ai,...,ay forming S and set V' = V(S), then there are

pairwise disjoint neighborhoods W; of a; N By /2 \ B, /16(V) such that

spt(T) NBuy2 \ Bryy16(V) € |JWi (10.47)
dist?(p, o) < C(E(T,S,B1) + A%r)r2  Vp espt(T)NW; N B, (10.48)
(Pa)s(TLWi N py ! (Bry (0,04) \ Bryj16(V))) (10.49)

= Qi[Br,(0,:) \ Bryy16(V)] -
We will now proceed to show that all these estimates imply, for each plane a; in S, the existence
of a plane 3; in S’ such that
dist®(e; N By, 8; N B1)? < C(E(T,S,By) + E(T,S',B;) + A?). (10.50)

Since the argument can be symmetrized to switch the roles of a; and 3;, this would conclude
the proof of (10.22).

Without loss of generality we assume that ¢ = 1 and we start by fixing a vector e € a7 with
le] = £ such that Bac,r,(€) C By /2 \ (Bry/16(V)U By, /16(V’)), where co = co(m) is a positive
dimensional constant. For each point ¢ € Be,r, (€, 1), by (10.48) and (10.49) above we can
find a point p = p(q) € spt(T) N W7 such that

Ip—aqf* < C(E(T,S,By) + A%rg)rj
and then by (10.44) we find W (for some j = j(q) € {1,...,N'}) such that p € Wj. In
particular, setting ¢; := pg, (p), we conclude from (10.45) that
|q - Qj|2 < C(E(Tv Sa Bl) + A2T(2) + ]E(T7 S/a BTU))rg .
So, for each point g € By, (e, a1) we conclude that there is a plane 3;(4) in S’ such that

dist(g, B;())* < C(E(T,S,By) + A%r§ + E(T, S, B,,))r( - (10.51)

Select now m linearly independent vectors vy, ..., Vm € Beyr, (€, @1) with the property that, if
we set e; 1= :—é, then every vector v € By Ny is a linear combination

v = Z)\iei

with | ;] < C, for some constant C' which depends only on ¢y and therefore only on m.
In light of the above argument, for each vector v; we may find a plane ;) in 8" such that

dist*(vy, B(1)) < C(E(T,S,B1) + A%rg + E(T,S",B,,))rj . (10.52)

Now, we would like to achieve (10.52) but with the same plane, say B;(1), for each v;, up to
increasing the constant by a fixed amount. Suppose that j(7) # j(1) for some ¢ > 1. Consider
the line segment [v1,v;] and parameterize it with a constant speed curve 7 : [0,1] — [v1,v4]
with (0) = v; and (1) = v;. By continuity of ¢ — dist(y(t), 8;(1)), for some o € (0,1] we
have

dist*(v(t), B;1)) < 2C(E(T,S,B1) + A’r§ + E(T,S',B,,))rg V¢t € [0,0].
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Now let 7 be the maximal number in [0, 1] such that
dist*(v(7), Bj(1)) < 2C(E(T,S,B1) + A%} + E(T,S",B,,))r¢ . (10.53)

If 7 = 1 then we indeed arrive at (10.52) with f3;;y replaced by ;1) and C replaced by 2C.
Otherwise, if 7 < 1, then we must have equality in (10.53). Since (1) € Be,r, (e, 1), (10.51)
implies that there must be another index j' = j/(7) # j(1) such that

dist?(y(7), Bj:) < C(E(T,S,B1) + A%2 + E(T, S, B,,))rs. (10.54)

If pj1) = Pp;, (1(7)) and pjr = pg, (v(7)) are the respective nearest point projections of
~(7), and if we ensure that ¢ is taken to be small enough, we can guarantee that both points
belong to Bac,r,(€). Recall that our choice of the vector e guarantees that this ball does
not intersect B, ,16(V’). In particular, if we set q;1) = pj1)/ro and g = pjr/ro we find
7;1) € Bj) NB1\ Bij16(V') and g0 € By N By \ By/16(V’) are such that

l4;0) — qjr[* < 6C(E(T,S,By) + A% + E(T,S',B,,)).

Since the pair of planes have V' as common spine and are M-balanced, we can combine the
above with Corollary 7.3 (namely, first use (7.2), then M-balanced, then the first inequality in
(7.1), then the above) to conclude that

dist*(8;1) N By, B; NB1) < C'(E(T, S,B1) + A*r§ + E(T,S',B,,)) (10.55)

for some constant C’ which depends on M and the previous constant C.
We now look at the point 7/ which is the maximum in the set of ¢ € [0,1] for which

dist®(y(t)), ;)% < 2C(E(T, S, By) + A%rg + E(T,S',B,,))r2, (10.56)

where C is again the constant in (10.51). Now 7' must be strictly larger than 7, by (10.54).
Moreover, if 7/ < 1 then

dist®(y(1"), B;) = 2C(E(T, S, By) + A?%r2 + E(T,S',B,,))re . (10.57)
In this case we can look at the closest plane 3;~ to y(7’), which satisfies
dist?(y(7"), Bj#) < C(E(T,S,B1) + A%r2 + E(T,S',B,,))rs, (10.58)

where C' is the constant in (10.51). Obviously by construction j” & {j(1),7’}. But then we
can repeat the argument above with j' replacing j(1) and j” replacing j' and estimate

dist?>(B; N By, Bj» N By) < C'(E(T, S, By) + A%r2 + E(T,S',B,,)) (10.59)

with the same constant C’ of (10.54). We can iterate this procedure until we reach the right
endpoint ¢ = 1. Any time that we do not stop, we find a new plane in the collection forming
S’. Since there is a finite number N’ of such planes, we conclude that the procedure stops
after at most N’ — 1 steps. The last plane we find is a plane S,, which satisfies (10.52) with
2C in place of C' and B, in place of B;;). On the other hand we have a chain of at most
N’ — 1 inequalities of the form (10.59) between each pair of consecutive planes found during
the procedure. In particular for every i we have

dist*(8j(1) N B, B, NB1) < (N — 1)>C(E(T,S,B1) + A%rd + E(T,S",B,,)),

which combined with (10.52) gives that (10.52) holds with ;) in place of 3;(;) with a larger
constant C, for every ¢, which is what we wanted. Summarizing the discussion above, we have
found a larger constant C' such that, if we set j = j(1), then

dist®(e;, B;) = |p§j(ei)|2 < C(E(T,S,By) + A%r + E(T,S",B,,))

for every ¢. Writing an arbitrary vector in B; Ny in terms of the basis e; as described above,
we then conclude that

dist>(a; N By, 8, N B1)? < C(E(T,S,By) + A%r2 + E(T,S',B,,)).
This completes the proof of (10.50) and thus completes the proof of the lemma. O

Thus, to prove Theorem 2.5, now we just need to prove Theorem 10.2.
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11. ESTIMATES AT THE SPINE

In this section we address the pivotal estimates needed at the spine of the cone for the proof
of Theorem 2.5, which are a suitable adaptation of the groundbreaking work of Simon in [29].
They will be crucial for demonstrating that in the end, after a blow-up procedure under the as-
sumption that @)-points accumulate across the spine, the graphical approximations constructed
in Proposition 8.20 will remain controlled as one approaches the spine, and will converge to a
Dir-minimizer that has an (m —2)-dimensional subspace of Q-points. We start by detailing the
assumptions which will be used through this section. Note that, in contrast to [6], we denote
the estimates in Theorem 11.2, Corollary 11.3 and Proposition 11.4 collectively as Simon’s
estimates. Indeed, although the first occurrence of an estimate analogous to (11.2) below first
appeared in the work of Hardt and Simon in [18], the framework therein is significantly simpler.
The first appearance of the estimates (11.2), (11.3), (11.4) and (11.5), albeit in a multiplicity
one setting, is in [29]; the corresponding estimates in a setting of higher multiplicity, as is the
case in the present work, first appeared in [32]. We note that (11.6) is a more refined version of
an estimate in [29], but in this form it appeared first in [32]. One important difference between
our work and [29,32] is that, even when we are at a fixed distance from the spine of the cone
S and the excess of the current from S is very small, the current is not necessarily a graph,
nor a multigraph (it is merely approximated suitably by the latter), and therefore we need to
deal with appropriate additional error estimates coming from regions of non-graphicality.

Throughout this section, we will work under an analogous assumption to Assumption 8.10,
but with possibly smaller parameters:

Assumption 11.1 (Assumptions for Simon’s estimates). Suppose T and ¥ are as in Assump-
tion 2.1 and || T||(B4) < 4™(Q+ % )wm. Suppose S = aU- - -Uary is a cone in €(Q)\ & which is
M-balanced, where M > 0 is a given fixed constant, and V is the spine of S. For a sufficiently
small constant ¢ = £(Q, m,n,n, M) smaller than the e-threshold in Assumption 8.10, whose
choice will be fixed by the statements of Theorem 11.2, Corollary 11.3, and Proposition 11.4
below, suppose that

E(T,S,B,) + A? < %0 (S)?. (11.1)

We recall once again the notation
o(S) := mindist(a; N By, ; N By), and ©(8S) := maxdist(a; N By,a; N By).
1<J 1<

Before stating the inequalities that we need, let us introduce the following short-hand notation
for points g € spt (T') at which the m-rectifiable set spt (T') has an approximate tangent plane
7(q) oriented by the simple m-vector T'(q):
e p; and p%: will denote the orthogonal projections onto 7(g) and its orthogonal com-
plement (7(q))* respectively;
e g and g+ will denote the vectors p#(q) and pgr: (q) respectively.

We now split the key estimates into three separate statements and we will proceed with
their proofs afterwards.
Theorem 11.2 (Simon’s error and gradient estimates). Assume T, 3, and S are as in As-
sumption 11.1, suppose in addition that ©(T,0) > Q and set r = &/ﬁ Then there is a
constant C = C(Q,m,n,n, M) > 0 and a choice of € = £(Q,m,n, 7, M) > 0 in Assumption
11.1 sufficiently small such that

112
q ~
[ i dIT0) < C(A% 4 B8, B) (11.2)
/ pv o L d|[T|| < C(A% + B(T, S, By)). (11.3)

We refer to the first estimate (11.2) as “Simon’s error estimate”, since it is estimating
the error in the monotonicity formula. Meanwhile, we refer to the second estimate (11.3) as
“Simon’s gradient estimate”, since if T were the graph of a function, this would be an L2
bound on the derivative of the function in the directions parallel to V.
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An important corollary which will not require much additional work is the following.

Corollary 11.3 (Simon’s non-concentration estimate). Assume T, ¥, S and r are as in
Theorem 11.2. Then, there is a choice of € = e(Q, m,n,n, M) in Assumption 11.1, possibly
smaller than that in Theorem 11.2, such that for every k € (0, m + 2),

dist?(q, S R
/ e |m§‘§_,3 4T (q) < Cu(A% + B(T, S, By)), (11.4)
B,

where here Cy, = C(Q,m,n, 7, M,K).

Finally, this part will be concluded by deriving the following consequence of Corollary 11.3,
which will require a subtle geometric consideration.

Proposition 11.4 (Simon’s shift inequality). Assume T, X, and S are as in Assumption
11.1 and n addition {O(T,-) > Q} N B(0) # 0. Then there is a radius r = r(Q, m,n,n)
and a choice of ¢ = ¢(Q,m,n,n, M) in Assumption 11.1, possibly smaller than those in
Theorem 11.2 and Corollary 11.3 such that for each k € (0,m + 2), there are constants
C. = Co(Q,m,n, 7, M,k) > 0 and C = C(Q,m,n,n, M) such that the following holds. If
qo € B.(0) and ©(T, q0) > Q, then

dist? S _ R
[ B IS r)e) < Cu(A? + B(T8. B). (11.5)
B (qo) lg — qol
DL (60)]2 + (S IDy s (@0) < C(A + B(T,S, Bo) (11.6)

Remark 11.5. Observe that p# = pj;l + Pving,. In particular, when we know that S is
at a fixed positive distance from any plane (namely, pu(S) is bounded from below away from
0), then (11.6) gives a control on how far ¢y can be from the spine V. This particular case
corresponds to what Simon proves in [29], while, as already mentioned, (11.6) is a refinement
which appears first in the work [32] of Wickramasekera.

11.1. Proof of the Simon’s error and gradient estimates (Theorem 11.2).

11.1.1. Monotonicity formula. We begin by recalling the monotonicity formula for mass ratios,
along with some consequences. For T as in Assumption 2.1 and p € (0, 4], the monotonicity
formula reads

12 .
[ 2L ariw -T2 v oo - 2 [ @t fr@)d - Tl @)
B, q| P mJs,

The mean curvature vector Hy(q) is defined as

m

ﬁT(q) = ZAE(ei,ei),

where Ay is the second fundamental form of ¥ and eq,...,e,, is an orthonormal base of the
approximate tangent 7(q) to spt(T) at g.

We next assume that ©(T,0) > @, fix the multiplicities Q1,...,Qn given by Proposition
8.19 and observe that for p as above, we have

Z QiH™ (s NB,) = Quimp™ < wnO(T,0)p™ . (11.7)

Fix r = 3\/% as in the statement and note that any constants depending on r become in
turn dimensional constants. We moreover fix a smooth, monotone non-increasing function
X : [0,00) = R with x =1 on [0,r] and x =0 on [2r, c0) and we introduce the function
o)
d
I(t) := —/ —(x(s5)%)s™ds.
. ds

Recall the elementary equalities

R
[ xtil)? duta) = [ 302 5 nBoyar (11.8)

Br
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r 2d m
[ Tahdnta) =[x g nBo ar (119

which are valid for any Radon measure p with p({0}) = 0 via Fubini’s Theorem and the
definition of the distributional derivative of the BV function ¢t — u(B;). We then multiply
both sides of the monotonicity formula by p™, differentiate the resulting identity in p, multiply
by x(p)?, integrate over p € [0,2r] and use (11.8), (11.9), and (11.7) (treating, for example,
|Lffw%dHTH(q) as a Radon measure du as above). Since I' > C~'1,) for some constant
C(m,r) > 0, we get

[ amiw <o
B, lqI™*

Jetaarrio-32a: [ i )]

IT(|q))g* -HT(Q)I
+C/ P d|T|(q) - (11.10)

=:(A)

We first demonstrate that the error term (A) coming from the mean curvature of T may be
controlled by A2 and to that end we observe that

|Hr(g)| <mA., (11.11)
1T, — Ty%| < CAlq| (11.12)
pr,s(@) <CAlgl  YgeX. (11.13)

Indeed the first inequality is obvious by the very definition of I;TT, while the second and the
third are a simple exercise in differential geometry and we leave them to the reader.

Observe that since T is area-minimizing in ¥, Hp(q) is orthogonal to T, X, while 7(q) C T, X%,
SO

+Hr(q) =q- Hr(q) = r,»(q) - Hr(q). (11.14)
In particular, since spt(7") C 3, (11.11) and (11.13) imply
(n)<ca? [ g a|z o < oA®

r

where again C = C'(m,r) > 0. We can therefore write

12
/| ‘|qqm'+2d||T<q><c[/ (a0 ~ 3@ [ )

We now wish to estimate the first term on the right hand side of (11.15) in terms of the excess
E(T,S,B,); to achieve this, we will test the first variation formula for both 7" and the current
whose support is S with the vector field

X(q) = x(lq))*pv(a) -

The first variation formula for T reads
/diVT (¢)d||T|(q /Xl - Hr(q)d|T)(q), (11.16)

=:(B)

+CA%  (11.15)

where we use the shorthand notation X+ (q) = p%(X(q)) and

divz X (q) = Z@eiX(q) ce; (11.17)

for any orthonormal base ey, ..., e, of the approximate tangent 7 (g) of spt(T).
Writing # = py(g), we can now use (11.11) to write

X (q) - Hr(0)| = x(a)*Ip7,5(2) - Hr(9)| < mAlpz,s(2)].
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Observe next that © = pi:(¢) = ¢ — pv(g) and V C TpX. Therefore for g € spt(T) we can use
(11.12) and (11.13) to estimate

Ip7,5 (@) < Ip7,(9)| + [P7,5(Pv(9)| < CAlgl + P75 — P, 5l[PV(9)] < CAlqg].

In particular
()] <A [ o)l dIT)(@) < CA%,
which in turn leads to

/divTX(q) d||T|(q) = O(A?). (11.18)

For z = pir(q), q € spt(T), let P(%) = Pr(q)(z) denote the orthogonal projection of x onto
the approximate tangent plane 7(q) at ¢. We next compute divy X:

divz X (q) = 2x(lg]) p#(x) - Vx(lgl) + x(|g)*div .

Let us now compute divzz. Complete ey, ..., ey, to an orthonormal basis ey, ..., emn,v1 ..., vy
of R™*" and compute

divge = Z e+ Oe,x = Zei . p‘L/(ei)
=m— Zei -pv(e;) =m —tr(pv) +Zl/j pv(v;) = 2+ZV]' pv(v),

J J

where the last equality follows from the fact that V' is (m — 2)-dimensional. Let us now rewrite
the sum on the right-hand side in a more convenient form. Observe that

tr (py o p) = tr (P o Pv © P3) ,
and also, since pg = pv, p? = pj, and py o py = py, we have
Ipv opzl* = tr ((pv o p7)" o (v 0 7)) = tr ((pF)” o PV o PV 0 P)
= tr (pf o pv © pv o p3) = tr (pF o Pv ° D7),
Thus, we deduce that
> v pv(y;) =tr(pv opF) = [pv opz|*,
J

SO in summary,
divz X (q) = 2x(lg)) p#(x) - Vx(lgl) + x(1g])*(2 + [pv o p2[*) - (11.19)
Plugging this into (11.18) we then conclude that
/X(|Q|)2(2 +pv o pz*) dIT](q) < CA® — /2X(|Q|) p7(x) - V(gD d[T(g).  (11.20)
Since id = py + pir = pP7+ p% and = = py(q), we have
p7(z) - Vx(lql) = pz(z) - pv(Vx(la]) + p#(z) - pr (Vx(la])
= —pz(@) - pv(Vx(la)) + p#(z) - pv- (Vx(lg]) (11.21)
On the other hand, once again using that p{; = py, we have
Ipz(z) - pv (Vx(lg)|=I(pv o PF) (P£(2)) - VX(lg])| < Clpv o pz|IpF(2)].
Introducing the short-hand notation z+ for p%(m), as well as Vyx(|¢|) and Vy.x(|q|) for

pv(Vx(lgl)) and py1 (Vx(|q|)) respectively, we arrive at

—2x(lg)) pz() - Vx(lal) < —2x(lal) pz(x) - Vo x(lal) + Clx(lg)|[pv o pllz|

1
< =2x(lgl) p7(@) - Vv x(lal) + 5x(a)*Ipv o pE[* + Cla™[*1m,, -
(11.22)
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Inserting the latter inequality in (11.20) we arrive at
[ xad (1+Hpv o ppf?) alTla) < oA+ [ et Par|
2r

—/X(IqI)pf(x)-wa(\qI)dllTll(Q)- (11.23)

Consider next the current S := )", Q;[a;], where we recall that the @; are the multiplicities
on the outer region. Observe that, since X(q) = x(|q|)?z, if {®;}; denotes the one-parameter
family of diffeomorphisms generated by X, then (®;)4S = S for each ¢, since S is invariant
under rescalings in any direction in V1. In particular, the first variation formula tells us that
we must have

/div§X dlS| = 0.
Now we may repeat the computation above leading to (11.19), but with S in place of f; notice
however that (11.19) is in fact simpler because py o pfg: = 0. Also notice that (11.21) is
simpler, because for ¢ € S = spt(S) we have that z is tangent to S and therefore pé = 0 whilst
pPg(r) = x, meaning the first term on the right hand side of (11.21) vanishes and the second is

simply « - py+ (Vx(lg|)). Thus, in place of (11.23) we get

/XQ(IqI)dIISII(fJ) = —/X(IqI)SE'wa(lql)dIISII(q)«

Subtracting this from (11.23) and rearranging, we arrive at
[t airi@ - [x*ahdisia)

[ dirita - [y aisi@+; [ adlev o pP a0
<oarsc [ et P+ [xdiae - Vvaxiah dlsi)

- /x(lq\) py(x) - Vyox(lgl) dl|T]|(q) - (11.24)

On the other hand, observe that for any function f on R™*7,
[t@disio =Y [ s,

Therefore, combining (11.24) with our monotonicity formula estimate (11.15), we arrive at

12
q m
| L ari@ scarec [ tPami+ S [ e v anno)

i

- /X(IQI)pf(x) Vyax(la) dlIT(q) - (11.25)

Observe however that (11.15) gives

/X2(|Q|)d||TH(Q) —/X2(|Q|)d||5||(Q) > —CA?.

Thus, from (11.24) we may further infer that

| wveptairi<oatec [ et Pairi+ Y [ xahe - Voo aia)

- /X(IQI)pf(x) Vyax(lgl) dlIT(q) - (11.26)
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11.1.2. Key estimates. The rest of the proof is dedicated to estimating the terms in the right
hand side of (11.25) and, equivalently, (11.26). To that end we will use the refined graphical
approximation of Proposition 8.15 and observe that r has been chosen so that By, C RU V.
Observe moreover that V is a negligible set in all the integrals appearing in the right and
side of (11.25) and we will therefore ignore it. Recalling the inner, central, and outer regions
(cf. Definition 8.13), we will split our task into four estimates , depending on whether we are
integrating over the inner region (near the spine), or central or outer regions (the latter two
will be coupled together):

/ L P T| < C(A2 4+ B(T, S, By)) (11.27)
Rin

=:(C)

x(lal) |z - Vyex(laD [ dH™ (q) + /mx(\ql)lpf(x)~wa(lq\)|dllT\|(Q)

Yo

a;NRIn

=: (D)
< C(A? + E(T,S,By)) (11.28)

[ wtPaiT) < o4+ Brs B.) (11.29)
ROURc®

=:(E)

Yo

x(lal) = - Vo x(lgl) dH™ (q) —/ x(lgl) p#(2) - Vv x(lal) dl|T|(q)

N(R°UR®) ReURe

=:(F)
< C(A? + E(T,S,By)). (11.30)
Once we have established these four estimates, the result follows from (11.25) and (11.26). We
stress that, whilst in (11.28) we do not care about subtracting the two terms as in (11.25),
(11.26) (indeed, our estimates on the inner region will suffice there), it is important in the outer
and central regions that we are subtracting the two terms, as in (11.30); the argument will
exploit in a crucial way a cancellation effect due to the fact that this is a difference between

two nearly equal quantities (so, we do not wish to crudely estimate (F) by the sum of the two
terms therein at any point, unlike in (D)).

11.1.3. Estimates in the inner region. This section is dedicated to prove the first two inequal-
ities, (11.27) and (11.28). First of all observe that

lzt|? < 2] = dist(q, V)? (11.31)
Note that,

wllaDle - Vv x(la)] = x(aDle |2X|('q')'. (11.32)

On the other hand x'(|g) = 0 if |g| < r and |x/(|¢|)| < & otherwise; in particular we conclude
that for C' = C'(m) > 0 we have

x(lgh)|z - Vvox(lgh)] < Cdist(q, V)?. (11.33)
On the other hand

D pa(@) - Vyax(lal] < x(aDlpg(@) - 21 XU _ gy p(ayp X UaD]

|4l lql

and since [ps(2)| < |x|, we can combine it with the second inequality of (11.31) to estimate

x(laDlpz(@) - Vyox(la)l < Cdist(q, V)*. (11.34)
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Using the monotonicity formula for y € [— \/ﬁ7 \/ﬁ]m_z C V and p < 2 (which in partic-
ular tells us that ||T]|(B,(y)) < Cp™), we easily conclude that

/B (e xalpr() - Tyex(laDD T @) < €™, (11.35)
;Qj / o Ml X 4 ) < O (11.36)

Consider now the cubes L € G as in Definition 8.13 and enumerate them as {Lj};. Let
yr = yr, €V be the corresponding centers and let p, = 227“L%) be the radii of the balls
B(Ly) as defined in Section 8.5.1. Clearly {B,, (yx)} is a covering of R™. We now appeal to
(8.33) in Lemma 8.14 and use (11.35), (11.36) with y = yx and p = py, to estimate

(© + (D) < O P E(L.0) Cz/h( dist(q.9)dI 7o) (11.37)
k Ly

Recall that, by Lemma 8.11(iv), the collection of sets B"(L;,) has a control on their overlaps
(each point in R belongs to at most C(m) such sets). Therefore

(©)+[D)<C /B dist?(q, S) d|IT (q)

which gives (11.27) and (11.28).

11.1.4. FEstimates in the central and outer regions. In this section we prove (11.29) and (11.30)
and hence conclude the proof of Theorem 11.2. We first observe that, because of Lemma
8.14(iii), (iv) and Lemma 8.11(iv), (v) we have

> 2 EH(E(L) + 272 A%) < C(B(T, S, By) + A?). (11.38)

Legeuge

For each L € G° U G° we consider the approximations uy, given by Proposition 8.15. These
approximations consist of @y, ;-valued functions defined over the regions AL; for some subcol-
lection of the planes {ai,...,an} for each L. In order to simplify our notation, we do not
keep track of these collections for different L.

The estimate (11.29) is less laborious than (11.30), thanks to the fact that we do not need
to exploit any cancellation effect. We can in particular write

E)< > / |zt 2 d|| T . (11.39)
LegGeuge

Now, for each region R(L) with L € G°UG®, we can use that |z [> < C272L) on spt(T)NR(L),
together with Proposition 8.15(iii) and (8.38), to estimate

TS S N W
/R(L) ; QL) v

Using (11.38) we then conclude that

< ¥ Z/ w2 d| G,

LeQCuG"

+ C2~ (M TUL)(E(L) 4 2721E) A2) |

+ C(B(T,S,By) + A?). (11.40)

Consider now coordinates z on «; and recall that, for a point ¢ = (z, (ur;);(2)), for some

j=1,...,Qry, in the graph of the Q ;-valued function ur; = > [(ur,i);], the vector xt

is the projection of x = pJV: (¢) onto the orthogonal complement of the tangent plane C_-‘;UM

to the graph of (ur;); at ¢. In particular, since at such a point ¢ we have ‘pé - pi‘
UL ,i

A

C|V(ur,);(z)], and moreover because py o py; = pg,, this yields (noting that |x| < |q
C2-4L))

Ja] + [pa, (Pv ()]

< CIV(ur,);(2)] 27D |(ur,i);(2)] (11.41)

o =Ipg, @|<|pg, -pa,



FREQUENCY 1 FLAT SINGULAR POINTS AND H™~2.A.E UNIQUENESS OF TANGENT CONES 87

Now if we square this expression and integrate it, we get from the two bounds in (8.36) (to
control the integrand) as well as the Lipschitz bound (8.37) (to control the Jacobian) that

3 / P d| G,
5 JQL) '

<C Z/Q (L) IV (uri);(2)]727 5 + |(ur)(2)Pd]| G,
i, i

< C2f(m+2)Z(L)(E(L) + 272Z(L)A2)'

In particular, plugging the latter estimate in (11.40) and using again (11.38) we reach (11.29).

We now come to the proof of (11.30), which is more laborious. First of all, because
|Gu, [I(OR(L)) = 0 for each L € G°U G°, we can use Proposition 8.15(iii), the estimate
(8.38) and the estimate (11.34) to deduce that

/BR(L) x(lg) p#(x) - Vyox(lq]) d||T|(q)]| < Co- (MDD (L) 4 22 A2)

Thus, letting (R(L))° denote the interior of R(L), we can once again use (11.38) to estimate

< > ZQj/

x(lgh) = - Vv x(lgl) aH™
LeGeuge j a;n R L))O

- / (g pr() - Ty x(a) dIT]| + COB(T, S, By) + A)
(R(L))°

(11.42)

We remove the boundary as above to ensure that our regions are disjoint. Now we want
to straighten out the curved regions (using Lemma 8.16) to cylinders over disjoint cubes in
our planes where we can pass to graphs. So, next, again taking into account (11.34), and
then (recalling the notation L; = «; N R(L)) using Lemma 8.16 with U = (R(L))° and
U= U; p;jl (L;), since H™~1(OL;) < 02~ (m=DUE) we can further estimate

/(R(L))o x(lal) pr(@) - Vv x(lg) d T - Z/_l _)X(Iql)pf(fﬂ) Vvex(lgl) dl|Tw 1]

J oy (L
< C2—(m+2)€(L) (E(L) + 2—2€(L)A2) )

We can now yet again use (11.34), as well as the estimate, (8.38) of Proposition 8.15 to further
estimate

- /1<L x(ld)pg,, (@) Vyix(la)) d|Gu,,l
i /Paj 7
< 2 (MEUENE(L) + 271 A?)

Combining the above estimates with (11.42) and again making use of (11.38), we arrive at

CEEDSN)S [Qj Ly X Frxtah

Legeuge | g

—/_1(L )X(IQI)p@uL () - Vyox(la) dl| Gy, |l
paj J 7

+ C(E(T,S,By) + A?). (11.43)
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Now note that the multiplicities (); are the ones from the outer region, and so they do not
necessarily match the multiplicities @z ; of the multi-valued functions uz ; when L € G°.
However recall the computation (see (11.32)),

x(lgh)z - Vvrx(lql) = X(|q||);<|/(|q|)|x|2, (11.44)

which since x € V+ shows that the integrand x(|g|)z - Vi 1 x(|g|) is invariant under rotations
which keep the spine V fixed. Since for every j,k € {1,..., N} there is a rotation which maps
a;j onto oy, and fixes V, the integral

[ e Tvaxtia an
a;N(R(L))°

is independent of the plane «;. In particular, given that Zj Qr; = Zj Q; = Q, we can in
fact write from (11.43) (using L; = o; N R(L)

B< > >

Legeuge j

Qu, / (a) = - Vv x(lal) dH™

—/71 x(ldhpg,, (@) - Vyix(a) dlGu, ;|
Pa (L) 7

+C(E(T,S,By) + A?)  (11.45)
Next, following the same computation as for (11.34) we get
X(ld) pg,, (2)- Vyox(lal)| < Cdist(q, V) < €272,

and hence, through the usual Taylor expansion of the area functional for a multi-valued graph,
for k=1,...,Qr; letting g = (2, (urj)r(2)) = 2 + (ur;)k(2) € o X a5, we get

/1 x(ld)pg,, (@) Vvix(lg) dGu, ;|
pa; (L) b

- [ Sxladpe,, , 0@ vaxliah dHm )

L;

dH™ .

< C2—2€(L)/ |Duy,; 2
L;

We can in particular use (11.45), (8.36), and (11.38) to obtain

=< > >

Legeuge j

/ Q. x(12) P (2) - Vorux(12])

> xlaDpg,, | 0v(a) - Vyex(lge)] dH™(2)
& 2

+ C(E(T,S,By) + A?) (11.46)

Now use the coordinates z = ((,£) € V x V' for points z € a;. Recalling (11.44), the first
integrand above is then given by

x(1zDx'(I2])

2|

h(z) == QL,; [{

Meanwhile, we write the second integrand as

Cx(lgk)x (ax))
Z Tl P, Pra) - pula).
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Considering that x’(|¢|) = 0 when |¢| < r, for each k =1,...,Qr ; we can estimate (by Taylor
expansion)

d zNx' (|2

’X(|%|)X (|Qk|) o X(| |)X (| |)’ < CQ2€(L>|(“L7j)k(2)|2~
|| |z

On the other hand we have

Pe. ), (Pv(ar) - Py (ar)| < €274
(up )

In particular, if we define

& (12X (12])
9(z) = Y b, (v (@) P ().

we then get
l9(2) = §(2)] < Clur ;(2)]*. (11.47)
Next, recalling the definition of g, notice that

P (qr) = €+ (ur j)i(2),
On the other hand,

Pe,., , (Pv(ar) - Pyla) — I
= |l , €+ @)l = €|
= |l ,, ©F —I6?| +Ipg,,, , (w0
+2lpg,,, | (©-Pa,, | ()
<Ipg,,, , OF + el +2pg,, | @, | P
D I (g, e+ 2] - D s el )

< ID(uL,j)k|22*2“L) + [(urg)el® + 27D (up )il (ur, )kl
< 27BN D(up j)k* + Cl(ur, )il

< Ipé(“

where we have used that pa, ((ur,j)r) =0 and pf;j (&) = 0. In particular, we arrive at

19(2) — h(2)| < Clup j(2)* + 272 P Duy (=)

Combining this last inequality and (11.47) with the bound (8.36), for each L € G°UG° and each
index j enumerating the planes for the corresponding cone associated to L, we thus achieve

[ Qi By () Tyx(lzh aw o

-3 [ Aladpe,., (00 (@) - Tyxla a2
k j 7

< 2~ MEDUL)(B(L) + 272HE) A2?)
Together with (11.46) and (11.38), this completes the proof of (11.30) and thus the proof of
the theorem. |

11.2. Proof of Simon’s non-concentration estimate (Corollary 11.3). We observe that
Corollary 11.3 is a direct consequence of Theorem 11.2 and of the following lemma (after an
appropriate rescaling to adjust the radius).

Lemma 11.6. Let T, ¥ and S be as in Assumption 11.1 with By C Q and ©(T,0) > Q. Then
we may choose ¢ sufficiently small in Assumption 11.1 such that for each k > 0 we have

di t .
/B |ls|m+2 At 19.5) 371(g) < / |m+2 © dITl(0) + Co(B(T,S, By) + A2),  (11.45)
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where C; = C(Q, m,n,n, M, r) > 0.

Proof of Lemma 11.6. Fix k € (0,m + 2). We test the first variation identity (11.16) for T'
with the vector field

X(q) = dist?(q, S) (max{r, |q|} "> — 1)1 q,
=:f(q)

where 7 > 0 and for a function g we define g4 (¢) := max{g(q),0}. Note that f is supported in
B; \ B,.. In order to estimate the integrand in (B) of (11.16), we first observe that

f(q) dist* (¢, S) < |q[*™.
Recalling (11.14), (11.11), and (11.13), we have
|[Hr - X (q)] < CA?|g/" .

Hence we can estimate

() < A [ [qf e dT(q) < CA?.

1

In particular we conclude that

/diva d||T| = O(A?). (11.49)
We next compute
divzX (q) = mdist®(¢,8)f(q) + f(q)V dist?(q, S) - g + dist*(¢,S)V f(q) - q - (11.50)
Moreover, we can explicitly compute
Vi@ -y =—(m+2—r)g """ g * 1,8, (q)
= —(m+2—k)lq| """ 1p,\p, (a) + (m +2 — H)Q|m4+NqJ—|21B1\B,‘((1]i "

On the other hand, using the 2-homogeneity of dist2(q, S) we can likewise compute
V dist?(q, S) - q = V dist?(q, S) - ¢ — V dist?(q, S) ¢t
= 2dist?(¢q, S) — V dist?(¢q,S) - ¢+ .
Inserting this and (11.51) into (11.50) we reach
divzX (g) = rdist(q, S)*|g| ™" **"1p,\8, (¢)
+ (m+ 2)r ™2  dist?(q, )1, (q) — (m + 2) dist*(¢, S)1g, (¢)
+ (m+2 — k) dist* (g, S)lg™ [*la] """ 1, \B, () — V dist®(¢,S) -4~ f(q) -

(11.52)
In turn, inserting this in (11.49) we achieve
dist?(q, S R
o[ TEEES Tl < CA + (m+ RS, B
B:1\B, lal
+ [ Vais(s.02 o FdIT] @) (1153

=:(C)

On the other hand, using that dist(q,S) is 1-Lipschitz, we can estimate

(© <2 [ distla.S)la* |0 dIT) ()
. .2 l 12
<x [dst@9)@dTI0 + [l P T

dist?(q, S)
K Tz AT(a)
o, T 41

IN
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+m~—m—2+“/ dist?(q, S) d|I T (g) + 1/ P ). (11.54)
k JB, g™+

r

Inserting (11.54) into (11.53) we then reach

dist*(¢, S) / 2, 7 IT[|(B)
d||IT|I(q) < Cx d|IT||(q) + C(A*+ E(T,S,B;)) + C————.
/Bl\B Tatr IT°1l(q |m+2 IT[I(q) ( ( 1) s
(11.55)
Letting r | 0 and using ||T']|(B,) < Cr™ we reach (11.48). O

11.3. Proof of Simon’s shift inequality (Proposition 11.4). In Lemma 11.7 below we
will show the following inequality for each k € (0, m+2), under the assumption that ¢ is chosen
sufficiently small and that p = p(m) is a dimensional constant:

dist(q, go + S)? . .
/ ( 0t S AT a) < CE(A” 4 BT, Ba) + 9, (a0 + (S P, (1)),
p\q0

) la—q
(11.56)
for C% = C%(Q,m,n,n). Assuming the validity of this, our aim is therefore to show that we
also have

P2, (40)1 + 1(S)? Py 2, (0)* < C(A? + E(T, S, By)), (11.57)
for C = C(Q, m,n,n). Observe that (11.56) and (11.57) together yield (11.5).

Fix now a scale 7 < £ (for p fixed as in (11.56)), whose choice will be specified later.
Observe that, by assuming ¢ is small enough depending on 7, Proposition 8.15(v) guarantees
that dist(go, V') < g We can now apply a scaled version of Lemma 7.14 to find an index j and
a subset Q C a; NBr(pv(qo)) \ Br/2(V) with the property that

P2, (@0)* + B(S)*[Pv oy (@0)* < Cdist(z,q0 +S5)*  VzeQ (11.58)

and H™(Q) > C~17™ for some geometric constant C' > 0 (from the proof of Lemma 7.14, we
know C' = C(Q, m,n,n) due to the specific choice of U = By \ By/2(V) here in Lemma 7.14;
see also Remark 7.15). If we choose ¢ sufficiently small, depending on 7, by Proposition 8.15
we can find a further subset Q' C Q with measure larger than (2C')~17#™ and such that over
each z € ' we can find a point p in the outer graphical approximation lying in z + ozjL and in
the support of the current T" with the property that
dist(z, g0 + S) < dist(p, go + S) + CF ™/2(E(T, S, By) + 72 A%)Y/2,

In particular we achieve

IPZ,(0))* + 1(S)?|Pv L, (90)* < Cdist*(p, qo + S) + C7™(E(T,S,By) + 72A?%)  (11.59)

for all p in the subset " of points p € spt(T) which coincide with the outer graphical ap-
proximation of Proposition 8.15 restricted to the subset . For this set we clearly have
[TI[(2) = H™(Q) > (2C)~17™. Observe moreover that, since Q' C Bz(pv (o)) C Bar/2(q0),
if € is sufficiently small (depending on 7), then Q" C Bas(qp). We now integrate (11.59) over
Q" with respect to d||T|| to find

Pa, (90)* + 1(S)*[Pv e, (00) > < CF /132@0) dist*(p, g0 + ) d|| T (p)
+ CF ™ (E(T, S, By) + 72A?).
We can in particular write
: dist®(q, go + S)
Bar(qo) 14— qo|™F7/4
+ CFi ™ (B(T, S, By) 4+ 72A?). (11.60)

Given that the constant C' is independent of the radius 7, for any fixed § > 0 if we choose
7 =7(Q,m,n,n,d) sufficiently small we achieve

P, (90)1” + 14(8)?|Py 2 e, (00) > < CF d||T||(q)

dist(q, go + S)?

Ban(ao) 19— Qo™ 7/* d|T]|(q)

P, (40)” + 1(8)?[Pysna, (90) > < 6
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+ Ci™(B(T, S, By) + 72A?).
We can now insert the latter in (11.56) (with £ = }) and, upon fixing 6 = 6(Q, m,n,7) small

enough (recalling that 27 < p), conclude that
dist (¢, go +S)* dist(q, g0 + S)*
[ S dre < [ SHERLEE dr)
B2~ (o) 4 — qol B,(q0) g — qol
< CF™(72A% 4+ CE(T, S, By))

1 / dist(q, go + S)?
+ - ——=—"d|T|(g). (11.61)
2 B2#(qo0) |q - q0|m+7/4

In particular we conclude

dist(q, go + S)? B .
[ SR EEE 7)) < o (A% + BTS,B),
Ba(a0) |9 ol
for this fixed choice of 7 and inserting the latter into (11.60) we achieve (11.57).
We are left with the task of showing that (11.56) holds. This is accomplished in the following;:

Lemma 11.7. IfT, %, and S are as in Assumption 11.1 and p = then (11.56) holds

1
12(m—2)’
for every point qo € B, with the property that O(T, qo) > Q.

Proof. First of all, observe the following elementary fact for all g, qg, S:
dist(q, g0 +S) < [Py, (90)| + Cr(S) [Py + ra, (q0)| + dist(g, S) . (11.62)

L__  Next note that, assuming ¢ is sufficiently small, we can assume that By \

4/m—2
Bgas/s(V) is in the outer region R° and moreover that dist(go,V) < ap/8, by Proposition

8.15(v). Thus, using (11.62) with ¢g as in the statement of the lemma, we gain the inequality
E(T(]o7ﬁ7 S7 B4) + A2 < CO(E(Tv Sa B4) + A2 + |p(J)4_1 (q0)|2 + H(S)2|vama1 (QO)|2) P (1163)

=: D2

Fix p =

for some constant C which is now independent of ¢.

Note that, if D? < £0(S)? for & = £(Q, m,n,n, M) which is the threshold needed to apply
Corollary 11.3, then we could apply Corollary 11.3 with T}, ; in place of 7" and the desired
inequality (11.56) would then follow.

To handle the general case we fix a suitable § > 0, which will be chosen depending on £. We
wish to apply the Pruning Lemma 8.2 with this choice of § and D. Let e, = €,(d, N) be the
threshold needed for the applicability of Lemma 8.2 and observe that we need to prove that

D? <2u(S)?. (11.64)

Note that we can assume
&
2
by choosing ¢ sufficiently small, depending on ¢, in addition to existing dependencies.

Next observe that for every fixed A > 0, by choosing ¢ sufficiently small depending on A, the
set B, \ Bx(V) will be contained in the outer region R°. In particular, applying Proposition

8.15(v) as before, it follows that dist(qg, V) < A and thus for A < ¢,/(2v/Cp) we gain

Co(E(T,S,By) + A%) < = pu(S)? (11.65)

%u(sf . (11.66)

Consider moreover the ball B := By (pv(go)) and estimate

E(T,01,B) < C1(S)? + CLE(T, S, B) < C1pu(S)? + C1A"2E(T, S, By),

Cor(S)?|Pv2na, (q0)|° <

where C; = Cy(m,n,n, Q). In particular applying Allard’s L?-~L° bound for a; we conclude
that

IPE,(0)]* < C1X*u(S)? + CiA"™E(T, S, By) + C1A2A%.
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2

We can now select A so that CoC1A* < 35, yielding

2
Colp, (@0)” < T=pu(S)® + Ce, " *B(T,S, By) + C=2A%.
We are now in the position to choose ¢ sufficiently small (depending on &, ) so that
2

6*
Colpz, (a0)1* < S (S)* (11.67)

Summing (11.65), (11.66), and (11.67) we obtain (11.64).

So we can now indeed apply Lemma 8.2 to find a cone S’ C S, indexed as 8" = (J;; o,
with the properties that
D? + maxmi?distQ(ai NB1,a; NBy) < §%0(S')?,
J 1€
and
maxr_ni}ldist2(ai NBi,a; NB;) <T?D? (11.68)
J 1€
for T' =T'(0) given by Lemma 8.2. Now, since by (11.63) and the triangle inequality
E(quﬁ, S’ B,) < CD? + Cmaxmi}ldistz(ai NBy,a; NBy) < C6*a(S')?, (11.69)
7 1€

where C' is a constant independent of §, and since S’ C S we have by (11.63) again that
E(S',T,.7B1) + A? < CyD? < C§?0(S')?, we can choose § = §(Q, m,n,n, M) small to
achieve the applicability of Corollary 11.3 with S’ replacing S and T, ; replacing T. Given

that p = 3\/% the estimate (11.4), together with (11.69) and (11.68), give

dist? s’

/ %ﬂ_) d|T|(q) < C(A%+T2D?). (11.70)
B,(q0) 14— Qo|™ 27"

Since however we have chosen ¢ and thus we have I fixed, we can treat the latter as a constant

depending only on @, m, n, i, and M. Since S D S’, we trivially have dist(q,q0 + S) <

dist(q, go + S’), and hence, given our definition of D?, (11.70) implies (11.56). O

12. LINEARIZATION

The aim of this section is to collect some results on Dir-minimizing functions which will be
pivotal to close the proof of Theorem 2.5. We follow the notation of [10].

Definition 12.1. Let @, m, and n be positive integers. We denote by:

e 74 the space of 1-homogeneous locally Dir-minimizing functions u : R™ — Ag(R™);

o % the subspace of u € ! which are invariant by translations along at least (m — 2)-
independent directions;

o Y and £ the subsets of 5 and %, consisting of maps u such that nou = 0.

Observe that all these spaces are locally compact in the L _ topology. In particular, all the

minima appearing in the inequalities below (e.g. see the right hand side of (12.1)) are attained.
We begin with a suitable decay lemma.

Theorem 12.2. For every Q,m,n, and € > 0, there is p = p(Q,m,n,e) € (O,%) with the
following property. Assume that u:R™ D By — Ag(R"™) is Dir-minimizing, that u(0) = Q[0],
and Iy,(0) = lim, o Iy (r) > 1. Then

min / G(u,v)? < 67"’”“/ |u|? Vr<p. (12.1)
B, B

vES,

If additionally for some constant ¥ > 0 and for everyr < % there are m—2 points z1, ..., 2m—2 €
B, such that u(z;) = Q[0], I, ,(0) > 1 and det((2; - 2)i ) > 9r™ 2, then

min/ G(u,v)* < ETm+2/ |u|? Vr<p (12.2)
veZ1 Jp,
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(where p will depend also on ¥). Finally, when nou =0 we have the equalities

min/ G(u,v)* = min/ G(u,v)?, (12.3)
B, B,

vESA veHP

i ? = mi 2. 12.4
mip [ GO = min | g (12.4)

Let us first remark that the identities (12.3) and (12.4) are simple consequences of the
following elementary algebraic fact. Consider any pair T' = Y .[T;], S = >,[Si] € Ag(R™)
and define

T’ = Z[[Ti —n(T)], and S = Z[[Si -n(9)],
then
g<T7 5)2 = Q|77(T) - 77(5)|2 + g(T/7 S/)2 .
Given this then, for example, in (12.3),
G(u,v)* = Qnovf* +G(u,v")?

where v/ = v —nov, meaning min,c 4 fBr G(u,v)? > min, e 50 fBT G(u,v)?; the other inequal-
ity is of course trivial as we are minimizing over a larger set. Thus, to prove Theorem 12.2 we
just need to prove (12.1) and (12.2). We will first show, using a compactness argument, that

if the frequency of a Dir-minimizer is pinched between 1 and 1 + n then the function is very
close to be 1-homogeneous. We begin with the following intermediate lemma.

we would have for v € 74,

Lemma 12.3. For every Q,m,n,& > 0, there is a constant n = n(Q,m,n,&) > 0 with the
following property. Fiz r > 0. Then if u : B, — Ag(R") is a Dir-minimizing function such
that uw(0) = Q[O], Lo,,(0) > 1 and Iy (r) <1+mn, then

min / G(u,v)? < 5‘7"/ lul?. (12.5)
ve Jp, 8B,
If additionally for some constant 9 > 0 there are m — 2 points 21, ...,2m—2 € B,/3 such that

u(z;) = Q[0], I, .(0) > 1 and det((z; - 2;)i,;) > 9r™ 2, then, under the assumption that the
parameter 1 is small enough, depending also on the value of ¥, we have

min/ G(u,v)? < 6_7'/ u|?. (12.6)
VEL B, 9B,

Proof. By scaling the domain and u, we can assume without loss of generality that r = 1 and
H,(1) = faBl |u|?> = 1. We then argue by contradiction and assume the statements to be false
for some fixed € (and ) no matter how small # is. In particular we can set n = % and select
corresponding maps uy, satisfying uy,(0) = Q[0], 1 < Io, (0) < o4, (1) < 14 £, Hy, (1) =1
and
min G(uy,v)? > 2. (12.7)
vedt J g,
As for the second statement of the lemma, we know additionally
() the existence of points 2f,...,2% _, € By/s such that ug(zF) = Q[0], Ly, (0) =1
and det((2F - zf)”) >4, /
while

min G(up,v)? >¢. (12.8)
vEL B

As fBl |Duy|? = Iou, (1) - Hy,(1) < 1+ 4, we can appeal to the compact embedding of the
Wh2(By; Ag(R™)) in L?(B1; Ag(R™)) (cf. [10, Proposition 2.11]) to extract (in both cases) a
subsequence, not relabeled, which converges strongly in L? to some . In fact (up to extraction
of another subsequence), we can also assume that ux|sp, — u|sp, by the trace property of W12
(cf. [10, Proposition 2.10]), while  is Dir-minimizing (cf. [10, Proposition 3.20]) and uy — u
strongly in Wéf (B1). It also follows, from Hélder estimates (cf. [10, Theorem 3.9] that u(0) =
[0]. Also, from upper semi-continuity of the frequency, Iy, (0) > limsup,_,. o4, (0) > 1,
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while Iy (1) < liminfy_, o Io.4, (1) = 1. Hence, by the monotonicity of the frequency function
(cf. [10, Theorem 3.15]) Iy ,(r) = 1, which in turn implies that » is 1-homogeneous (cf.
[10, Corollary 3.16]). In particular u € 54 and so the L? convergence of uy to u contradicts
(12.7).

Under the additional assumption (x) we can assume, up to extraction of a further subse-
quence, that z¥ — z; € By /5 and obviously det((z; - z;);,;)) > ¥. In particular the vectors v;
span an (m — 2)-dimensional subspace V. Again by the Hélder continuity of uy and upper
semi-continuity of the frequency function we conclude u(z;) = Q[0] and I,,,(0) > 1. But
because of the 1-homogeneity of u we have the same properties for u(oz;) for every o € (0, 1],
in particular, again by upper semi-continuity of the frequency, I, ,,(0) < 1. Arguing as in
[10, Proof of Lemma 3.4], it follows that w(z + Az;) = u(x) for every x, every i, and every
A € R. In particular v € 2. By the strong L2?-convergence of uy to w this contradicts
(12.8). O

Proof of Theorem 12.2. We fix € and ¢ as in the statement of the Theorem. Fix & > 0 (to
be determined, possibly smaller than ), and let n = n(Q, m,n,&) be the parameter given by
Lemma 12.3 with this choice of £. We then define

o=f{0<r<3:Ih,(r)>1+n}.

In particular, we can apply Lemma 12.3 to infer, respectively in each case ((12.1) or (12.2))
that

min / G(u,v)* < ér/ |u)? Vr<p (12.9)

vest Jp, oB,
min / G(u,v)? < ér/ |u|? vr <o. (12.10)

veA Jp, dB,
We know by the decay of the L? height in terms of the frequency (cf. [10, Corollary 3.18]) that

m—1+421Ig ., (r)

/ uf? < (f) ’ / W Wr<s<l. (12.11)

9B, s 9B

Moreover, we have
min / 2 <C [ |u?, (12.12)
t€[1/2,1] 9B, B

for some constant C' = C'(Q, m,n). Thus, we infer from (12.9) (respectively (12.10)), combined
with (12.11) with s chosen to be ¢ € [1/2, 1] realizing the minimum and the fact that Iy, (r) > 1
for all » > 0, that

min / G(u,v)* < C’érm+2/ |u|? Vr<p (12.13)
vest Jg, B,
min / G(u,v)? < Cérm+2/ |u|? Vr <op. (12.14)
vEZL) B, B

This proves the result for < p; however, o is not a geometric constant (it depends on u),
so we are not done. Now, by monotonicity of the frequency and the definition of ¢ we know
that Iy ,(r) > 1+ n for every r > p. So, again by (12.11) and (12.12) (choosing appropriate
t € [1/2,1] again), for every r € (p, 1] we have

m—+1 2n
/ lu® < (f) / lul? < g™t (i) / lu? < C’sm+1r2’7/ |ul? Vs <r.
B, r 0B, t B, By

Integrating the latter over s € [0, r] we get
/ lu|? < Crm+2+2”/ |u)? Vo<r<l1.
B, B

Since, however, the function v = Q[0] belongs to .4 C 4, we can combine the latter
inequality with (12.13) (resp. (12.14)) to get

1
min / G(u,v)? < Cmax{g, 7“2”}7“”"’2/ |u|? Vr < - (12.15)
vES B, B, 2
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and respectively

1
min / G(u,v)? < Cmax{g, 7"277}7'””2/ |u|? vr < -, (12.16)
vEL B, B 2
We now choose first € so that C& < e, which in turn fixes the value of n > 0 determined by
Lemma 12.3. Hence we can choose p = p(Q, m, n,e) > 0 such that Cp*? < . Then the desired
estimates (12.1) and (12.2) for r < p follow. O

The second result we will need is a suitable “removability result” which we stated previously
in Proposition 9.4. We recall the statement for the convenience of the reader.

Proposition 12.4. Assume Q2 C R™ is a Lipschitz domain, V. C R™ is an (m—2)-dimensional
plane, and v € WH2(Q; Ag(R™)) is a map with the property that the restriction of v to Qe 1=
Q\ B:(V) is Dir-minimizing for every € > 0. Then, v is Dir-minimizing in Q.

We remark an important subtlety: the set which is removed from 2 to get to Q. is not
compactly contained in 2 when m > 3.

We will in fact prove the following lemma, where we use the notion of p-capacity, Cap,'(A),
of a set A C R™. We refer the reader to e.g. [17] for the definition and preliminaries.

Lemma 12.5. Let Q C R™ be any bounded Lipschitz domain and A C R™ any set with
Capy'(A) = 0. Then, for any two maps v,u € WH%(Q, Ag(R™)) such that v = u on O
and for any 6 > 0, we can find a third map w € WH2(Q, Ag(R™)) which coincides with v on
NU (QNU) for some neighborhood U of A and such that

/|Dw|2§/ |Dul? +36.
Q Q

Let us first prove Proposition 12.4 from Lemma 12.5.

Proof of Proposition 12.4. First note that since V' is an (m — 2)-dimensional plane, it obeys
Caph" (V) = 0 (note here m > 2, and so this follows because sets with finite H™~2-measure have
vanishing 2-capacity, see [17]; the result still holds for m = 2 by using the classical logarithmic
cut-off trick).

Suppose for contradiction that v is not Dir-minimizing in €2. Then we can find a competitor
u € WH2(Q; Ag(R™)) with v = u on 9§ and

/|Du|2</|Dv|275
Q Q

for some 6 > 0. Now apply Lemma 12.5 with this choice of v,u and § to find a map w €
Wh2(Q; Ag(R™)) which coincides with v on 9QU (2N B, (V)) for some &, > 0. In particular,

we have
/|Dw\2 /|Du|2+6</ | Dof?.

However, this contradicts v being Dir-minimizing on ., (since v = w on B, (V). O
All that remains is to prove Lemma 12.5.

Proof of Lemma 12.5. We fix Q a Lipschitz domain and we let v,u : Q@ — Ag(R™) be any pair
of Wh2(; Ag(R™)) functions with v|sg = u|pq, where the boundary data is defined in the
Sobolev trace sense (see [10, Section 2.2.2]). Consider now @ = € gy ou and ¥ := € gy ov, where
Epw : Ao(R™) — RY is the special bi-Lipschitz embedding of White, which is constructed via
a modification of the original embedding of Almgren (see [3] or [10, Corollary 2.2]).

Let z := @ — ¥ and extend it to be identically equal to 0 on R™ \ 2. We claim that there is
a sequence {(} € WH2(R™ RY) with the following properties:

e (. vanishes identically on (R™ \ Q) U Uy (A), where Uy (A) is some open neighborhood
of A (which depends on k);
o ||Ck — z|lwr2 — 0 as k1 oo.
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Assuming the existence of such a sequence {¢j} for now, we then let wy, := €53 0 (po (9 4Cx)),
where p is Almgren’s Lipschitz retraction of RY onto &gy (Ag(RY)) (cf. [10, Chapter 2]).
Observe that o+ ( = 0 on QU (2N Ux(A)) and so wy, = v on 9Q U (2N Ui (A)). Moreover

/Q D |? = /Q ID(po (5 + G

/|Du|2:/ |Dif? .
Q Q

On the other hand @ + ¢} converges to ¥ + z = ¥ + (@ — 0) = @ strongly in W12(R™;RY)
and, because p is Lipschitz and equal to the identity on &gy (A (R™)), po (0 + (i) converges
strongly in W12 to po@ = 4. In particular we conclude from this and the above two identities
that the Dirichlet energy of wy converges to the Dirichlet energy of u, and thus to conclude
the result of the lemma we just need to take w = wy, for k sufficiently large (depending on §).

So now we just need to show the existence of (, satisfying the desired properties. By the
definition of Capy’, given € > 0, we may choose p. € C°(B:(A)) with p. > 1p_,,(4) and such
that

and

/2

/|Dp5|2 < Capj(A) & =<

In particular we can assume, by truncating p., that it takes values between 0 and 1; clearly it
also follows that p. — 0 pointwise almost everywhere as ¢ | 0.
Next we choose M sufficiently large and consider the truncation function zp; = (23,,...,23)
given by
Z}w = min{zi, M}1{2i>0} + max{zi, —M}l{zigo} s

where we have written z = (21,...,2"). It is simple to see that 23y — z in W% as M — oo,

and so for each k € {1,2,...} we can select M = M (k) so that |[zas — 2|12 < 57. Observe
also that zjs always vanishes outside of Q). Next we take (i := zp(1 — pe, ) for a sufficiently
small e to be chosen. Note indeed that for fixed M, ||zarpellrz — 0 as € | 0 by dominated
convergence. On the other hand

D(zp (1 — pe)) — Dzy = —peDzpr — 2z Dpe

and ||[Dzprpellrz — 0 as € | 0, again by dominated convergence, while we have ||zps Dpc||rz <
VNM||Dp.| 1> converges to 0 as well as long as we keep M fixed while & | 0. Thus, zp(1 —
pe) — zy in W2 and so we can choose ¢ = ¢, sufficiently small so that ||zp(1 — pe,) —
zu|lwiz < 5. This is the choice of €, used to define (j,. Note then that [|r — z[lwr2 < 1/k —
0, and also that (; vanishes identically on (R™ \ Q) U B, /2(A); this completes the proof. [

13. FINAL BLOW-UP ARGUMENT

In this part we complete the proof of Theorem 10.2, which we recall in turn implies the
validity of Theorem 2.5, as demonstrated in Section 10.

13.1. Two regimes. The proof of Theorem 10.2 will be split into two cases, which will both
be proved via a blow-up argument. We start by giving the detailed statements.

Proposition 13.1 (Collapsed decay). For every Q,m,n,n, and ¢ > 0 there are positive
constants €. = €.(Q,m,n,N,¢1) < 1/2 and r. = r.(Q,m,n,fi,s1) < 1/2 with the following
property. Assume that

(i) T and ¥ are as in Assumption 2.1, and |T||(B1) < wm(Q + 3);

(ii) There is a cone S € €(Q,0) which is M-balanced (with M as in Assumption 10.1),

such that (10.1) and (10.2) hold with €. in place of €1, and in addition p(S) < e¢;

(iii) A% <e2E(T,S,By) for every S € €(Q,0).

Then, there is another cone S’ € €(Q,0)\ Z(0) such that

E(T,S',B,.) < aE(T,S,B,). (13.1)
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Proposition 13.2 (Non-collapsed decay). For every Q,m,n,n, €& > 0, and ¢; > 0, there are
positive constants ene = Enc(Q,m,n, i e%,61) < 1/2 and rpe = Tpe(Q, myn, i e, 61) < % with
the following property. Assume that

(i) T and ¥ are as in Assumption 2.1 and ||T||(B1) < wn(Q + 3);

(ii) There is S € €(Q,0) which is M-balanced (with M as in Assumption 10.1), such that

(10.1) and (10.2) hold with e, in place of 1 and in addition p(S) > e*;

(iit) A2 < €2 E(T,S,B,) for every S € €(Q,0).

Then, there is another cone S’ € €(Q,0)\ Z(0) such that
E(T,S",B,,.) <aE(T,S,B;). (13.2)

Remark 13.3. In fact, for the proof of Proposition 13.1 and Proposition 13.2, instead of
condition (iii) all we will need to assume is that A? < &2E(T,S,B;) or A% < &2 E(T,S,B,),
respectively, for the cone S as in (ii) in each proposition, respectively.

Theorem 10.2 obviously follows from the two propositions above. In fact, being given
Q,m,n,n, and ¢; as in Theorem 10.2, we first apply Proposition 13.1 and get ¢, and r..
We then apply Proposition 13.2 with the same choice of @), m,n,n, and ¢, and with €} = ¢,
to get £, and 7. It is then clear that Theorem 10.2 holds if we set €1 := min{e¢, enc}s
T% = r. and 7’% = The.

Both propositions will be proved by a blow-up procedure, which will assume, by seeking a
contradiction, that the statements fail. In the proof of Proposition 13.2 this means that €} is
fixed while &,. will be taken to be arbitrarily small and so in particular p(S) will stay away
from 0 while the ratio

E(T,S,B;)
o(S)?
is arbitrarily small. We will call the latter a Simon blow-up (since in the work [29] the cones
are uniformly non-collapsed, analogously to this case), and in this case we will take limits of
suitable rescalings of the coherent outer approximations of Proposition 8.19.

In the proof of Proposition 13.1 we will instead assume that ¢, is arbitrarily small. This
will mean that both the ratio in (13.3) and wp(S) are arbitrarily small. In this case we will
approximate the current in the outer region by reparameterizing the graphs of the coherent
outer approximations over a single plane, which we can fix to be one of the planes forming
S, say a;. We will call these the transversal coherent approximations, as opposed to the
ones of the Simon blow-up, which will be called the orthogonal coherent approximations. By
construction the transversal approximations are superpositions of multi-valued maps, each of
them close to the linear map describing «; as a graph over ;. We will then subtract the
latter linear map from the sheet of the corresponding multi-valued approximation and study
the limits of appropriate rescalings. We will call this procedure a Wickramasekera blow-up
(since the work [32] is the first appearance of such a blow-up where the cones are collapsing to
a high-multiplicity flat plane).

(13.3)

13.2. Transversal coherent approximation. In this section we work under the assumption
of Proposition 13.1 and recast the coherent outer approximation of Proposition 8.19 as an
approximation through a Lipschitz multi-valued function over a single plane (the latter function
representing the cone S). The choice of the plane is not really important as long as its Hausdorff
distance from S in B; is comparable to pu(S); we may without loss of generality take it to be the
first indexed plane o; forming S. Given a multi-valued function g = ), [¢;] and a single-valued
function f with the same domain, we also use the notational shorthand g © f for

90 f(z) = lgi(z) - f@)],

?

and similarly we define g ® f. We moreover recall the set .#"(L) of “neighbouring cubes” to L
and the quantity E(L) introduced in Definition 8.18 and introduce

E(L) := max{E(L) : L' € 4 (L)} = max{E(L") : L" € ¥ (L"), L' € A (L)}

i.e. we maximize the excess of neighbours of neighbours.
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Proposition 13.4 (Transversal coherent approximation). Let T, 3, and S be as in Proposition

8.15, let £ € N be the mazimal number such that Gyro C G°, and consider the regions E;’ =
@i NUpeg., B(L). Let u; : R — Ag, (aih) be the Q;-valued maps in Proposition 8.19. Under

the additional assumption that p(S) < c¢o for a geometric constant cg = co(m,n,n) > 0, the
following holds.

(a) Each plane ; is the graph over ay of a linear map A; : oy — ai with |A;| < Cu(S)
and ker(A;) =V. B
(b) For each i there is a map v; : R — Ag, (ai) with the property that
G, = G, Loy ().
(c) If we let v + R — Ag(af) be the Q-valued function v := Y, [v;] (note that Q =
Z?;l Q;), then
[0l + [[Dvl[L2 < Cp(S) (13.4)
(d) If we let
K :=pa, ((spt(T) N B2 Npg, (BY)) \ gr (v)
then, for all L € G<y,
LK+ ([T ][(pa, (In \ K)) < C27™ P (B(L) +272H A2 (13.5)
where Ly is as in Proposition 8.19.
(e) If we let w; :=v; © A; : RS — Ag, (af), then
22D wl[7 1,y + 2™ P Dwi |21,y < C(E(L) +272HA?) (13.6)
|Dwi L,y < C(E(L) + 274 A2) (13.7)
Here, C = C(Q,m,n,n).
Proof. Claim (a) is obvious. For the rest, all we are essentially doing is changing the coordinates
of u;, to give a parameterization over a; rather than «;. Claims (b) and and the L*°-estimate
in (c) follow immediately from [12, Proposition 5.2]. The L?-gradient estimate in (c) follows
immediately from the L? bound in (13.6) and (a). Conclusion (d) follows immediately from

the corresponding estimate in Proposition 8.19. As for (13.7), observe that, for a.e. z € Rf,
| Dw;|(z) equals, up to a geometric constant, the following quantity:

sup{|G, (2,y) — il : (2,y) € gr (vi)}
while an analogous formula holds for |Du;|(x), with & € R?: since the graph of v; equals that
of u; in a different coordinate system, the estimate (13.7) follows from the analogous one for
u; in Proposition 8.19. Likewise, ||DU)i||%2<L1) is equivalent, up to constants, to

[ 1Gum) -aldic. ),
Po; (L1)

Thus from the corresponding inequality for u;, we obtain the inequality

IDwil|351,y < C2- N (B(L) + 272 A2).

As for ||w;||peo () it is easy to see that it is controlled by |lu; ||z (xr,) for a choice of A slightly
larger than 1 (cf. the arguments in [12, Section 5]). This establishes (13.6) and so completes
the proof. |

13.3. Non-concentration estimates. In this section we draw some important conclusions
from Simon’s estimates in Section 11. We will work under the following assumptions throughout
this section.

Assumption 13.5. T and ¥ are as in Assumption 2.1. S € €(Q,0) \ £(0) is such that
A? + E(T,S,B,;) < £20(S)? (13.8)

and
B.(y) N{O(T, ) >Q}#0 forally e V(S)NBy, (13.9)
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for some £ > 0, to be determined.

Next, consider recall the family of cubes G, where L € G has center point y;, € V', as defined
in Section 8.5.1.

Definition 13.6. Let T, 3, and S be as in Assumption 13.5. For every L € G we let 8(L) be
a point p in {O(T,-) > Q} which minimizes the distance to yz. This point will be called the
nail of L.

Of course, there might be more than one candidate for the nail of L, but under Assumption
13.5, one nail always exists as the set {O(T,-) > @} is closed by upper semi-continuity of
density. In the rest of the paper we will just assume that some arbitrary choice for each given
nail has been made. The main conclusion of this section is then the following.

Proposition 13.7. There is a constant C = C(m,n,n,Q) such that, for every o > 0 there
exists € = e(Q, m,n, A, 0) > 0 with the following property. Assume T, ¥, and S are as in
Assumption 13.5 with this choice of €, let r, denote the radius of Proposition 11.4 and let

r = =. Then
dist?(q, S) A
7 dITl() < C(B(T,S,By) + A%). 13.10
B, max{p, dist(q, V)}3/2 IT(q) < C(E(T,S,B1) + A) ( )
Moreover, if u1,...,un are the coherent approrimations of Proposition 8.19, upon suitably

modifying them (without relabelling) we can assume that they satisfy the following stronger
estimates for each j € {1,...,N}:

[Duy(2)P A )
———————dz < C(E(T,S,B;) + A 1311
/( ma])\BQ(V) dist(z,V)3/2 z < C(E(T,S,B;) + A%) ( )

Z Z/ lu; (= (B(L)))F dng(E(T7S7B1)+A2)' (13.12)

dlst (z, V)7/2
i:271=1>p Legt

Finally, under the additional assumption that pu(S) < co for the constant co = co(m,n,n) of

Proposition 13./, the maps wy, ..., wy and Ay, ..., An defined therein satisfy the corresponding
estimates
|Dw; (2)[? 2, %
——2—dz < C(A* + KE(T,S,B,)) (13.13)
/( na\B(v) dist(z, V)3/2

v oy / |w;(2) © (Pa, (B(L)) + A (PvLna, (BD))))I? dz < C(A? + E(T,S,B,)).

dist(z, V)7/2

2— i— 1>QL€Q7‘

(13.14)

Proof. We begin with the first estimate (13.10); we may assume that ¢ < 1 is smaller than half
the radius in Proposition 11.4, as if not the inequality follows trivially. We begin by estimating
the part of the integral on the left-hand side that is over B, N B,(V). Cover V N B, with
Co~(m=2) balls B,(y;) of radius o (of course, we can assume B,(y;) NV # () for each i) and
observe that {Ba,(y;)}; covers B,(V) N B,. If (13.9) holds with e < p, then for each i we
can find a point p; € Ba,(y;) such that ©(T,p;) > Q. In particular we can estimate, using
Proposition 11.4 with x = 1/4, centered at each p;,

9_3/2/ dist?(¢, S) d||T|(q) < 9—3/22/ dist*(¢,S) d||T||(q)
B,.NB,(V)

r OBZQ (7/1

< g3 Z/ dist? (¢, pi +S) | T|()

ﬂng y.L

+Co™ Yy o™ (b2, ()2 + 1(S)*IPv- s (P1)2)

.2 )
< CQm+7/4_3/QZ/ dist (Q7pz+s) d||T||(q)

B,NBa,(ps) 14— Di|™TT/4
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+ CQ—(nL—Q) Qm_3/2(E(T, S, Bl) + AQ)

< O~ (M= g HUNE(T, S, By) + A?) + Co'/*(E(T, S, B;) + A?)

< C(E(T,S,By) + A?). (13.15)
We next consider the region B, \ B,(V) and note that we can we cover it with the regions
R(L) for L € G such that 2-4L)=1 > » However, we only include in the cover the cubes L for
which R(L) have a nonempty intersection with B,.: denote the latter family of cubes by %.
For each such cube we denote by S(L) its nail as in Definition 13.6. Note in particular that, if
e < £1in (13.9), then

C7227" < 07 Mg - B(L)| < dist(q, V) < Clg = B(L)] < C*27F) Vg e R(L),

where C is a geometric constant. Again combining with Proposition 11.4 with x = %, this
allows us to estimate

dist?(¢, S
[ S )
B,\B,(v)dist(g, V)

<c > > 252/2/ dist®(q, S) d||T|(¢)

1<—1-log,(g) LEG:NF

e Y Y [ asesn)+8)dTio)

1<—1-log,(p) LEG:NF R(L)

+C > Y 2P (Ipd (BL)) + i(S)IPy - e, (BD)))

i<—1—log,(0) LEG:NF

o dist*(¢, B(L) + S)
<C 93i/2—mi 71/4/ ! dHT“(Q)
iS—l—Zlogz(Q) Legzmﬁ Ry g = ALY
FOMRTSB)+AY) 3 2y
i<—1—log, (o)
gC(E(T,S,B1)+A2) Z (Z*i/4fmi+23i/27mi)#gi.
i<—1—log, (o)

Since the cardinality #G; of G; is bounded by C2("=2)7 it follows that

dist?(q, S) ~ 9
—==d||T E(T,S,B;)+ A%). 13.16
Lo, Tt o AT < COBT.S.By) + A (13.16)

Clearly (13.15) and (13.16) imply (13.10).

We next use the same family % of cubes to prove the remaining estimates. Fix any cube
L € F and recall Proposition 8.15, but rather than approximating over S, approximate the
current over the shifted cone S + S(L) (which we can do by Proposition 11.4, namely (11.6)).
We then gain an approximation @, ; : Py.na, (B(L)) + AL; — Ag,(a;") which satisfies the
estimate

IDig )72 < C27 ™ (B(T,S + B(L), Bea-ean (B(L))) + 272 A%).
Observe that, by Proposition 11.4, namely (11.5), we get
E(T,S + (L), Bog-a (B(L))) < C2 W/ (E(T,8,B1) + A%).

(note that we can apply (11.5) provided C2~¢F) < r, where r = r(Q, m,n,7) is the radius
from Proposition 11.4, i.e. provided ¢(L) is larger than a constant depending on Q,m,n,n.
For the cubes L with ¢(L) smaller than this constant, the inequality above follows more easily
as we have an upper bound on ¢(L)). In particular we have

1D |72 < C2mm EHDAE(T, S, B1) + A%).
Arguing as above, Proposition 8.15 and (11.5) also give the estimate

iz © (p5, (BL)) = < C27 T H/HE(T, S, By) + A?)
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We can now consider the map iy ; == r,; © (pg, (8(L))) over the domain pynq, (8(L)) +AL;,
which we can assume contains L;, provided that ¢ is sufficiently small. Observe that we can use
this new map in the algorithm within Proposition 8.19 in place of uy ; to construct a coherent
approximation from i, ;, since this new map satisfies the same estimates as above. We can in
turn use this new coherent approximation to construct a coherent transversal approximation
as in Proposition 13.4. In particular, if we keep denoting these improved approximations by
u; and w; without relabeling, they will satisfy the estimates

|DUi|2 —me(L -
— gy < 02 HIATUL /A (R(T, S, B, ) + A2 13.17
/ S (B(T,S,B)) +A%)  (13.17)

| Dw|? —mA(L)+7¢(L -
— 2 _dz< 2™ (LA E(T,S,B1) + A2 13.18
/Ll diSt(Z,V)3/2 2> ( ( P 1) + ) ( )

/ |ui © (g, (B(L))?

dist(e. V)72 dz < Co-mUDATUD AT, S B,) + A2) (13.19)
1st(z,

dz < 02~ mUDHTUD/A(E(T, S By) + A?).
(13.20)

/ wi © (Pa, (B(L)) + Ai(Pv+na, (B(L))))?
L, dist(z,V)7/2

We now sum the latter estimates over L € .# NG, for i < —log,(p) — 1. Considering that the
cardinality of G; is C2(m~2) we get (13.11)—(13.14). O

13.4. Blow-ups. We are now ready to define blow-up sequences for the contradiction argu-
ment in the two cases of Proposition 13.1 and Proposition 13.2. In both cases we have a
sequence of currents T}, cones Sy, and manifolds ¥ for which the assumption of their respec-
tive proposition fails, with a sequence of thresholds e, = 1/k in the case of Proposition 13.1
and with ,. = 1/k in the case of Proposition 13.2 (we stress that % is a fixed number in
the case of Proposition 13.2 and currently unrelated to .!). In particular, we know that (cf.
Remark 13.3)

A? E(T}, Sk, B1)
I ( k adih ) =0 13.21
Koo \E(T}, Sy, By) o (Sk)2 (13:21)
while, denoting by 4*(L) the nails of Definition 13.6 for T}, we have
lim |B¥(L) —yr| =0 VL EG. (13.22)
kToo

Moreover, upon extracting a subsequence, we can assume that Sy consists of a fixed number
N(k) = N € {2,...,Q} of distinct planes, which we denote by o}, ..., a%. Applying suitable
rotations, we can assume that TyXx, V(Sk), and of are independent of k. In particular, we
will often use V' in place of V(Sy) and a; in place of af.

The distinction between the case of Proposition 13.1 and Proposition 13.2 is that

(C) In the collapsed case (Proposition 13.1) we have p(Si) — 0;
(NC) In the non-collapsed case (Proposition 13.2) we have lim infy pu(Sy) > € > 0, for some
ey > 0.
In particular, in the non-collapsed case we can assume in addition that:

(NC1) Up to relabelling, dist(a¥ N By, ok N B1) = u(Sk);
(NC2) Each sequence af converges (in Hausdorff distance) to a plane a;, and oy is necessarily
distinct from «; (but some of the other planes «; could coincide).

In the collapsed case we consider the transversal coherent approximations w®, while in the

7
non-collapsed case we consider the orthogonal coherent approximations uf. In both cases
we assume that their domains of definition Dom (w¥) and Dom (u¥) contain, respectively,

(B, Na1) \ Byk(V) and (B, Na¥)\ By (V). We further consider the rescaled functions

uk
(TR E— (13.23)
E(Tka Sk7 Bl)
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k
T S (13.24)

w;' .
VE(Ty, Sk, B1)

Observe that we have uniform estimates for the W2 norms of 4% and @}, (from Proposition

13.7, which are even stronger as they have a weight). The maps wf are also defined over

the same plane a;. For the maps uf there is the annoying technicality that they are not. In

the latter case we refer to Remark 8.21 and assume they are, up to composition with a small

rotation, defined on the same planes «;.

In particular, up to extraction of a subsequence we can assume that the @* and w) converge
strongly in W12 locally away from V and strongly in L? on the entirety of B, (due to the
non-concentration estimates from Proposition 13.7) to W12 maps 4; and w; defined on (B, N
;)\ V and (B,Nay)\V respectively (and taking values in Ag(a;t) and Ag(ai) respectively).
However, since V is an (m — 2)-dimensional subspace, which has zero 2-capacity, the maps @;
and w; belong indeed to W12(a; N B,.) and W2(a; N B,.) respectively. In the collapsed case
we also introduce the linear maps A¥ : a; — a7~ whose graphs describe the planes of, and can
consider their rescalings

_ Ak
AF = —), 13.25
N(Sk) (13.25)

Moreover, up to extraction of a further subsequence, we assume that A¥ converges to some
linear map A;.

We are now ready to state our main proposition concerning the properties of the limiting
maps u; and w;.
Proposition 13.8. Let 4¥, wF and their respective limits @;, w; be as described above. The
following holds in the non-collapsed case:

(a) Fach @; is Dir-minimizing on B, Ny, for r as in Proposition 13.7.
(b) @; = Qi[mou;] onV.
(c) @;(0) = nou;(0) =0 and the frequency obeys Iy z,(0) > 1. Moreover, I z,0omoa, (0) > 1
forally e VNB,.
(d) There is a smooth function B : V — V* such that nou; = ps (8) on V for every
i. (Note that with a slight abuse of notation we are using the same letter identifying
the nails of Definition 13.6. In fact this function [ is the trace of the limit of suitable
normalizations of the nails.)
The following holds in the collapsed case:
(e) Each w; is Dir-minimizing on B, Nay.
(f) w; =Qinow] onV.
(g) w;(0) =mnow;(0) =0 and the frequency Iy ,(0) > 1. Moreover, I g,onow, (0) > 1 for
ally e VNB,;
(h) There are smooth function B~ : V — ai and B : V = V- Nay such that go w; =
B+ Ai(B)) on V for alli.
The functions u; and B also enjoy the estimates

[@illwiz +[[Bllez < C (13.26)

for some constant C which depends only on Q,m,n,n and 5. The functions w;, B, and By
enjoy the estimates
l@illwre + 18~z + 1Bylle= < € (13.27)

for some constant C which depends only on Q, m,n,n.

Proof. We start with (a). Here we first appeal to Proposition 8.20 to prove the Dir-minimality
of 4; away from the spine V. Observe that, if, along the sequence ¥, the double-sided excess
E (T, Sk, B1) stays comparable to E(T}, Sk, B1), this claim follows from Proposition 8.20(iii)
because A? is infinitesimal compared to E(Ty,Sg,B1). The alternative left is that (up to
subsequence) E(Tk, Sk, B1)/E(T%, Sk, B1) is infinitesimal. In this case, by Proposition 8.20(ii),
Du; vanishes. Having established the Dir-minimality away from the spine, Proposition 12.4
allows us to conclude that it is Dir-minimizing on any {2 CC B,; this proves (a).



104 C. DE LELLIS, P. MINTER, AND A. SKOROBOGATOVA

Now let us show (b). We next observe that, by (11.6) (in which one can clearly replace a;
by any other plane of S), |p2, (8%(L))| < CE(T, Sk, B1)'/? and, because of the lower bound

on 1u(Sk), Pyt mur (B5(L))| < CE(Th, S, B1)Y/2, for each i = 1,..., N. In particular we easily
conclude that
[Py (8" (L))| < CE(Tk, Sk, B1) '/

for a constant C' = C(Q,m,n,n,er). Thus we can assume that for every L, we can find 3(L)
such that
1(pk
. Py (8%(L)) 3
1 — 2 — [(L).
ko0 E(Ty, Sp, B1)1/2 #E)

It is notationally convenient to think of B as a piecewise constant function which is defined
over B, as being identically equal to 5(L) on the set R(L) (note that this is well-defined away
from V and the overlaps of the regions R(L), but this set has measure 0). In that way we can

divide by E(T}, Sk, B1) in (13.12) and pass to the limit to conclude that

/ [:(2) © pa, (B) ()"
B.Na; dist(z, V)7/2

dz < o0. (13.28)

But in particular, since |u;(z) © (10 @;)(z)| < |u;(2) © px. (B)(2)| (this is just the trivial fact
that the barycenter minimizes this quantity), we get

[i;(2) ©m o (2)?
dz < oo 13.29
/BTnai dist(z, V)?/z z < 00 ( )

Given that the numerator is continuous, it must be identically 0 for z € V N B,., otherwise the
integral would diverge (recall that V has codimension 2 and thus the integral of dist(z,V)™*
diverges for every s > 2). In particular we have shown (b).

As for (c), recall first that we have the estimate of Corollary 11.3. Once again choosing
K= i, this is easily seen to imply the estimate

— 2
/ Mdz<oo.
B

o [2MATA

Arguing as above, this clearly implies that |@;(0)] = 0 and hence the first claim of point (c).
We next argue for the second part of the claim; here we resort to the full version of Corollary
11.3 for any & € (0,m + 2). Observe that it suffices to prove the latter claim I 4,5n0a, (0) > 1
for all y € V N B,. Indeed, the fact that Iz, (0) > 1 follows immediately from this at
y = 0, combined with the property n o 4;(0) = 0 that we have just proved. Fix a point
y € VN B, and for each k € N, consider a point ¢ € B,, (y) with O(T%, ¢x) > Q and fix any
p € (0,7). It follows from Proposition 11.4 that, if p € gr (u¥) Nspt(T}) and |pa, (p)| > p, then
dist(p, ) + Si) = dist(p, g + af) for all k sufficiently large (depending on p and ) and in
particular, if K}, C ozf denotes the set over which the graph of uf coincides with the current
T, then Proposition 11.4

[uf (2) & P (ar)?
|z —y|mr2mr

/ dZ S C(K)E(Tk, Sk,Bl) 5
(Br(¥)\Bp(¥))NKk,i
for every positive k, and for k sufficiently large, depending on p, .

Again recall that |uf ©n o uf| <|uf © p,(q)], and so in particular we conclude that

|ui (2) &m0 uf(2)]

2
|z — y|mt2—n dz < C(K)E(T), Sk, B1) .

‘A‘Br(y)\Bp(y))ka,i
Dividing by E(T}, S, B1), taking the limiting in k£ and noting that the measure of (B, \ B,)N
(aF \ K}.;) converges to 0 (cf. (8.50)), we arrive at

[u;(2) ©mou(2)]
|z —y|m+2=r

2
/ dz < C(k).
(Br(y)\B, (y))Navs
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On the other hand letting p | 0 we then get

_ N2
/ |a;(z) ©nou;(z)] dz < O(k) (13.30)
B (y)Ne

|z — y[mt2or

Now let v := I, 4,06mou, (0). It follows from [10, Corollary 3.18] that for every 7’ > ~ there is a
positive constant C' (depending on 4/ and @;) such that

/ i ©moul* > Com T,
OB, (y)Na
for every o € (0,7). Combined with (13.30), we conclude that
/ o3 o < 0o
0

which implies that 27" + k > 2. Letting x | 0 and v | v = I z,6n0a; (0) we then conclude
that I, 3,6m0a, (0) > 1. Note that one could alternatively conclude that I, z,6mn0a,(0) > 1 via
the Hardt-Simon inequality, as done in [29].

We next come to point (d). Observe that if ¢ is in V+ then

€] < C(Ipa, (O] + [Pay (O (13.31)

(where the constant C' in particular depends on ¢f). We next observe that we have (from
(13.28), (13.29))

1A _ 12
/ [po, (8) —mowl” - (13.32)
B.,.Na;

dist(z, V)7/2

For each p € (0,7) consider the functions defined on V which result averaging 3 and n o ;

respectively, over 2-dimensional disks in «; (for any i € {1,..., N}) of radius p perpendicular
to V and centered at y € V:
_ 1 _
B = | ,
TP JIB,(y)N(y+VE)Nau

9y) = — nou;.

mp? /Bp<y>m<y+wmm
We clearly have, from (13.32),

/ 1PE.(B) — 9,2 < CpP2.
VOB /s
In particular py, (8,) converges, as p | 0, in L*(V NB,) to lim,o g, = no ;. But then for any
given p € (0,71),

/ P2, (Bp) = o, (B < Cp*2 +/ 9, =901 Vo' <p
VOB oy VOB oy

Hence, recalling that 3 takes values in V-, applying (13.31) and the above inequality with

i =1, N, we conclude

/ 1Bp — 6p’|2 < Cp*? +/ l9p — gp’|2 Vp' < p.
VOB s VOB s

In particular {3, },>0 converges strongly in L2(VNB,) as p | 0 to some function 8 € L>(VNB,.)

and clearly péi (8) =nou; foreach i =1,..., N. The smoothness of 8 follows easily from the

smoothness of the 1 o 4;, which in turn is obvious from the fact that they are the traces on V'

of classical harmonic functions. This proves (d).

Coming to the estimate (13.26) in the non-collapsed case, by construction (namely, the
L? non-concentration estimates (13.11), (13.12)), ||@;]|w12 < C for some constant C' =
C(Q,m,n,n), which in fact does not depend on €%. Next, as péi (8) = moa,; and the cone S is
well-separated (cf. (13.31)), 8 is determined as a linear combination of the pg () for i =1, N,
which in turn are the traces of 1 o ;. The latter are harmonic functions and they enjoy the
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same W12 bound on @;. Hence, the C? estimate follows from the classical theory of harmonic
functions.

The conclusion (e) is more subtle than (a). As above, we wish to argue that w; is Dir-
minimizing on every @ CC B, Ny \ V and invoke Proposition 12.4 to argue that therefore
it is Dir-minimizing on B, N 7. First of all we assume, without loss of generality, that
the double-sided excess E(Ty, Sk, B1) and the one sided excess E(Tk, Sk, Bj) are comparable,
since the alternative would be that the latter is infinitesimal compared to the former, and
in that case w; would vanish. Then, we notice that in order to argue for the minimality in
Q2 cc B, Nag \ 'V we cannot invoke directly the argument of [11, Theorem 2.6]. However,
since the mismatch in mass between the current 7' and the graphs of the multi-valued maps
>, wk & A¥ is controlled by E 1+7 := E(T}, Sk, B1)77, the area-minimizing property of T and
the arguments in [11, Section 5] shows the following mmlmahty property for the map w¥ @ A¥:

(Min) If @} is a Lipschitz map which coincides with w¥ outside of 2 and its Lipschitz constant
is controlled by 1, then

G g ax (9 x ai 5> |G, rear (2 x o H—-CcEM. (13.33)

Our aim is to show that, if @; is not Dir-minimizing, then (13.33) is violated for k sufficiently
large. Assuming it is not Dir-minimizing, the Lipschitz truncation and “cut-and-paste” argu-
ments of [11, Theorem 2.6] show the existence of a sequence w¥ of multi-valued maps such
that

(i) @k = wF outside (;

(ii) Lip(w ) < CE};
(iii) The Dlrlchlet energy of ¥ has the following gain:

[pate < [ 1Dubp - o5, (13.34)
Q Q

for some positive 9 > 0 independent of k.

We now wish to show that (i)-(iii) contradict (13.33). We let A(Du) be the area integrand for
the graph of a single-valued function u. More precisely, if we denote by M(B) the set of all
k x k minors of the matrix B with k > 2, then!

A(B)\/1+|B|2+ S det(M)?

MeM(B)

We next use the notation w?” =2 [wk ;] and wk =2 [wf ;1. Using the area formula in
[12, Corollary 1.11] we can compute

IGarearl @ af) = [ 3 A4+ Dak)
J

and

IGuransl(@xat) = [ 35+ Duk).
J

In particular, deﬁning
= [Garear (2% ar) = [Guraarll(Q x a1 ),

we arrive at the expression

A= / D A(AL + Dafy) =Y AAL + Duwfy) | (13.35)
Q . -
J

INote that, when u is a scalar function, Du only has 1 X 1 minors, namely M(Du) is empty, and we
would use the convention that the formula reduces to A(B) = /1 + |B|2. However in our case u is necessarily
vector-valued.
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We now wish to make a Taylor expansion of the function A at the constant Af. In particular
we can write

A(Af + B) = A(AF) + L1, (B) + Qii(B) + O(|B*)
where Ly, ; are appropriate linear functions and Qy, ; are appropriate quadratic forms. However
note that at A¥ = 0 the quadratic form would be ﬂ, and given that |A¥| < u(S;) we can

further write ’
B 2
S+ B) = A48 + £58) + BE 1 oq(u(s,) + 18112

Now, inserting the latter expansion in our expression (13.35) and using that ||Dw¥| +
|[DwF|loo < CE} and | D@F| 12 + || Dwl| 2 < CE) we arrive at
| k

- |Du~)f 2 Dwy; 2
A :/Q Z <L§(Dw§j) + | = D | LHDwly) + —
J

J

FO(((SH) + B )
— Qi [ hDmoat ~mout)) +3 [ (DaLE - 1Dul)+0((u(Se) + EDEL).
Q Q

= (1) =(2)

where we have used the linearity of £¥. Now observe that the function

I ~k k
fr=noul —noul

is a single-valued Lipschitz function that vanishes on Q. On the other hand L is a linear
function. In particular, if we write fr = (fi,..., fi') for the components of the functions f,
there are vectors vj,...vJ € R" (determined by £¥) such that

(L);/vavf,i;Ldiv(véfé);AinV'vio’

where v denotes the unit normal determined by the Stokes’ orientation of 9€2. Moreover, by
(13.34) we have
(2) < —VEy.
We can thus write 9
A< =3B+ O((n(Sk) + E])Ey) -
Since Ej + p(Sy) — 0, the latter clearly contradicts (13.33). This concludes the proof of (e).

The argument for (f) is entirely analogous to the argument for (b), where we use (13.14) in
place of (13.12): indeed (13.14) leads to the conclusion that

/ @i ©nowl® _

B,na, dist(z,V)7/2 ’

which in turn clearly implies (f) using the continuity of w;. The argument for (g) is entirely
analogous to the argument for (c): using Corollary 11.3 with x = i we derive

. 2
/ LG | RN
B,nay |27/

which yields w;(0) = 1 o w;(0) = 0, while Proposition 11.4 gives

/ 2 Sm o Bl 4. < o) (13.36)
B, (y)Non |Z - y|

for y € VN B,. We then use this in place of (13.30) to conclude the desired lower bound on
the frequency.

We finally come to (h). Recall the notation 8*(L) for the nail of L when the current is Tj.
Recall that from (11.6) that

Ip2, (B%(L))| < CE(Ty, Sk, B1)Y/2,
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1(SK)IPv o, (8°(L))| < CE(T, Sy, B1)"/?.
Arguing as in (d), we assume, upon extraction of a subsequence, that there are g+ and gl
such that
P, (B*(L))
E(Tk, Sk, B1)1/?
1(Sk)Pv Lo, (B(L))
E(Tka Sk7 B1)1/2
In analogy with the argument for (d) we consider both functions as defined over B, Na;. Since
AF = pu(Sy) "L A% by passing into the limit in (13.14) we get to, for each i = 1,..., N
/ lw; © (B+ + Ai(B)))]?
B.Nas dist(z, V)7/2
Combining with (13.36), in turn these estimates imply
/ [now; — (B + Ai(B)))?
B,Na; dlSt(Z, V)7/2

— (L)

= By(L).

dz < 00 (13.37)

dz < 00 (13.38)

As A; = 0, we immediately conclude that 5+ = now; on VNB,., and by the triangle inequality

that o
/ In o w; — (nowy + Ai(B)))]?
B, oy dist(z, V)7/2

Next, notice that Y, [4;] is Dir-minimizing (indeed, this will simply be the usual blow-up of T}
relative to ). Moreover, because max; |A¥| > C~'u(Sy), we have that max; |[4;| > C~1 >0
for some constant C = C(Q,m,n,n); we also know that this maximum is achieved by Ay.
Since A; = 0, the map [Ax] + [0] is Dir minimizing and hence, by subtracting the average
and rescaling by a factor 2, so is [Ax] + [~Ax]. In particular we can apply Lemma 7.7 and
conclude that, if we let W be the image of Ay, Ay : V+ — W is invertible and its inverse B
satisfies |B| < C for some C = C(Q,m,n,n).

We therefore have the identity 8 = B(An(B))). For y € V N B,., define now the functions
(ﬂ_”)p and h, as follows, analogously to those the proof of (d): for y € V NB,,

dz < 00 (13.39)

_ 1 _
(Bi)ply) = 7/ B (13.40)
Ve 0% JB v na: |
1 _ _
h,(y) = 72/ (now; —mow). (13.41)
TP7 JIB,(y)N(y+VL)Nay

Arguing as in the proof of (d) we use (13.39) to conclude that A;((B)),) converges in L2(VNB,.)
to the function m o w; — now; = lim, g h,, which in particular gives us the conclusion that
nmowy — mow is in the image of Ay. Hence, if we define 3 := B(nowy —mow;) and
Bt :=now;, we see immediately that we have the identity
now; =nows + A(B)) =B+ A(B).

In order to conclude the proof we need to show the desired estimates (13.27) on ||w;|w1.2,
84 1lc2, and || 3[|c2. The first is obvious because ||@}||y1.2 is bounded by a universal constant.
The second is also obvious because 8 is the restriction to V of the harmonic function 1 o @,
whose W' norm is controlled by ||w1 |lw1.2. Finally, the estimate on ||3]|c2 follows from the

same argument because 3 = B(nowy —now:) and the norm of the linear map B is bounded
by a universal constant. Thus, the proof of Proposition 13.8 is complete. O

13.5. Final argument. In this section we are going to show Proposition 13.1 and Proposition
13.2. We fix the decay scale ¢; and we will show that this will be reached at a certain radius, 7.
or 7,,c, whether we are in the collapsed or non-collapsed setting, respectively, via a contradiction
argument. We start with Proposition 13.1; we fix a contradiction sequence T}, Si, and Xj as
in the previous section and use Proposition 13.8(e)-(h) to extract the blow-up limits A;, w;,
B+, and B~ As before, without loss of generality we have rotated so that the planes ol all
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coincide with the same plane c;. We next observe that, by (e)-(h), the functions 8+ and j|
both equal 0 at the origin. We therefore linearize them and let v+ and 7| be their respective
linearizations at 0. Observe that the C2-regularity of 4+ and B); guarantees that

1B-(y) =7+ ()| < Clyl (13.42)
1B () — v ()| < Cly|*. (13.43)

The constant C' depends only on the C? norm of 3+ and By, which in turn is bounded by
a constant depending only upon on Q,m,n,n, by Proposition 13.8. Observe that v : V' —
V4 Na;p and let fyﬁ :VENa; — V be its transpose. We build a skew-symmetric map of o
onto itself by mapping

Ve Vina)sy+z—yly) - (2).

This skew-symmetric map generates a one-parameter family R[t] of rotations of «;, which we
may extend to all of R™*" by setting it to be the identity on ai and extended linearly. We

next define the rotations
E(Ty, Sk, B1)Y/?

Ry =R
K(Sk)
and observe that these rotations map «; and aj onto themselves.
The rotated cones S} := Ry (S) are thus a first step towards the cones which will have

the desired decay at the radius r.. Next consider the Dir-minimizing map w; © n o w; and
the (single-valued) harmonic function ¢; := n o w; — v~ — A;(y)), where the latter two linear
maps are extended in the V+ N ay directions as constant (in particular, being linear, they
are harmonic). To the map w; & n o w; we apply Theorem 12.2 (namely (12.2), which we
can do by Proposition 13.8(g)): for a fixed §, which will be chosen later, we find a radius
7 = 7(Q,m,n,n,d) such that for every p < 7 we can find a 1-homogeneous Dir-minimizer
hi,p € 2 with the property that

/ G(w; ©mow;, hi,)? < dpmT?
BpﬁOél

(indeed, meal |w;|? < 1 by construction). As for the classical harmonic part (;, since D¢;(0) =
0, we find a linear map &; (namely, the linearization of ;) which vanishes on V such that
Gi(2) = &(2)| < Clz.
We fix now a radius r. < 7. We are now ready to define a new sequence of cones S}. We take
the linear functions Af whose graphs over a; give the planes ozéﬂ hence the linear functions &;,
and construct the maps
AF +E(Tk, Sk, B1)/%¢;,

and then we add to them the multi-valued functions E(Tk,Sk,Bl)lﬂhi,p, and compose the
resulting @-valued function with R,:l. The formula for this @-valued function over «; is thus
given by

> (B(Tk, Sk, B1)"?hi & (A} + E(Tk, Sk, B1)(& +7) o B
By construction, since the support of the graph of any element h € % with h(0) = Q[0] lies
in €(Q,0), the graphs of these functions give new cones S}, which belong to € (Q,0). From
the estimates that we have, we can check that, if r. =p <7

. E(Tk;SZ7BrC)

lim ———F—=~

k—o0 E(Tk, Sk,Bl)

where C is just a geometric constant. In particular, we choose § sufficiently small so that

Cé < &, which in turn fixes 7, and hence we fix . <7 so that Cr? < . With this choice we
conclude that

<Cs+Cr2,

"
i EXTLSEB) 3
k— o0 IE(Tk,Sk,Bl) 4
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Now, with this particular choice of r., which depends only on ¢1, we get for k large enough a
contradiction to the absence of decay with factor ¢;. This proves Proposition 13.1.

The proof of Proposition 13.2 works in a very similar way. We again assume that ¢; and
e} are given, that ry,. is fixed, and that there is absence of decay by ¢; for sequences Ty, ¥,
and S;. We then apply Proposition 13.8 and get the maps @; and 5. Arguing as above, we
linearize the map S (which vanishes at 0) to a map . Again we note that

1B(y) —v(y)| < Clyl*.

However, this time the constant C' depends on €% as well as the C? norm of 3. First of all we
consider v as a map from V to V*, we let 7 : VX — V be its transpose, we again build the
skew-symmetric map

VeVisy+tzey(y) -7 ()
and hence we consider the one-parameter family of rotations R[t] generated by it. We then
introduce the multi-valued functions @; © 1 o 4; and the harmonic functions n o @; — pji (),
where we assume that 7 is extended in the V1 directions as a constant map.

As above, we fix § > 0 (whose choice will be specified later) and we appeal to Theorem 12.2
to find a threshold 7 = 7(Q, m,n, 71, d) > 0 with the property that, for every p < 7 we can find
a 1-homogeneous map h; , € £, (again, this map lies in .27 due to (12.2), which is applicable
due to Proposition 13.8(c)) with the property that

/ G(u; ©noty, hip)? < sp™t2.
Bpﬂai

Likewise we find a linear map &; which vanishes on V' and such that

(0w = Py, (M)(2) = &(2)] < Claf?,
where the constant C' depends again on €.
We are now ready to find the desired new cones. First of all we define

Ry, := R[E(Tx, Sk, B1)'/?)
and we consider the first adjustment to the cones as
;C = Rk(Sk) .
Next recall that along the sequence we are fixing a¥ to be always the same plane (by applying a
suitable rotation), and we are assuming that af converges to «;. Moreover, for each k and ¢ #£ 1,
we fix a rotation Oy ; which maps the approximating planes af onto «; (where we use Lemma
7.4 to determine the Oy ;). In particular, we now consider the maps E(T}, Sy, B1)1/2(hi,p &)
over «;, compose them with O;i ) R,:l on the right and with Ry o Oy ; on the left.
We thus find the following multi-valued maps over (a¥)’ = Ry (aF), namely

Ry 0 Opi 0 (E(Tk, Sk, B1)Y2(hip, @ &)) 0 OpioR.".

The graphs of these maps give the new cone S}, which are easily seen to belong to € (Q,0).
We now arrive at the same conclusion of the argument for Proposition 13.1, namely, under the
assumption that p = rp. <7,

E(Tk7 Z7 Brnc

lim ) <CS+Cr2,.

k—o0 E(Tk, Sk, Bl)
The only difference is that in this case the constants C' depend upon €} as well. However, since
the €% and ¢; are both fixed, the constants above are also fixed, and we just choose § so that
C6 < & . This in turn fixes 7, and we can further choose r,. <7 so that Cr?, < . Asin the

proof of Proposition 13.1 we conclude that
E(Tx,S!, B,
hm ( k> k> nc) S 3&
k—o00 E(Tk,sk,B1> 4

Since 1, is now fixed, this now contradicts the assumption that there was no decay by a factor
61 at that radius for any of the currents Tj. Thus the proof of Proposition 13.2 is complete. [J

To summarize, we have now established Theorem 2.5.
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Part 3. Uniqueness of Tangent Cones and Rectifiability
14. UNIQUENESS AND RECTIFIABILITY

14.1. Rectifiability. In this section we will use Theorem 2.5 to prove Theorem 1.3(i), namely
that the set §g,1 has H™2-measure zero. Before proceeding with the proof that Theorem 2.5
implies Theorem 1.3(i), we begin with some preliminaries.

First of all, we would like to show that the cones in the class €(Q,0) \ Z(0) are the
“prevalent” fine blow-ups appearing in the compactness procedure in [8]. This can be thought
of as the analogue of [29, Lemma 2.4] and [19, Lemma 4.3] for the present setting, and is the
key (and, in fact, the only) ingredient needed from the analysis in [8].

Lemma 14.1. For each ¢ € (0,1], the following holds. Suppose that T and ¥ are as in
Assumption 2.1. Then, for each p € Fo1(T) N By there exists p = p(p,e) > 0 such that the
following dichotomy holds for each p € (0, p|:

(a) There exists S € €(Q,p) \ Z(p) with
(pA)* +E(T,S,B,(p)) < e*EP(T, B, (p));

(b) There exists an (m — 3)-dimensional affine subspace V. C T,X (depending on p) such
that

S NB,(p) C {q:dist(q,V) < ep}.
Remark 14.2. The subspace V in alternative (b) of Lemma 14.1 arises as either

e the spine of a non-flat area-minimizing cone;
e the set of multiplicity @ points of a 1-homogeneous @-valued Dir-minimizer arising as
a coarse blow-up at p (cf. Proposition 2.2).

Proof of Lemma 14.1. We argue by contradiction. Namely, suppose that there exists some
e € (0,1] for which the following holds. There exist T', ¥, a point p € Fo.1(T) N By, and a
corresponding sequence of scales g, | 0 such that both (a) and (b) fail on balls B, (p), for this
choice of €.

Up to extracting a further subsequence, we have two possibilities. Either T}, 5, converges to
a flat tangent cone in Bg_ /7, namely Q[x] for some m-dimensional plane , or it converges to
a non-flat tangent cone T,. In the latter case we let V' be the spine of T, and note that either
V is (m —2)-dimensional, and hence its support is a cone S € €(Q,0)\ #(0), or the dimension
of V is at most m — 3. On the other hand, in the latter case {O(T},-) > Q} N B; converges in
the sense of Hausdorff to a subset of {©(Tw, ) > @} (by upper semi-continuity of the density)
and the latter set is in fact the spine V. Hence, in the latter case, alternative (b) of the lemma
holds for all sufficiently large k, giving a contradiction. In the former case clearly alternative
(a) holds for all sufficiently large k, again giving the desired contradiction (note that since
limy 00 EP(T}, 5., Bg /) > 0 in this case, we clearly have (prA)? < e*EP(T), 5, , Bg,/57;) for all
k sufficiently large).

So we are left with contradicting the case where T}, 5, converges to a flat tangent cone; in
this situation EP(T', Bg_ /75, (p)) 4 0. Proposition 2.2 then tells us that

Now let 7, be a plane such that EP(T,Bg, /5, () = E(T, 7, Bg /75, (p)) and, without loss
of generality, we can rotate to assume that 7 is a fixed plane 7 for all k. We now consider
a coarse blow-up f as defined in [8]; we know that f is non-trivial and 1-homogeneous by
Proposition 2.2. We then have two possibilities: either f is translation invariant in m — 2
independent directions, or its spine has dimension at most m — 3. In the former case, notice
that in combination with the fact that Iy ;(0) = 1 (as f is 1-homogeneous), the support of
the (multi-valued) graph of f is a superposition of planes S € €(Q,0) \ £2(0). In light of the
estimates in [11, Theorem 2.4], combined with (14.1) and the strong L2-convergence of the
normalizations of the Lipschitz approximations of T}, 5, L Bg s to f, we contradict (a).
Otherwise, consider the set Z of points z which are limits of p(px) with ©(T}, 5, ,pr) = Q
and |px| < 1. By [11, Theorem 2.7] f(z) = Q[no f(z)] for any such point z (this also follows by
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the Hardt—Simon inequality). Moreover, since by Proposition 2.2 we know that po f =0, we
in fact have f(z) = Q[0] at such z. By the 1-homogeneity of f and the upper semi-continuity
of the frequency function, we know that I, ;(0) < 1. On the other hand by the Hardt-Simon
inequality, as in [8, Section 3], I, y(0) > 1. Therefore, I, ;(0) = 1 and hence f is translation
invariant along any z € Z. In particular Z C V, which, being at most (m — 3)-dimensional,
would imply that (b) would hold for p = pr when k is large enough. This contradiction
therefore proves the result. ]

It will become convenient to subdivide §¢q,1(7") N B; as follows.

Definition 14.3. Fix ¢/ > 0. Suppose that T, ¥ are as in Assumption 2.1. For r > 0, we let
§0,1,-(T) denote the set of all points p € Fg,1(T)NB; for which the conclusions of Lemma 14.1
hold for all scales p € (0,7] with ef in place of €, and moreover ||T[|(B,(p)) < (Q + §)wmp™
for all p € (0,r].

Notice that by Lemma 14.1 we may write

Fou(T)NBy = JFg12-+(T) NB;. (14.2)
k

The fact that ¢ ,(§,1,-(T)) C §9,1,1(To,r) for any r > 0, combined with a translation,
together imply that it suffices to prove Theorem 1.3(i) for Fg,1,1(T).

We will now proceed to show that a set satisfying a number of properties at every scale
around every point is, up to a H*-negligible set, a countable union of k-dimensional C®
graphs. This is only one possible abstract formulation of what the arguments used by Simon
in the proof of [29, Theorem 1] imply for general sets.

Assumption 14.4. k € N and 6, a,e > 0 are fixed. E is a Borel subset of By C R™"™ such
that for every p € ENB; and every r € (0,1 — |¢|] there is a choice of a k-dimensional affine
subspace V (p, r) satisfying the following properties:

(1) ENBy(p) C B (V(p,7))-

(2) if 0 <a<b<1-—|p|are radii for which the condition

V(p,7) N B, /s C Bs,(E) (14.3)
holds for every r € (a, b, then the following estimate holds for every a < s < r < b:
r\ o
PV pr) —Pvps)| <€ (5) - (14.4)

We now state the result concerning how a set satisfying Assumption 14.4 decomposes into
a union of a H*-negligible set and a countable union of k-dimensional C'*® submanifolds:

Theorem 14.5. Let k € N and «, 6 > 0 be fized numbers. There exists s = e5(k,m,n,0) >0
such that, if E satisfies Assumption 14.4 with € < &5, then E N By/p can be decomposed as a
disjoint union E U R where
(i) HM(E) =0;
(ii) E consists of all points p € E N By g for which there is a sequence py | 0 violating
condition (14.3);
(iii) R is contained in a countable union of C1'* graphs (each defined on an open cube in a
k-dimensional affine subspace of R™*" ).

We omit the proof of Theorem 14.5, since it is a simple consequence of the arguments given
in [29]. We next demonstrate how Theorem 1.3(i) follows from it. In order to do this, we
require the following lemma (in place of [29, Lemma 1]), which is a simple consequence of
Theorem 2.5. It verifies that not only does the ratio of double-sided excess and planar excess
under the assumptions of Theorem 2.5, but in fact so does the maximum of this ratio and the
ratio between r2A2 and the planar excess.

Lemma 14.6. There are positive constants ¢ = e¢(Q, m,n,n), 0 = 0(Q,m,n,n) < %, and

C = C(Q,m,n,n) with the following property. Let T and X be as in Assumption 2.1 and
p€Fo11(T). Assume 0 <1 <2—|p| and
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e Sc¥E(Q,p)\ Z(p) satisfies E(T,S,B,(p)) = inf{E(T,S,B,(p)) : S € €(Q,p)};
e max{e; 2A%r2 E(T,S,B,(p))} < e?E*(T, B, (p));
e B...(q) NF01.1(T) # 0 for every g € V(S)N B, /4(p).
Then there is a cone 8" € €(Q,p) \ Z(p) such that
max{5;2A2927"2, E(T,S',Bo-(p))} < 1 max{5;2A2r2, E(T,S,B.(p))}
EP(T7 BGT‘ (p)) 4 EP(T7 B’r‘(p)) ’

(14.5)

and
max{a;QAQTZ, E(T,S,B.(p))

dist®(V(S) N B, (p), V(S') N B,(p)) < C E?(T, B, (p))

(14.6)

Proof. Let ¢ = % in Theorem 2.5, and let &; := ¢¢ and 6 := rg be as in Theorem 2.5 for this
choice of ¢. The decay (14.5) is obvious by Theorem 2.5 if ey 2A2r? < E(T, S, B,.). In the other
case we apply the continuity argument in Step 1 of Lemma 10.6 to find a cone S, such that
€f_QA7”2 < E(T,S,B,) < 25;2A2r2 and obeying the conditions therein, at which point we
may once again apply Theorem 2.5, now with ¢ = %, and again choose ¢; := g¢ and 6 := rq to
be as in Theorem 2.5 for this choice of ¢. The conclusion (14.6) is an immediate consequence
of Theorem 2.5(d), (14.5), and the reasoning above. O

We will also require the following lemma, which gives control on the tilting between different
k-dimensional subspaces that a given set E satisfying Assumption 14.4 is bilaterally close to.
It is analogous to [4, Lemma 5.13]. We thus refer the reader to the proof therein, and do not
include it here.

Lemma 14.7. Let kK € N and «,d > 0 be fized numbers. There are positive constants Cy =
Co(m,n, k), 6o = do(m,n, k), and €9 = eo(m,n, k) such that the following holds. Assume
ECR™™ peE, andr >0 are radii such that Assumption 14.4(1) and (14.3) hold for some
V =V(p,r) ande < ey and 6 < &g. Assume moreover that V' is another k-dimensional affine
subspace for which
ENB,(p) C Bor(V).
Then
Ipv — pv| < Coe (14.7)

and, if we set &' := 26 + Cype,

V/ (B, /2(p) C By (E). (14.8)

We are now in a position to conclude the proof of the fact that Fg.1(7) is ™ 2-null.

Proof of Theorem 1.53(i). Let E = §g1,1(T), let k = m — 2, and in Definition 14.3 and fix
€ = min{e, e}, where e¢ is the constant of Lemma 14.6 and e, is the constant of Theorem
14.5 Choose €' = . We will proceed to verify that Assumption 14.4 holds for this choice of
E and k, and with a choice of 6 = §(¢) sufficiently small. First of all, notice that Lemma 14.1
implies that property (1) of Assumption 14.4 holds for each p € E N By, with V(p,r) defined
to be the spine of S (defined therein, which implicitly depends on p and r) if alternative (a)
of Lemma 14.1 holds in B, (p), and any (m — 2)-dimensional affine subspace containing V' of
alternative (b) of Lemma 14.1 if that holds in B, (p) instead. To see that (2) of Assumption
14.4 holds, we proceed as follows. Suppose that (14.3) holds for a given point p € EN By and
for all scales r € (a,b], for a given pair of radii @ < b as in (2). Then for all such scales r, the
alternative (a) of Lemma 14.1 must hold in B, (p), and in addition, Lemma 14.7 tells us that
provided that § is chosen sufficiently small (depending on &f), all of the hypotheses of Lemma
14.6 hold with the ball B,./5(p) replacing B,.(p). Now fix any such r and find j € N such that
r € (67b,07-1b]. Applying Lemma 14.6 j times successively, starting from By(p), yields

dist(V (S;-1) N By(p), V(S;) N By(p)) < C277¢; < ¢ (%)a ’

for an appropriate choice of & = a(Q, m, n,n, ), where S;,S;_; are the cones S, S’ in Lemma
14.6 when r is replaced by 67 ~1r. This verifies that property (2) of Assumption 14.4 holds for
this choice of F, and thus allows us to apply Theorem 14.5 with the above choice of parameters.
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As observed above for each point p € R all of the hypotheses of Lemma 14.6 are satisfied in
B, (p) for each sufficiently small scale, so one may iteratively apply this lemma to deduce that
any tangent cone at each such point p will be supported in a unique element S € € (Q, p)\ Z(p).
This, however, is in contradiction with the fact that p € §g,1,1(T). Therefore, R = ) here.
Combined with (14.2), this completes the proof. O

14.2. Uniqueness of tangent cones. Having proved the rectifiability, we now turn to the
conclusion of Theorem 1.3, namely the %™ 2-a.e. uniqueness of tangent cones. Recalling
[8, Theorem 2.10], we know that the tangent cone is unique at every flat singular point in
Fo(T)\ Fo1(T), and given the previous section, it is therefore unique at H™ 2-a.e. point in
So(T). Since Q is arbitrary, it remains to show that the tangent cone is unique at H™ 2
a.e. point p € S(™=2) . Although countable (m — 2)-rectifiability of (=2 \ S(m=3) follows
from [27], we will achieve this independently as an additional consequence of the arguments in
this section, together with the H™ 2?-a.e. uniqueness of tangent cones, following an argument
analogous to that in the previous section. First of all recall that every point p € S(™~2) \S(mf?’)
has integer density and that S("~3) has Hausdorff dimension at most m — 3. Then we have
the following counterpart of Lemma 14.1 above.

Lemma 14.8. For each ¢ € (0,1], the following holds. Suppose that T and ¥ are as in
Assumption 2.1. For each p € S™=2)\ S(m=3) N By with O(T,p) = Q, there exists p =
p(p,e) > 0 such that the following dichotomy holds for each p € (0, p|:

(a) There exists S € €(Q,p) \ L (p) and

(PA)? +E(T,S,B,(p)) < e?EF(T,B,(p));

(b) There exists an (m — 3)-dimensional affine subspace V- C T,% (depending on p) such
that

{O(T,-) > Q}NB,(p) C {q:dist(q,V) < ep}.

Proof. The proof is by contradiction and is much simpler than the one of Lemma 14.1 since in
this case

liminf E(T,B,(p)) > 0.
pd0

Therefore, any tangent cone to T at p either has an (m — 2)-dimensional spine, and hence its
support is an element of € (Q, p) \ Z(p), or it has an (m — 3)-dimensional spine, leading to the
desired contradiction in either case. (]

We now subdivide S(m—2) \S (m=3) into countably many pieces (analogously to the subdi-
vision of §q,1(T) carried out in Definition 14.3) in the following way:

Definition 14.9. Let ef > 0 and 6 > 0 be fixed. Suppose that T, ¥ are as in Assumption
2.1. For r > 0 we let Sgs.-(T) be the set of points ¢ € (S(™~2) \ S(m=3)) N\ B of density
O(q,T) = Q such that

e The dichotomy of Lemma 14.8 applies at every scale p € (0, 7] with ¢ = £T;

e EP(T,B,) > for every p € (0,7].

First observe that we have the decomposition

S(m—2) \S(mffﬁ) — U 5Q71/j71/2_
Q.5:¢

Thus, in order to conclude the (m — 2)-rectifiability and H™ 2-a.e. uniqueness of tangent
cones, it suffices to prove that each piece Sg 1/;,1/¢ in the above decomposition is rectifiable
and the tangent cone is unique at H™ 2-a.e. point q € 8q,1/4,1/¢- By scaling we assume £ = 1,
and we may without loss of generality further assume that j = 1, in order to simplify notation.

The proof of the (m — 2)-rectifiability of S(™=2) \ S(™=3) and uniqueness of tangent cones
at H"™2-a.e. point p € S(™2) will once again be concluded from Theorem 14.5. In order to
do this, we first require the following analogue of Lemma 14.6, which is proved in exactly the
same way.
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Lemma 14.10. There are positive constants ens = eng(Q,m,n,7), 6 = 0(Q, m,n,n) < % with
the following property. Let T and ¥ be as in Assumption 2.1 and let p € Sg.11(T). Assume
0<r<2-—|p| and

e ScE(Q,p)\ Z(p) satisfies E(T,S,B,(p)) = inf{E(T,S,B,(p)) : S € €(Q,p)};

b maX{E;fZTQsz E(T7 Sv Br(p))} § Eipr(Tv Br(p)));

e B.(q)NSq,1,1(T) # 0 for every g € V(S) N B, /4(p).
Then there is a S’ € €(Q,0) such that

max{e 20?1’ A% E(T,S', By,)} - 1 max{e *r?A% E(T,S,B,)}
E?(T, Bg,) ~ 4 E?(T,B,) ’

and
max{ef_QAer, E(T,S,B,(p))
E?(T,B.(p))

Proof of Theorem 1.3(ii) and rectifiability of S~ \ S(m=3), Let E = So.1.1(T), let k =m—
2, and in Definition 14.3 and fix € = min{eg, en¢}, where ¢ is the constant in Lemma 14.10
and e, is the constant in Theorem 14.5. Choose €' = e. Arguing exactly as in the proof
of Theorem 1.3(i), with Lemma 14.8 and Lemma 14.10 applied in place of Lemma 14.1 and
14.6 respectively, we verify that Assumption 14.4 holds for this choice of E and k, and with a
choice of § = §(¢) sufficiently small. We may thus apply Theorem 14.5 with the above choice
of parameters. At each point p € R, all of the hypotheses of Lemma 14.10 are satisfied in
B, (p) for each sufficiently small scale » > 0. This in turn implies that the tangent cone is
supported in a unique element S € €(Q,p) \ Z(p) at each such point, and the supports of the
rescalings T}, decay towards S with a power law for all r sufficiently small. But, because of
this decay and the graphical approximation in Proposition 8.15 applied to T}, and this unique
S, we can select r sufficiently small to see that the origin is in fact in the closure of the outer
region. Conclusion (i) of Proposition 8.15 ensures that the multiplicities assigned to the planes
in SNB,(0) with p < r do not change with the radius. Thus, not only is the support of the
tangent cone unique, but so is the tangent cone itself. Combined with (14.2), this completes
the proof. O

dist?(V(S) N B,.(p), V(S") N B,(p)) < C

APPENDIX A. PROOFS OF COMBINATORIAL RESULTS IN SECTION 4.3

A.1. Proof of Lemma 4.3. First of all, note that if N = 2 the conclusion of the lemma is
trivially true for P’ = P, so we may assume N > 3. Then we define inductively the sets P;,
with j = {0,..., N —2} and the elements p; in the following way. Py = P and, for every j > 1,
we select p; € P;j_; with the property that

My :=max{|p—q|:p,q € Pj_1} =max{|p—q| :p,qg € Pj_1\ {p;}}
mj_1:=min{|p —q| : p,q € Pj_1, p# q} <min{lp —q| : p,qg € Pj_1 \ {p;}, p # ¢}

Since the cardinality of Pj_; is always at least three it is clear that such an element exists:
we first select p,q such that [p — ¢| = min{la — b : @ # b € P;_,} and then p’,¢’ such that
|p' —¢'| = max{|a—b| : a,b € Pj_1}. If the pairs (p,¢) and (p’, ¢') are the same, then obviously
all points in P;_; are equidistant and we can define p; to be any of them. Otherwise the two
pairs have at most one element in common, and we define p; to be an element in {¢, p}\{¢’,p'}.
We then let Pj := P;_1 \ {p;} = P\ {p1,...,p;}. By construction, we have

mj—1 = dist(p;, Pj—1 \ {p;}) = dist(p;, ), (A1)
while at the same time M; = My and m; > m;_,. Observe in particular that the requirements
(iil) is satisfied if we terminate this process at any stage P;.

Now let A = A(§) > 1 be a large number whose choice will be specified later and let .J
be the smallest number j such that M; < )\N_Q_jmj. Since Py_o consists of two elements,
Mpy_5 = mpy_o and thus such a number J exists. Obviously P’ = P; satisfies (i) with
C = AN=2, We claim that for (ii) to hold we just need X to be large enough. Note that

min{lp — g : p,g € P, p# ¢} =my > A"V,
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while, for every p € {py,... pJ} by our definition of J and by (A.1), we have

dist(p, P <Zd18t Di, P;) ZmZ 1 <My~ (N—2- J)Z)\_
k>0

MJ)\_(N_2_J) my
= < .
A—1 — -1
In particular, it suffices to choose =5 = 4.

A.2. Proof of Lemma 4.4. If ¢ < dmin{|q1 — ¢2| : ¢1,92 € P, ¢1 # q2}, we then set P=P.
Otherwise, pick a pair of points pg, p1 € P not satisfying this property and set P, := P\ {p1}.
By construction, dist(py, P1) < 7 le. If N = 2, P := P, contains a single element and hence
(ii) holds. On the other hand, if N > 3 and 6§ ¢ < dmin{|q1 — ¢2| : ¢1,92 € P1, @1 # ¢},
we define P = P;, which satisfies (i) because dist(py, P1) < 6 'e. Otherwise we discard yet
another point po from P in the same way as above, with P; in place of P, and set P5 := P1\{p2}.
This time, we notice that
diSt(pQ, PQ) < 5725,

while

dist(p1, Py) < dist(py, Py) + dist(pa, Po) < (671 + 57 ?)e.
Iterating this procedure, we generate a family of sets P;, j = 1,...,J. We stop if either Pj is
a singleton, or if

ST+ 6 e < omin{|g — 2|t q1,92 € Py, @1 # g2} -

For every point p € P, since dist(p;, P;) < 67 2(1 + 6 1)7=2 for each j > 2, we therefore
inductively have

J
dist(p, Py) < Zdlst p;, Pj) <66+ 1) e,

In particular, when we stop the set 15 Pj; satisfies (ii). Since Pn_; would necessarily be a
singleton, we must stop at a J < N = 1, which makes the estimate (i) trivially true.

A.3. Proof of Lemma 4.5. When N =2 and P = {p1,p2}, we can clearly just let P; := {p,}
for j = 1,2. We now argue by induction on N. Fix N > 3, and suppose the conclusion of the
lemma holds for N’ < N — 1. Select p € P such that max{|¢ — ¢'| : ¢,¢' € P\ {p}} = M =
max{|¢ — ¢'| : ¢,¢' € P}. By our inductive hypothesis, we can then decompose P \ {p} into
P{ U Pj such that

min{|py — p2| : p1 € P{,ps € Py} > e

Let p; € P! be such that dist(p, p;) = dist(p, P/) for i = 1,2. Since dist(p1,p2) > QN—AQ,, at least

one among dist(p;,p) has to be > WL,Q Assuming, upon relabeling, that the latter happens
for i =1, we set P, = P| and P, = Py U {p}, proving the conclusion of the Lemma.
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