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Abstract. We consider a branched transport type problem which describes the magnetic
flux through type-I superconductors in a regime of very weak applied fields. At the boundary
of the sample, deviation of the magnetization from being uniform is penalized through a
negative Sobolev norm. It was conjectured by S. Conti, F. Otto and S. Serfaty that as a
result, the trace of the magnetization on the boundary should be a measure of Hausdorff
dimension 8/5. We prove that this conjecture is equivalent to the proof of local energy
bounds with an optimal exponent. We then obtain local bounds which are however not
optimal. These yield improved lower bounds on the dimension of the irrigated measure
but unfortunately does not improve on the trivial upper bound. In order to illustrate the
dependence of this dimension on the choice of penalization, we consider in the last part of
the paper a toy model where the boundary energy is given by a Wasserstein distance to
Lebesgue. In this case minimizers are finite graphs and thus the trace is atomic.

1. Introduction

It has been observed experimentally [35, 36, 37] that when subject to an external magnetic
field, complex patterns appear at the boundary of type-I superconductors. It can be argued,
[36, 12], that in the regime of vanishing external field these reflect the structure of low energy
states. Based on the Ginzburg-Landau theory, it is known since the work of Landau [25] that
inside the sample these should be branching patterns. This has first been rigorously justified
at the level of scaling laws in [12, 11, 19]. Later on, in the so-called uniform branching regime
(see below), a branched transport type problem has been derived from the full Ginzburg-
Landau energy in [17]. This gives a full justification of the emergence of branching patterns
in this part of the phase diagram. In a simplified two-dimensional setting, the minimizers of
the reduced problem (for thick enough samples) have been completely characterized in [20].
They are self-similar, branching trees.
In this paper we consider the cross-over regime between the uniform and non-uniform branch-
ing regimes. Starting from the corresponding reduced branched transport model (see (1.2)
below) we aim at a qualitative description of the irrigated measure. In particular we are
interested in its Hausdorff dimension. Based on heuristics that we recall in Section 3.1, it
has been conjectured in [18] that this measure should be of dimension 8/5. Our main result,
Theorem 1.1, reduces the proof of this conjecture to the proof of a local scaling law for the
energy inside the sample. This is complemented in Theorem 1.3 by a (a priori non sharp)
local scaling law which albeit not proving the conjecture, reduces the range of possible di-
mensions to the interval [3/2, 2]. By itself, these results can be seen as a justification of the
belief that the complexity of the patterns observed at the surface of the sample are related
to the patterns living inside the sample.

1.1. The model. As in [12, 11, 19, 17], we consider the simplest possible geometric con-
figuration of a plate QT = (−T, T ) × Q with thickness 2T and periodic lateral boundary
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conditions i.e. Q = (R/Z)2 subject to a perpendicular external magnetic field. Having [17] in
mind we expect that the normal phase concentrate on branched structures in the regime of
vanishing external magnetic field. We thus represent it by a measure µ = dt ⊗ µt such that
for a.e. t ∈ (−T, T ),

µt =
∑
i

φiδXi

where Xi ∈ Q and φi ≥ 0 are such that
∑

i φi = 1. A bit formally (see Section 2.2 for a
precise definition) we set for −T ≤ a < b ≤ T

I(µ, (a, b)) =

∫ b

a

∑
i

[
φ

1
2
i + φi|Ẋi|2

]
dt, (1.1)

where Ẋi denotes the derivative of the map t 7→ Xi(t). When b = −a = T , we simply write

I(µ) = I(µ, (−T, T )).

As explained in [17, Section 5], this is a variant of the branched transport functionals which
have received a lot of attention in the last couple of decades, see e.g. [7, 27, 8, 10, 9, 14, 33,

32, 38]. Using the short-hand notation (with H−1/2 = H−1/2(Q))

∥µ±T − 1∥2
H− 1

2
= ∥µ−T − 1∥2

H− 1
2
+ ∥µT − 1∥2

H− 1
2
,

we then consider for λ > 0 the energy

Eλ,T (µ) = I(µ) + λ∥µ±T − 1∥2
H− 1

2
. (1.2)

By a simple symmetrization argument we will always consider symmetric minimizers of Eλ,T ,
see [17].

In the case λ = ∞, that is under the constraint that µ±T = 1 (hence the name uniform
branching regime), this functional has been rigorously derived in [17] from the full Ginzburg-
Landau energy. In the notation of [17], if β represents the strength of the external magnetic

field and α−1 the coherence length, the uniform branching regime corresponds to α−2/7 ≪
β ≪ 1. Formal computations suggest that (1.2) should be the appropriate reduced energy in

the crossover regime α−2/7 ∼ β ≪ 1. We leave the rigorous derivation of the model for future
work and take instead (1.2) as our starting point. Based on the constructions for the upper
bounds in [12, 19], the following conjecture was made in [18]:

Conjecture. If µ is a minimizer of (1.2), then µ±T is of dimension 8/5.

1.2. Results. Setting for ε ∈ (0, T )

I(µ, ε) = I(µ, (T − ε, T )) (1.3)

to be the energy concentrated near the boundary and referring to Section 2.3 for the precise
definition of lower and upper Hausdorff dimensions of a measure, our main result reads as
follows:

Theorem 1.1. Let µ be a symmetric minimizer of (1.2) i.e. with µ−t = µt for t ∈ [0, T ]. If
β ∈ (0, 1) is such that

lim sup
ε→0+

I(µ, ε)

εβ
<∞, (1.4)



FROM ENERGY BOUNDS TO DIMENSIONAL ESTIMATES 3

then

f(β) =
1 + 3β

1 + β
≤ dimµT ≤ dimµT ≤ 4(1− β)

1 + β
= g(β). (1.5)

Before commenting on its proof, let us discuss the statement and its implications. First,
(1.5) shows that local energy bounds in the form of (1.4) directly translate into lower and
upper bounds for the dimension of µT . Regarding the lower bound, since the function f is
increasing with f(0) = 1, establishing (1.4) for any β > 0 improves on the bound 1 ≤ dimµT
given for free by Eλ,T (µ) <∞ (see Lemma 2.17). As for the upper bound, since the function

g is decreasing with g(1/3) = 2, in order to improve on the trivial bound dimµT ≤ 2, it is
necessary to obtain (1.4) for some β > 1/3. More importantly, since f(3/7) = g(3/7) = 8/5,
see Figure 1.2, we have the following corollary.

β

f(β)

g(β)

1

2

1
3

−85

Figure 1. The functions f and g.

Corollary 1.2. If (1.4) holds with β = 3/7, then dimµT = 8/5.

Let us point out that the scaling I(µ, ε) ≲λ,T ε
3/7 is exactly the local version of the global

scaling law from Proposition 3.1.
We now outline the proof of Theorem 1.1. The lower bound estimate is given in Corollary
3.6. This may be seen as a regularity result for µT . Indeed, we prove in Theorem 3.5 that
µT ∈ H−γ for an explicit range of parameters γ < 1/2 (depending on β). We then rely on
a variant of Frostman Lemma, see Lemma 2.17, to relate it to an estimate on dimµT . To
prove that µT ∈ H−γ we construct a competitor by replacing µ in (T − ε, T ) by two slightly
translated copies of µ. Since I(µ, ε) is small by hypothesis, this comes with a small cost. By

minimality, we can then estimate by how much the H−1/2 norm of µT is modified under this
procedure. Notice that our variations modify µ up to the boundary so that we use minimality
for the full energy Eλ,T and not only for the interior energy I. The crucial observation is that
this variation can be seen as a sort of mollification of µT . We can thus rely on a semi-goup
characterization of negative Sobolev norms to conclude, see Proposition 2.13 and Remark
2.14. The upper bound estimate is given in Theorem 3.7. As opposed to the lower bound,
this estimate does not rely at all on the minimality of µ. It quantifies instead the intuitive
statement that the more diffused is a measure, the more expensive it is to irrigate it. The
argument is a generalization of the interpolation type estimates from [17, Proposition 5.3]
(which are used to prove the ansatz free lower bounds for the global scaling laws) in the case
of a measure which is not the Lebesgue measure. Interestingly, this reduces the problem to a
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non-standard quantization problem, see Remark 3.8.
Let us point out that Theorem 1.1 is somewhat similar in spirit to [33] where the “unit ball”
for the usual branched transport problem is considered. In [33], a regularity result for the
landscape function introduced in [38] is proven which is then translated into an upper bound
on the dimension of the boundary of this unit ball. There is however no complementary lower
bound. While the proofs and functionals are very different, these are, to the best of our
knowledge, the only results about the fractal nature of an irrigated measure. Other results
such as [9, 20, 28] are more concerned with the fractal nature of the branching measure itself.

Our second main result is that (1.4) holds for β = 1/3. In light of the discussion above,
this allows to improve on the lower bound on the dimension but unfortunately not on the
upper bound. We actually prove a slightly stronger statement.

Theorem 1.3. Let µ̄ be any probability measure on Q and let µ be a symmetric minimizer
of

min {I(µ) : µ±T = µ̄} .
Then, for every ε ∈ (0, T ),

I(µ, ε) ≲ max
(
ε, ε

1
3

)
+ I(µ)

ε

T
.

In particular, if µ is a minimizer of Eλ,T ,

dimµT ≥ 3

2
.

Since by Theorem 3.7, I(µ, ε) ≳ ε1/3 when µT is the Lebesgue measure, this shows that
the worst possible scaling is attained when the irrigated measure is uniform. The general
strategy of the proof is similar to [24, Theorem 2.6]. It consists, given the traces µT−ε and µT
in the construction of a competitor in (T − ε, T ) which has kinetic energy almost equal to the
relaxed energy (here W 2

per(µT−ε, µT )/ε), where W
2
per is the squared 2−Wasserstein distance

on the torus) and a well controlled perimeter. As in [24] a natural idea is to first discretize the
solution of the relaxed problem (here McCann’s interpolant between µT−ε and µT ) at some
well-chosen times tk with tk → T as k → ∞ and then make a construction in (tk, tk+1). A
major difference between [24] and our context is that in the case of a transport type energy we
are a priori very constrained regarding the geometrical structure of competitors. In particular,
the graph of a typical transport plan between two measures supported on N points has N2

edges which is much too large. The key observation is that among all optimal transport plans
(which in particular have the smallest possible kinetic energy among all measure interpolating
the discretized measure) there is at least one which is sparse in the sense that it contains of
the order of N edges, see [34, Proposition 3.4].

Remark 1.4. As in [24] we use the equipartition of the energy , see Proposition 2.11 in the
proof. We believe that as in [15] it should be possible to avoid this argument and get a sharper
bound i.e. replacing C/η by C in (3.17). This would require much more work but would be
a necessary first step in order to obtain energy bounds which are localized both in time and
space as in [15, 2, 41, 16].

1.3. A toy model. The proof of Theorem 1.1 can be extended to any space dimension and
to any boundary term of the form H−s with s > 0. The expected dimension of µT however
depends on the specific choice of s. In order to highlight this phenomenon, we consider in



FROM ENERGY BOUNDS TO DIMENSIONAL ESTIMATES 5

Section 4 a toy model where we replace the H−1/2 norm by a Wasserstein distance to the
Lebesgue measure. This acts morally speaking like a H−1 penalization. Moreover, we work in
a simplified two-dimensional setting reminiscent of [20]. For µ = dt⊗µt with µt =

∑N
i=1 φiδXi

where as before
∑N

i=1 φi = 1 but Xi ∈ Q = R/Z, we set

E1d
λ,T (µ) =

∫ T

−T

N∑
i=1

[
1 + φi|Ẋi|2

]
dt+ λW 2

per(µ±T , 1).

As in [20], we replaced in the energy the term φ
1/2
i by φ0

i . This is motivated by the fact that
this term should be seen as a perimeter, see Remark 2.3. Our main result is that for any
value of λ and T , the minimizers of E1d

λ,T have a finite number of branching points.

Theorem 1.5. Let λ, T > 0 and µ be a symmetric minimizer of E1d
λ,T . Then µT is atomic

with finitely many non-zero atoms.

Remark 1.6. This is in strong contrast with the case of a penalization by a H−s norm in
dimension two. In that case a direct adaptation of Theorem 1.1 and Theorem 1.3 gives that µT
does not have atoms for s < 3/4. A refinement of this argument shows that there are actually
no atoms for s < 1 (alternatively this would follow from Theorem 1.1 provided we can show
(1.4) for the optimal decay rate β = 2s/(2s+ 1) when s > 1/2, giving dimµT = 1− 2s).

As already observed in [20], in this two-dimensional setting, which is actually closer in
spirit to a time-dependent one-dimensional setting, the no-loop property of µ implies that
the transport map from µ0 to µT induced by µ is monotone (see Lemma 4.1). In particular
it is (up to a translation) the optimal transport map. In order to prove Theorem 1.5 we
first show in Theorem 4.3, that as in usual branched transport (see e.g. [32]), there is an
equivalent Lagrangian formulation of the problem. As opposed to standard representations
in terms of probabilities on the space of curves, we parametrize the curves by their initial
point. This may be seen as the analog of optimal transport plans versus optimal transport
maps in optimal transport problems. The main advantage of working with a Wasserstein pe-
nalization is that in the Lagrangian viewpoint the internal kinetic energy and the boundary
energy can be combined together. The problem then becomes an irrigation problem to (and
from) the Lebesgue measure but where the perimeter is penalized only for part of the time.
As a consequence of this and of the no-loop property we can prove in Proposition 4.7, the so-
called cone property, which is pivotal in our analysis. This property states that each subtree
starting from a Dirac mass at a point X and irrigating the Lebesgue measure on an interval
A is contained in the cone in time-space spannned by X and A. Using the cone property
we prove in Proposition 4.12 a lower bound on the possible mass of a subtree containing a
branching point (which then implies Theorem 1.5). The idea is that if there is a branching
point of mass φ at a distance ε from the boundary, we can replace the whole subtree by a
segment. This way we gain at least ε in perimeter and the cone property guarantees that
we loose at most something of the order of εφ3 in the kinetic energy. This would contradict
minimality if φ is too small. The actual proof is more involved since we need to obtain a
lower bound on the mass of each subtree to be sure that µT has finitely many non-zero atoms.

Thanks to the quantitative lower bound from Proposition 4.12 on the flux that can carry
a branching tree, we prove that for some values of λ and T minimizers of E1d

λ,T do not have
branching points at all. In these cases we can completely solve the problem.



6 G. DE PHILIPPIS, MICHAEL GOLDMAN, AND BERARDO RUFFINI

Theorem 1.7. If λmin(1, T ) ≪ 1, then minimizers of E1d
λ,T are made of N equidistant straight

segments each carrying a mass 1/N . Moreover,

N ∼ max

(
1,
λ

T

) 1
3

.

2. Notation and preliminary results

In this section we define the energy functional and set some notations. With the symbols
≲, ≳ we indicate estimates which hold up to a universal constant. We say that A ∼ B if
A ≲ B ≲ A. We use A ≪ B as an assumption. It means that there exists ε > 0 such that
provided A ≤ εB, the conclusion holds. We denote by | · |per the distance on Q and by | · | the
Euclidean distance so that |x|per = minZd |x− z|. We write z ∈ Rd+1 as z = (x, t) ∈ Rd × R.
The symbol ∇ always refers to derivatives in the ’horizontal’ variables x while ∂t denotes the
derivative in the ’vertical’ one. We set Q = (R/Z)d to be the d−dimensional torus and then
QT = (−T, T )×Q. We let M+(QT ) be the set of positive measures on QT and M(QT ;Rd)
the set of finite measures on QT with values in Rd.

2.1. Optimal transport. In this section, we set some notation regarding optimal transport.
For much more on this topic we refer e.g. to [39, 34].
If λ0 and λ1 are positive measures on Rd with λ1(Rd) = λ2(Rd) we set as usual

W 2
2 (λ1, λ2) = min

π

{∫
Rd×Rd

|x− y|2dπ : πi = λi, i = 1, 2

}
.

Here π1, respectively π2 denotes the first, respectively the second, marginal of π. Similarly,
if λ1, λ2 ∈ M+(Q) with λ1(Q) = λ2(Q), we set

W 2
per(λ1, λ2) = min

π

{∫
Rd×Rd

|x− y|2perdπ : πi = λi, i = 1, 2

}
.

We recall the Benamou-Brenier, or Eulerian, formulation of optimal transport. For X ∈
{Q,Rd} and every a < b we have with ∗ = per if X = Q and ∗ = 2 if X = Rd,

1

b− a
W 2

∗ (λ0, λ1)

= min
(µ,m)

{∫
(a,b)×X

∣∣∣∣dmdµ
∣∣∣∣2 dµ : m≪ µ, ∂tµ+∇ · m = 0 and µa = λ1, µb = λ2

}
. (2.1)

Finally, we recall the following characterization of optimal transport maps on Q when d = 1.

Proposition 2.1. Let d = 1 and λ1, λ2 ∈ M+(Q) be such that λ1(Q) = λ2(Q). If λ1 does
not contain atoms, the optimal transport plan for W 2

per(λ1, λ2) is induced by a map Ψ which
can be extended to a monotone map on R with Ψ− x periodic.

2.2. The (internal) energy functional. We mostly follow the notation from [17]. In order
to give a unified presentation for the three dimensional functional considered in Section 3
and the two dimensional toy model from Section 4, we consider the problem in arbitrary
dimension.



FROM ENERGY BOUNDS TO DIMENSIONAL ESTIMATES 7

Definition 2.2. We denote by AT the set of pairs of measures µ ∈ M+(QT ), m ∈ M(QT ;Rd)
with m≪ µ, satisfying the continuity equation (in the distributional sense)

∂tµ+∇ · m = 0 in QT , (2.2)

and such that µ = dt ⊗ µt where, for a.e. t ∈ (−T, T ), µt =
∑

i φiδXi for some φi > 0 and
Xi ∈ Q. We denote by A∗

T = {µ : ∃m, (µ,m) ∈ AT } the set of admissible µ.
We define the functional I : AT → [0,∞] by

I(µ,m) =

∫ T

−T

∑
x′∈Q

(
µt(x

′)
) d−1

d dt+

∫
QT

∣∣∣∣dmdµ
∣∣∣∣2 dµ, (2.3)

and (with abuse of notation) I : A∗
T → [0,∞] by

I(µ) = min{I(µ,m) : m≪ µ, ∂tµ+∇ · m = 0}. (2.4)

For −T ≤ a < t < b ≤ T , we set

Ṗ (µ, t) =
∑
x′∈Q

(
µt(x

′)
) d−1

d and Ėcin(µ, t) =

∫
Q

∣∣∣∣dmt

dµt

∣∣∣∣2 dµt. (2.5)

We then define

P (µ, (a, b)) =

∫ b

a
Ṗ (µ, t)dt and Ecin(µ, (a, b)) =

∫ b

a
Ėcin(µ, t)dt (2.6)

so that (recall (1.1)), I(µ, (a, b)) = P (µ, (a, b)) + Ecin(µ, (a, b)). As for I we, recall (1.3), we
write P (µ, ε) = P (µ, (T −ε, T )) and similarly for Ecin(µ, ε). Finally, if the measure µ is clear
from the context we sometimes omit to write it.

Remark 2.3. The power (d− 1)/d in the definition (2.3) of I comes from the fact that this
term corresponds to a perimeter in the horizontal variables, see [17, 20]. One can of course
consider the case of an arbitrary power α ∈ [0, 1). Most of the results of the paper extend
to this more general functionals. However, in order to keep the number of parameters in the
model reasonable we decided to stick with this particular class.

Let us notice that by (2.1) we have for −T ≤ a < b ≤ T and every µ ∈ A∗
T ,

Ecin(µ, (a, b)) ≥
1

b− a
W 2

per(µa, µb). (2.7)

For two measures µ̄± ∈ M+(Q) with µ̄+(Q) = µ̄−(Q) we consider the problem

inf {I(µ) : µ±T = µ̄±} . (2.8)

By (2.7), if I(µ) < ∞ then t → µt is 1/2-Hölder continuous as a curve in the Wasserstein
space so that the traces are well-defined. Using a simple extension of the construction from
[17, Proposition 5.2] we have

Lemma 2.4. For r, T > 0 let Qr = (0, r)d and QrT = (−T, T ) × Qr. Then, for every µ̄± ∈
M+(Qr) with Φ = µ̄+(Q

r) = µ̄−(Q
r), there exists a pair (µ,m) ∈ M+(QrT ) × M(QrT ;Rd)

with m≪ µ and such that

• µ = dt ⊗ µt where, for a.e. t ∈ (−T, T ), µt =
∑

i φiδXi for some φi > 0 and
Xi ∈ Qr;

• µ±T = µ̄±;
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• ∂tµ+∇ · m = 0 in QrT , for t ∈ (−T, T ), mt · ν = 0 on ∂Qr where ν is the exterior
normal to Qr;

• we have

I(µ,m) ≲ TΦ
d−1
d +

r2Φ

T
. (2.9)

Since Neumann boundary conditions are compatible with periodic boundary conditions,
applying Lemma 2.4 with r = 1 yields that the infimum in (2.8) is finite. Moreover, arguing
as in [17, Proposition 5.5] we have existence of minimizers.

Remark 2.5. Notice that if we considered as suggested in Remark 2.3 a more general power
α in the definition of I, using a simple extention of the branching construction from [17,
Proposition 5.2] we would have that (2.8) is finite for every µ̄± provided α > (d − 2)/d. In
the language of branched transportation, under this condition every measure can be irrigated
from a Dirac mass.

We now introduce the notion of subsystems which slightly generalizes [17, Proposition 5.7]
(the proof being totally analogous we omit it).

Proposition 2.6. Let t ∈ [−T, T ] and (µ,m) ∈ AT with I(µ,m) < ∞ and set v = dm/dµ.
Then for every σ ≤ µt, there exists a measure µ̃ ∈ A∗

T such that

i) µ′ = µ− µ̃ is a positive measure;
ii) µ̃t = σ;
iii) µ̃ satisfies the continuity equation ∂tµ̃+∇ · (vµ̃) = 0.

In particular (µ̃, vµ̃) ∈ AT and I(µ̃, vµ̃) ≤ I(µ,m). Similarly (µ′, vµ′) ∈ AT with I(µ′, vµ′) ≤
I(µ,m).

In view of the previous proposition, when µt =
∑

i φiδXi and σt = φiδXi for some i (which is

exactly the case considered in [17, Proposition 5.7]) we denote µt,i+ = µ̃ (t, T )×Q the forward

subsystem emanating from Xi and µ
t,i
− = µ̃ (−T, t)×Q the backward subsystem emanating

from Xi. Let us recall from [17, Lemma 5.8] the no-loop property of minimizers (this is
actually a small extension of that lemma, using Proposition 2.6 instead of [17, Proposition
5.7]).

Lemma 2.7. Let µ be a minimizer of (2.8) and t ∈ (−T, T ). For X1 and X2 in Q such

that µt(Xi) ̸= 0 for i = 1, 2, denote by µt,i± the forward and backward subsytems emanating

from Xi. If there exist −T ≤ t− < t < t+ ≤ T such that for ∗ ∈ {±}, µt∗,1∗ and µt∗,2∗ are not
mutually singular, then X1 = X2.

In most of the paper we will consider the case where µ̄+ = µ̄− in (2.8). In that case, by
symmetrization we may concentrate on minimizers of (2.8) which are symmetric with respect
to t = 0.

Remark 2.8. If µ is a symmetric minimizer, applying Lemma 2.7 with t± = ±T we find that
for every t ≥ 0, if µt =

∑
i φiδXi with Xi ̸= Xj for i ̸= j, then denoting by µt,i the forward

subsystems starting from Xi, µ
t,i
T and µt,jT must be mutually singular.

Arguing as in [17, Proposition 5.10& Proposition 5.11] we have
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Proposition 2.9. Let µ̄ ∈ M+(Q) and µ be a symmetric minimizer of (2.8) with µ̄± = µ̄.
Then, for every T ′ < T , µ is a finite graph in QT ′ without loops. In particular we have

I(µ) =

∫ T

−T

∑
i

[
φ

d−1
d

i + φi|Ẋi|2
]
dt (2.10)

where the sum is locally finite and between two branching points, t 7→ φi(t) is constant while
t 7→ Xi(t) is affine. From now on we will always use the representation (2.10) of I.

Remark 2.10. Notice that from the no-loop condition and the subbaditivity of φ 7→ φ
d−1
d

both ♯Sptµt and Ṗ (µ, t) =
∑

i φi(t)
d−1
d are increasing in (0, T ).

We end this section by proving equi-partition of the energy. For similar results in related
models see e.g. [24, 6, 16].

Proposition 2.11. For µ̄ ∈ M+(Q) let µ be a symmetric minimizer of (2.8) with µ̄± = µ̄.
There exists Λ ∈ R with

|Λ| ≲ I(µ)

T
(2.11)

such that recalling the definition (2.5), we have for t ∈ (−T, T )

Ṗ (µ, t) = Ėcin(µ, t) + Λ. (2.12)

Proof. As usual the proof goes through internal variations. Let ξ ∈ C∞
c (−T, T ). For |ε| small

enough, ξε = Id + εξ is an increasing diffeomorphism of (−T, T ) into itself. We consider the

competitor given by φ̂i(t) = φi(ξ
−1
ε (t)) and X̂i(t) = Xi(ξ

−1
ε (t)). Notice that by Proposition

2.9 the number of branches in the support of ξ−1
ε − Id is finite so that this definition is not

ambiguous. By minimality of µ we have

I(µ) ≤
∫ T

−T

∑
i

[
(φi ◦ ξ−1

ε )
d−1
d + |ξ̇−1

ε |2(φi ◦ ξ−1
ε )|Ẋi ◦ ξ−1

ε |2
]
dt

s=ξ−1
ε (t)
=

∫ T

−T

∑
i

[
φ

d−1
d

i (1 + εξ̇)−1 + (1 + εξ̇)φi|Ẋi|2
]
ds

= I(µ) + ε

∫ T

−T
(Ėcin − Ṗ )ξ̇ds+O(ε2).

This concludes the proof of (2.12). Integrating (2.12) we have∫ T

−T
Ṗ =

∫ T

−T
Ėcin + 2TΛ.

Since Ṗ , Ėcin ≥ 0 and ∫ T

−T
Ṗ +

∫ T

−T
Ėcin = I(µ)

we also get (2.11). □

Remark 2.12. Let us point out that the result also holds without the symmetry assumption
(and for general boundary data). We only stated it in this form so that Proposition 2.9 applies.
This avoids technicalities to fully justify the computations.
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2.3. Sobolev spaces, Hausdorff dimensions and capacities. For a measure σ ∈ M(Q),
we denote by (σ̂k)k∈Zd its Fourier coefficients. We then set for γ ∈ R,

∥σ∥2H−γ =
∑
k∈Zd

|k|−2γ |σ̂k|2. (2.13)

Notice in particular that for γ > 0, ∥σ∥H−γ < ∞ forces σ̂0 = σ(Q) = 0. A crucial ingredient
in the proof of Theorem 1.1 is the following characterization of negative Sobolev norms.

Proposition 2.13. For every γ > 0 there holds

∥σ∥2H−γ ∼
∫ 1

0
η2γ+1

 ∑
|k|≤η−1

|k||σk|2
 dη

η
. (2.14)

Proof. We begin from the right-hand side and use Fubini to get∫ 1

0
η2γ+1

 ∑
|k|≤η−1

|k||σk|2
 dη

η
=
∑
k

|k||σk|2
∫ 1

0
χ{η≤|k|−1}η

2γ+1dη

η

=
∑
k

|k||σk|2
∫ |k|−1

0
η2γ+1dη

η

∼
∑
k

|k||k|−(2γ+1)|σk|2

=
∑
k

|k|−2γ |σk|2

= ∥σ∥2H−γ .

□

Remark 2.14. If we consider ρη = η−dρ(·/η) a standard compactly supported convolution
kernel and set ση = ρη ∗σ using for instance Fourier series we see that (2.14) is equivalent to

∥σ∥2H−γ ∼
∫ 1

0
η2γ+1

∫
Q
| |∇|

1
2ση |2dx

dη

η
.

Here |∇|
1
2 can be defined for instance through its Fourier symbol by |̂∇|

1
2σk = |k|

1
2 σ̂k. This is

a variant of classical semi-group characterizations of Sobolev spaces, see [40]. After the work
[23] of Hairer these have gain a lot of popularity in the study of PDEs with randomness, see
e.g. [4, 31, 21]. To the best of our knowledge, it is however the first time that it is used in
such a context.

We now recall some definitions from geometric measure theory. We will need to consider
both measure in Q and in Rd. Denoting by Hα the α−dimensional Hausdorff measure, we
recall (see e.g. [29]) that for A ⊆ X with X ∈ {Q,Rd} the Hausdorff dimension of A is defined
as

dimXA = sup{α : Hα(A) > 0} = inf{α : Hα(A) = 0}.
For measures there are many ways to define upper and lower dimensions [30]. We will use
the same definition as in [5]. For σ ∈ M+(X) we define the lower and upper dimensions as

dimX σ = inf{dimXA : σ(A) > 0} and dimX σ = inf{dimXA : σ(X\A) = 0}.
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If dimX σ = dimX σ, we denote by dimX σ this common value. Notice of course that every
σ ∈ M+(Q) can be considered as a locally finite and periodic measure on Rd. Its dimension
on Q and Rd coincide. When it is clear from the context, we will omit to specify X in the
notation.
It is not hard to see that

dimX σ = sup{α : σ ≪ Hα} and dimX σ = inf{α : σ ⊥ Hα}.

When X = Rd we recall the connection between (lower) Hausdorff dimension and capacities.
For α ∈ (0, d) and σ ∈ M+(Rd) we define the Riesz energy as

Vα(σ) =

∫
Rd×Rd

dσ(x)dσ(y)

|x− y|α
.

The α−capacity of a set A ⊆ Rd is then given by

Cα(A) = sup{V −1
α (σ) : σ ∈ M+(A), σ(A) = 1}.

Finally the capacitary dimension of a set A is given by

dimcA = sup{α : Cα(A) > 0} = inf{α : Cα(A) = 0}.

By Frostman Lemma, see [29, Theorem 8.9] we have for every Borel set A ⊆ Rd,

dimRd A = dimcA.

As a consequence we have the following bound on the lower dimension of a measure in Rd.

Lemma 2.15. Let σ ∈ M+(Rd) with σ(Rd) <∞. Then

dimRd σ≥ sup{α : Vα(σ) <∞}. (2.15)

Proof. Denote by D the right-hand side of (2.15). For ε ≪ 1 let α = D − ε which imples
that Vα(σ) < ∞. Then if A ⊆ Rd is such that σ(A) > 0 we have Cα(A) > 0 and thus
dimRd A = dimcA ≥ α. This proves that

dimRd σ ≥ α = D − ε.

Since ε is arbitray this proves dimRd σ ≥ D.
□

Remark 2.16. In general the inequality in (2.15) is strict. Indeed, for every α ∈ (0, d) if

f ∈ L1(Rd)\H−(d−α)/2(Rd) (see (2.17) below and recall that L1(Rd)\H−γ(Rd) = ∅ only if
γ > d/2), then identifying f with the measure fdx we have dimRd f = d but Vα(f) = ∞ by
(2.18) below.

In combination with Proposition 2.13 an important ingredient is the following counterpart
of Lemma 2.15 in the periodic setting.

Lemma 2.17. Let σ ∈ M+(Q) with σ(Q) = 1. Then

dimQ σ ≥ sup{α : ∥σ − 1∥
H− 1

2 (d−α) <∞}. (2.16)

Proof. The proof will be obtained as a combination of Lemma 2.15 and a localization argu-
ment. Indeed, for γ ∈ R and σ ∈ M+(Rd), we define the (homogeneous) H−γ norm by

∥σ∥2H−γ(Rd) =

∫
Rd

|ξ|−2γ |F(σ)(ξ)|2dξ, (2.17)
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where F is the Fourier transform. We then have for some constant Cd,α > 0, see [26, Theorem
5.9],

Vα(σ) = Cd,α∥σ∥2
H− 1

2 (d−α)(Rd)
. (2.18)

In particular by Lemma 2.15 the counterpart in Rd of (2.16) holds true. We first claim that
there exists χ ∈ C∞

c (B1/4) with χ ≳ 1 on B1/8 and a family of complex coefficients (ηk)k∈Zd

with |ηk| ≲ |k|−(d+1−α) such that for every σ ∈ M+(Q) with σ(Q) = 1,

∥σ − 1∥2
H− 1

2 (d−α)
=

∫
Q×Q

(dσx − 1)(dσy − 1)

|x− y|αper
χ(x− y) +

∑
k∈Zd

ηk|σ̂k|2. (2.19)

Without loss of generality we may assume that σ ∈ C∞(Q). Fix first χ ∈ C∞
c (B 1

4
) with χ = 1

on B1/8. Let

K(x) =
χ(x)

|x|αper
∈ L1(Q).

By Parseval (in Q) there exists a constant C > 0 such that∫
Q×Q

(dσx − 1)(dσy − 1)

|x− y|αper
χ(x− y) = C

∑
k∈Zd

K̂k|σ̂k|2.

By (2.13), in order to prove (2.19), it is therefore enough to show that there exists a constant
Cd,α > 0 such that ∣∣∣K̂k − Cd,α|k|−(d−α)

∣∣∣ ≲ |k|−(d−α+1). (2.20)

Since in B1/4, we have |x|per = |x| we find

K̂k =

∫
Q

χ(x)

|x|α
exp(−ik · x)dx =

∫
Rd

χ(x)

|x|α
exp(−ik · x)dx = F(K̃)(k)

where for x ∈ Rd,

K̃(x) =
χ(x)

|x|α
.

Denoting ψ = F(χ) (which is a Schwartz function) we have by [26, Theorem 5.9]

F(K̃)(k) = Cd,α

∫
Rd

ψ(ξ)

|k − ξ|d−α
dξ.

We claim that ∣∣∣∣∫
Rd

ψ(ξ)

|k − ξ|d−α
dξ − |k|−(d−α)

∫
Rd

ψ

∣∣∣∣ ≲ |k|−(d−α+1). (2.21)

Since
∫
Rd ψ = χ(0) = 1, this would conclude the proof of (2.20). On the one hand, since ψ is

a Schwartz function, for every β ≥ 1∫
Bc

|k|
2

(
1

|k − ξ|d−α
+ |k|−(d−α)

)
|ψ(ξ)|dξ ≲β |k|−β.

On the other hand in B|k|/2, by Taylor expansion,∣∣∣|k − ξ|−(d−α) − |k|−(d−α)
∣∣∣ ≲ |k|−(d−α+1)|ξ|

so that (2.21) follows.
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We now prove (2.16). Consider first α such that ∥σ − 1∥
H− 1

2 (d−α) <∞. We want to prove

that
dimQ σ ≥ α. (2.22)

By translational invariance it is enough to prove that

dimQ σ B 1
8
≥ α.

By (2.19), |ηk| ≲ |k|−(d+1−α), K ∈ L1(Q) and the fact that in B1/4 we have |x|per = |x| we
have ∫

Q×Q

dσxdσy
|x− y|α

χ(x− y) <∞.

This implies that for every cut-off function χ̃ supported in B1/8 with 0 ≤ χ̃ ≤ 1,

Vα(χ̃σ) =

∫
Rd×Rd

χ̃(x)dσxχ̃(y)dσy
|x− y|α

<∞.

By (2.15) this concludes the proof of (2.22).
□

We now prove a characterization of the upper dimensions.

Lemma 2.18. Let σ ∈ M+(X) with 0 < σ(X) < +∞. Then

dimX σ = sup{α : there exists 0 ̸= σ̃ ≤ σ such that σ̃(Br(x)) ≤ rα for all x ∈ X, r ≤ 1}.
(2.23)

Proof. As above let D be the right-hand side of (2.23). For ε ≪ 1 set α = dimX σ − ε. For
every δ > 0 let

Aδ = {x ∈ X : lim sup
r→0

σ(Br(x))

rα
≥ δ}.

By [3, Theorem 2.56] we have Hα(Aδ) ≲ δ−1σ(X) so that

A = ∪δAδ = {x ∈ X : lim sup
r→0

σ(Br(x))

rα
> 0}

satisfies dimXA ≤ α. Since α < dimX σ, we must have σ(X\A) > 0. Therefore, there exists
δ > 0 such that setting Fδ = X\Aδ we have σ(Fδ) > 0. Defining for M ≥ 1 the sets FM as

FM = {x ∈ X : σ(Br(x)) ≤Mrα, for every r ≤ 1}
we have

Fδ =

{
x ∈ X : lim sup

r→0

σ(Br(x))

rα
≤ δ

}
⊆ ∪M≥1F

M .

Thus there exists M ≥ 1 such that σ(FM ) > 0. Using triangle inequality it is then not hard
to see that σ̃ = σ FM ≤ σ satisfies

σ̃(Br(x)) ≲Mrα for all x ∈ X, r ≤ 1.

Dividing if necessary σ̃ by a large constant this proves that D ≥ α = dimX σ− ε. Since ε was
arbitrary we get

D ≥ dimX σ.

To prove the opposite inequality let α = D − ε. By definition of D, there exists 0 ̸= σ̃ ≤ σ
such that

σ̃(Br(x)) ≤ rα for all x ∈ X, r ≤ 1.
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Since σ̃ ≤ σ, if A ⊆ X is such that σ(X\A) = 0 we also have σ̃(X\A) = 0 and so σ̃(A) > 0.
By [3, Theorem 2.56] we have

σ̃ ≲ Hα A

and therefore Hα(A) > 0. This implies that dimXA ≥ α. Taking the infimum over all such
sets A we find dimX σ ≥ α = D − ε. As before since ε is arbitrary we have

dimX σ ≥ D,

which concludes the proof of (2.23).
□

Remark 2.19. Let us point out that when X = Rd, arguing as in the beginning of [29, Chapter
8], we have similarly to (2.15)

dimRd σ = sup {α : there exists 0 ̸= σ̃ ≪ σ such that Vα(σ̃) <∞} .

3. Main functional

In this section we fix d = 2. For λ, T > 0, recalling the definition (2.4) (see also (2.10)) of
I we define the energy

Eλ,T (µ) = I(µ) + λ∥µ±T − 1∥2
H− 1

2
. (3.1)

We use here the short-hand notation

∥µ±T − 1∥2
H− 1

2
= ∥µ−T − 1∥2

H− 1
2
+ ∥µT − 1∥2

H− 1
2
.

Let us notice that we implicitely used the normalization µ±T (Q) = 1. However, by scaling
this comes with no loss of generality. Let us also notice that arguing as for (2.8) we can
prove existence of minimizers for Eλ,T . Moreover, by symmetrization we may assume that µ
is symmetric around t = 0 i.e. µt = µ−t for t ∈ [0, T ].

3.1. Heuristics. In this section we give a boiled down version of the constructions from
[12, 19]. The main purpose is to give a heuristic motivation of the conjecture from [18]
regarding dimµT .

Proposition 3.1. For every λ > 0 and T ≥ 1, we have

min
µ

Eλ,T (µ) ≲ T. (3.2)

If 0 < T ≤ 1 and λ≫ T 2,

min
µ

Eλ,T (µ) ≲ min
(
T

1
3 , λ

2
7T

3
7

)
. (3.3)

Finally if T ≤ 1 but λ ≲ T 2,

min
µ

Eλ,T (µ) ≲ λ
2
3T− 1

3 . (3.4)

Proof. By symmetry we make the construction in (0, T ). If T ≥ 1 we can apply (2.9) in
Qr = Q with Φ = 1 and µ̄± the Lebesgue measure so that

Eλ,T (µ) ≲ T +
1

T
≲ T.
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This proves (3.2). We may thus assume that T ≤ 1. Let N ∈ N and N−1 ≥ r > 0 to
be chosen below. We divide Q in N2 cubes Qi of sidelenght 1/N and center Xi. We let
Qi = Xi + (−r/2, r/2)2. We then use (2.9) (with Φ = N−2) inside each Qi to connect

µ0 =
∑
i

1

N2
δXi to µT =

∑
i

1

N2r2
χQi

at a cost

I(µ) ≲ NT +
r2

T
.

When r = N−1 we have µT = 1 so that

min
µ

E(µ) ≲ min
N≥1

NT +
1

TN2
= T

1
3 . (3.5)

For r ≪ N−1 instead, by [19, Lemma 4.4] (see also [12, Proposition A.2])

∥µT − 1∥2
H− 1

2
≲

1

rN2

so that

min
µ

Eλ,T (µ) ≲ min
N≥1,r≪N−1

(
NT +

r2

T
+ λ

1

rN2

)
. (3.6)

If we set aside the constraints N ≥ 1 and r ≪ N−1, we can minimize the right-hand side by
minimizing for instance first in r and then in N . This yields

N ∼ λ
2
7T− 4

7 , r ∼ λ
1
7T

5
7 and Eλ,T (µ) ≲ λ

2
7T

3
7 . (3.7)

The condition N ≥ 1 is satisfied provided

λ≫ T 2. (3.8)

The condition r ≪ N−1 is satisfied provided

λ≪ T− 1
3 .

If λ ≳ T−1/3 we see that T 1/3 ≲ λ2/7T 3/7 so that provided T ≤ 1 with λ≫ T 2, we have

min
µ

Eλ,T (µ) ≲ min
(
T

1
3 , λ

2
7T

3
7

)
.

This proves (3.3). If instead λ ≲ T 2, we choose N = 1 in (3.6) and then r = (λT )1/3 ≪ 1
which gives an energy of the order of

min
µ

Eλ,T (µ) ≲ λ
2
3T− 1

3 .

This concludes the proof of (3.4). □

Remark 3.2. Let us point out that the most interesting regime is (3.3). Indeed, (3.2) cor-
responds on the one hand to samples which are too thick so that the details of the branching
structure are not relevant. On the other hand, (3.4) corresponds to samples which are not
large enough so that the artificial boundary conditions interfere with the geometry of the mi-
crostructure.

Remark 3.3. Arguing as in [11, 19] it is possible to obtain matching lower bounds. These
can also be directly derived from the interpolation estimate [13, Proposition 1.4]. See also [17,
Proposition 5.3] for a simple proof in the case λ = ∞.
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Remark 3.4. While the constructions used in the proof of Proposition 3.1 are certainly not
minimizers of Eλ,T , it is somewhat reasonable to expect that minimizers should have a similar
structure. In particular, if we assume that minimizers are self-similar, we should be able
to compute dimµT by looking at these constructions. Recall that dimA = α if for r small
we can cover A by n balls of radius r in such a way that nrα ∼ 1. If we look at the non-
uniform branching construction from Proposition 3.1, we see from (3.7) that (setting λ = 1
for simplicity)

n = N2 = T− 8
7 and r = T

5
7 so that nr

8
5 ∼ 1.

This explains the conjecture from [18] that dimµT = 8/5. Notice moreover that since ε3/7 ≪
ε1/3 for ε≪ 1, we actually expect that for every fixed value of λ and T the energy scaling in the
slabs (T − ε, T )×Q should be of the order of ε3/7. We thus believe that close to the boundary
the microstructure resembles the non-uniform branching construction and so dimQ µT = 8/5

even if we are in the global energy regime T 1/3 ≪ λ2/7T 3/7.

3.2. From local energy bounds to dimensional estimates. In this section we prove
Theorem 1.1. We first prove the lower bound. As already explained, thanks to Lemma 2.17
it reduces to a regularity result for µT .

Theorem 3.5. Let µ be a symmetric minimizer of Eλ,T and assume that there exists β ∈ (0, 1)

such that lim supε→0 ε
−βI(µ, ε) <∞. Then

∥µT − 1∥
H− 1

2 (2−α) <∞ for all α < f(β) =
1 + 3β

1 + β
.

Proof. Let e1 be the first vector of the canonical basis of R2 and η ∈ (0, 1). Let ε ≤ 1 to be
chosen below. We are going to construct a competitor µ̃ for Eλ,T . Since µ is symmetric, we
only discuss the construction in (0, T ). If µ is given by

µt =
∑
i

φi(t)δXi(t),

we set
µ±t =

∑
i

φi(t)δX±
i (t)

where

X±
i (t) =

Xi(t) if t ∈ [0, T − ε]

Xi(t)± η
ε (t− (T − ε))e1 if t ∈ (T − ε, T ).

In particular µ± = µ in (0, T − ε] while in (T − ε, T ), we have Ẋ±
i = Ẋi ± η

εe1. We then set

µ̃ =
1

2
(µ− + µ+) =

∑
i

φ̃iδX̃i
.

By minimality of µ we have Eλ,T (µ) ≤ Eλ,T (µ̃) which after rearangement of the terms yields

I(µ̃)− I(µ) ≥ λ
[
∥µT − 1∥2

H− 1
2
− ∥µ̃T − 1∥2

H− 1
2

]
. (3.9)

We first estimate the left-hand side. By subbaditivity of the square root and as Ẋ±
i = Ẋi± η

εe1,
we have for every t ∈ (T − ε, T )∑

i

φ̃
1
2
i ≤ 2

1
2 Ṗ (µ, t) and

∑
i

φ̃i|
˙̃
Xi|2 = Ėcin(µ, t) +

η2

ε2
.
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Integrating and using that by hypothesis, P (µ, ε) ≲µ ε
β, we find

I(µ̃)− I(µ) ≲ P (µ, ε) +
η2

ε
≲µ ε

β +
η2

ε
. (3.10)

We now estimate the right-hand side of (3.9). To simplify a bit the notation we let σ = µT
and σ̃ = µ̃T . Notice that if τηf(x) = f(x− ηe1) we have

σ̃ =
1

2
(τ−ησ + τησ).

Therefore ̂̃σk = 1

2
(exp(−2iπηk · e1) + exp(2iπηk · e1)) σ̂k = cos(2πηk · e1)σ̂k.

This gives

∥µT − 1∥2
H− 1

2
− ∥µ̃T − 1∥2

H− 1
2
=
∑
k∈Zd

sin2(2πηk · e1)
|k|

|σ̂k|2 ≳ η2
∑

|k|≲η−1

|k · e1|2

|k|
|σk|2.

Combining this with (3.9) and (3.10) we obtain

εβ +
η2

ε
≳µ,λ η

2
∑

|k|≲η−1

|k · e1|2

|k|
|σk|2.

Repeating the construction but with a shear in the direction e2 instead of e1 and summing
the estimates, we get after optimizing in ε by choosing ε = η2/(1+β),

η
2β
1+β ≳µ,λ η

2
∑

|k|≲η−1

|k||σk|2. (3.11)

By Proposition 2.13, for α ∈ (0, 2),

∥σ − 1∥2
H− 1

2 (2−α)
≲
∫ 1

0
η3−α

∑
|k|≲η−1

|k||σk|2
dη

η

(3.11)

≲µ,λ

∫ 1

0
ηf(β)−α

dη

η
.

The right-hand side is indeed finite for every α < f(β). This concludes the proof. □

As a direct consequence of Theorem 3.5 and Lemma 2.17 we get

Corollary 3.6 (Lower bound in Theorem 1.1). Let µ be a symmetric minimizer of Eλ,T and

assume that there exists β ∈ (0, 1) such that lim supε→0 ε
−βI(µ, ε) <∞. Then

dimµ1 ≥ f(β).

We now turn to the upper bound in Theorem 1.1.

Theorem 3.7 (Upper bound in Theorem 1.1). Let µ be such that lim supε→0 ε
−βI(µ, ε) <∞

for some β ∈ (0, 1). Then

dimµT ≤ g(β) =
4(1− β)

1 + β
.

Proof. The proof builds on the proof of [17, Proposition 5.3] but in the case where the target
measure is not the Lebesgue measure. Let α < dimµT . By Lemma 2.18 there exists 0 ̸= σ ≤
µT such that σ(Br(x)) ≤ rα for every x ∈ Q and r ≤ 1. Let µ̃ ≤ µ be given by Proposition
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2.6 and such that µ̃T = σ. By construction we have I(µ̃, ε) ≤ I(µ, ε). Notice also that since
µ does not contain loops, also µ̃ does not contain loops. For ε > 0, denote

µ̃ε =
∑
i

φiδXi .

Then, using Young’s inequality, and since (0, T ) ∋ t 7→ Ṗ (µ̃, t) is increasing by the no-loop
condition,

I(µ̃, ε) ≥ ε
∑
i

φ
1
2
i +

W 2
per(µ̃ε, σ)

ε
≳ ε

4−α
4+α

(∑
i

φ
1
2
i

) 4
4+α (

W 2
per(µ̃ε, σ)

) α
4+α . (3.12)

We claim that

W 2
per(µ̃ε, σ) ≳

∑
i

φ
α+2
α

i . (3.13)

In this case, since
1

2

4

4 + α
+
α+ 2

α

α

4 + α
= 1

by Hölder inequality we would get(∑
i

φ
1
2
i

) 4
4+α (

W 2
per(µ̃ε, σ)

) α
4+α

(3.13)

≳

(∑
i

φ
1
2
i

) 4
4+α

(∑
i

φi
α+2
α

) α
4+α

≥
∑
i

φi = σ(Q).

Plugging this back into (3.12) would give

εβ ≳µ I(µ, ε) ≥ I(µ̃, ε) ≥ ε
4−α
4+ασ(Q)

and thus β ≤ (4− α)/(4 + α) i.e. α ≤ g(β).

We are thus left with the proof of (3.13). We have

W 2
per(µ̃ε, σ) = min∑

i σi=σ,σi(Q)=φi

∑
i

∫
Q
|x−Xi|2perdσi. (3.14)

We fix i and assume up to translation that Xi = 0. Let r be such that σi(Br) = φi

(notice that since σi ≤ σ, σi(Br) is a continuous function of r) and let ri = 2−1/αφ
1/α
i so that

σi(Bri) ≤ rαi ≤ φi/2. We thus have σi(Br\Bri) ≥ φi/2 and then∫
Q
|x|2perdσi ≥

∫
Br\Bri

r2i dσi ≳ φ
2
α
+1

i .

Summing over i concludes the proof of (3.13).
□

Remark 3.8. Notice that given σ and Φ = {φi}Ni=1, (3.14) can be seen as a (non-standard)
quantization problem

Rσ(Φ) = min
Xi

W 2
per

(∑
i

φiδXi , σ

)
and (3.13) can be rewritten as

Rσ(Φ) ≳
∑
i

φ
1+ 2

α
i . (3.15)
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If we keep the number N of points fixed and minimize further over Φ we find the classical
quantization problem, see e.g. [22, Lemma 3.4],

Rσ,N = min
Φ
Rσ(Φ).

Recalling the definition [22, Definition 11.1] of the lower quantization dimension of σ as

D2(σ) = lim inf
N→∞

2 logN

− logRσ,N

we have by [22, Theorem 11.5]

dimσ ≤ D2(σ). (3.16)

Equivalently, for every α < dimσ,

Rσ,N ≳ N− 2
α .

Since this estimate is also implied by (3.15), we can see (3.15) as a refinement of (3.16).

3.3. Local energy bounds: Proof of Theorem 1.3. The main result of this section is
that we can connect any two given probability measures µ̄± at small cost.

Proposition 3.9. Let T > 0 and µ̄± be probability measures on Q. Then, for every η ∈ (0, 1),

min{I(µ) : µ±T = µ̄±} ≤ 1 + η

2T
W 2

per(µ̄−, µ̄+) +
C

η
max

(
T, T

1
3

)
. (3.17)

Proof. If T ≳ 1 we can directly appeal to Lemma 2.4 with r = Φ = 1 so that we may assume
without loss of generality that T ≪ 1. Let π be an optimal transport plan between µ̄− and
µ̄+. For t ∈ [−T, T ], we define the interpolated measure µt by∫

Q
ξdµt =

∫
Q×Q

ξ

(
T − t

2T
x+

t+ T

2T
y

)
dπ(x, y) ∀ξ ∈ C0(Q).

By definition we have for −T ≤ t ≤ s ≤ T

W 2
per(µ

t, µs) =

(
t− s

2T

)2

W 2
per(µ̄−, µ̄+). (3.18)

Since for every µ, recall (2.7),

Ecin(µ) ≥
1

2T
W 2

per(µ̄−, µ̄+) (3.19)

with equality for µt, the idea is to construct a competitor µ as a discretized version of µt. That
is we want to be as close as possible to the equality in (3.19) while keeping a good control on
the perimeter (which would be infinite for µt). The construction is similar in (−T, 0] and in
[0, T ) hence we only describe it in [0, T ). Notice that of course the two constructions coincide
at t = 0. We claim that we can construct µ on [0, T ) × Q such that µT = µ̄+ and for every
η ∈ (0, 1),

Ecin(µ, (0, T )) ≤
1 + η

4T
W 2

per(µ̄−, µ̄+) +
C

η
T

1
3 and P (µ, (0, T )) ≲ T

1
3 . (3.20)

This would conclude the proof of (3.17).

We consider a dyadic decomposition of the time interval [0, T ] in intervals of the form
[tk, tk+1] and for each tk we will discretize µtk on grids which refine as k → ∞ (and tk → T ).
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In (tk, tk+1) we simply interpolate using a sparse optimal transport plan.
We now give the details of the construction. We first define the tk. For this we fix a parameter

1

4
< δ <

1

2
, (3.21)

and set t0 = 0,

tk = tk−1 + (1− δ)Tδk−1 for k ≥ 1. (3.22)

We thus have

lim
k→∞

tk = (1− δ)T

∞∑
k=0

δk = T.

For k ≥ 0, we now define µtk . We pass not to construct the measures µt; we begin by defining
it on tk and then we suitably interpolate the µtk via optimal transport plans. At time t0 = 0

we want a surface energy of the order of T−2/3 and thus around T−4/3 Dirac masses (see

(3.5)). This suggests to choose C ∈ (1/2, 3/2) such that N0 = CT−2/3 ∈ N (recall that T ≪ 1
so such a choice of C is possible) and then set r0 = N−1

0 ,

Nk = 2Nk−1 = 2kN0 and rk = N−1
k for k ≥ 1. (3.23)

For every k ≥ 0 we then divide Q in N2
k cubes Qi,k of sidelenght rk. Denote also by Xi,k the

center of the cube Qi,k, and φi,k = µtk(Qi,k). We then set

µtk =

N2
k∑

i=1

φi,kδXi,k
for k ≥ 0.

We complete now the construction of µt inside (tk, tk+1) for k ≥ 0. We first recall that if we
consider two discrete measures λ0 =

∑n
i=1 φiδXi and λ1 =

∑m
j=1 ψjδYj ,

W 2
per(λ0, λ1) = min

Π∈Rn×m
+

∑
ij

Πij |Xi − Yj |2per :
∑
j

Πij = φi,
∑
i

Πij = ψj

 ,

which is a linear programming problem with n + m equality constraints. Therefore, while
solutions can have up to n × m non-zero entries, the extremal solutions have only at most
n+m (actually n+m− 1 by [34, Proposition 3.4]) non-zero entries. We call such a solution
sparse. For k ≥ 0, let πk be a sparse optimal transport plan between µtk and µtk+1

. See
Figure 2.

We then let µt be the displacement interpolated measure between µtk and µtk+1
through

πk i.e. ∫
Q
ξdµt =

∫
Q×Q

ξ

(
tk+1 − t

tk+1 − tk
x+

t− tk
tk+1 − tk

y

)
dπk(x, y) ∀ξ ∈ C0(Q).

Notice that since µtk is discrete for every k ≥ 0, also µt is discrete and we can write it as

µt =
∑
i

φiδXi .

Of course with the notation above, for every ℓ we have φℓ = πkij for some i, j and Xℓ is the
linear interpolation between Xi,k and Xj,k+1.
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Figure 2. The idea is to connect the discrete measure at level tk with that
at level tk+1 with a sparse transport, i.e. with the least possible connections,
in order to minimize the perimeter.

We start by estimating the kinetic energy. By construction we have

Ek =

∫ tk+1

tk

∑
i

φi|Ẋi|2 =
1

tk+1 − tk
W 2

per(µtk , µtk+1
).

Now, by triangular and Young inequalities we have

W 2
per(µtk , µtk+1

) ≤
(
Wper(µtk , µ

tk) +Wper(µ
tk , µtk+1) +Wper(µ

tk+1 , µtk+1
)
)2

≤ (1 + η)W 2
per(µ

tk , µtk+1) +
C

η

(
W 2

per(µtk , µ
tk) +W 2

per(µtk+1
, µtk+1)

)
.

We have for k ≥ 0 by definition of µtk , (notice that all the masse of a cube Qi,k goes to the
center of the cube)

W 2
per(µtk , µ

tk) ≲ r2k. (3.24)

Using (3.18), we find

Ecin(µ, (0, T )) =
∑
k≥0

Ek ≤ (1 + η)
∑
k≥0

tk+1 − tk
(2T )2

W 2
per(µ̄−, µ̄+) +

2C

η

∑
k≥0

r2k
tk+1 − tk

=
1 + η

4T
W 2

per(µ̄−, µ̄+) +
2C

η

∑
k≥0

r2k
tk+1 − tk

.

Recalling the choice of tk in (3.22), the choice of rk in (3.23) and the choice of δ in (3.21)
we get ∑

k≥0

r2k
tk+1 − tk

≲
∑
k≥0

4−kT
4
3

Tδk
≲ T

1
3 .

Therefore,

Ecin(µ, (0, T )) ≤
1 + η

4T
W 2

per(µ̄−, µ̄+) +
C

η
T

1
3 . (3.25)
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We now estimate the perimeter term P (µ, (0, T )). We first notice that since πk are sparse
optimal transport plans, if we set

M(t) = ♯ Sptµt

then we have for every k ≥ 0 and every t ∈ [tk, tk+1],

M(t) ≤M(tk) +M(tk+1). (3.26)

Notice also that M(t) is actually constant in each (tk, tk+1). Moreover, since for k ≥ 0,
M(tk) = N2

k we have by (3.23)

M(tk) ≲ 4kT− 4
3 for all k ≥ 0. (3.27)

By Hölder inequality we have for k ≥ 0 and t ∈ [tk, tk+1],

Ṗ (µ, t) =

M(t)∑
i=1

φ
1
2
i ≤M(t)

1
2

(3.26)&(3.27)

≲ 2kT− 2
3 .

Integrating we find

P (µ, (0, T )) =

∫ T

0
Ṗ (µ, t) ≲

∑
k≥0

(tk+1 − tk)2
kT− 2

3

(3.22)

≲ T
1
3

∑
k≥0

δk2k
(3.21)

≲ T
1
3 . (3.28)

Combining this with (3.25) concludes the proof of (3.20). We finally prove that µT = µ̄+. If
t ∈ (tk, tk+1), by triangle inequality

Wper(µt, µ̄+) ≤Wper(µt, µtk+1
) +Wper(µtk+1

, µtk+1) +Wper(µ
tk+1 , µ̄+).

Using again triangle inequality we have

Wper(µt, µtk+1
) ≤Wper(µtk , µtk+1

) ≤Wper(µtk , µ
tk) +Wper(µ

tk , µtk+1) +Wper(µ
tk+1 , µtk+1

).

Thus

Wper(µt, µ̄+) ≲Wper(µtk , µ
tk) +Wper(µ

tk , µtk+1) +Wper(µtk+1
, µtk+1) +Wper(µ

tk+1 , µ̄+)

(3.18)&(3.24)

≲ rk +

(
tk+1 − tk

T
+
T − tk+1

T

)
Wper(µ̄−, µ̄+).

This concludes the proof of µT = µ̄+ since rk + (tk+1 − tk) + (T − tk+1) → 0 as k → ∞.
□

We may now prove Theorem 1.3.

Proof of Theorem 1.3. Let µ̄ be a probability measure on Q and µ be a symmetric minimizer
of (2.8) with µ̄± = µ̄. For ε < T , we apply Proposition 3.9 with η = 1/2, 2T ′ = ε, µ̄′− = µT−ε
and µ̄′+ = µT to obtain by minimality of µ,

Ecin(ε) + P (ε) ≤ 3

2ε
W 2

per(µT−ε, µ̄) + Cmax
(
ε, ε

1
3

)
.

By (2.11) and (2.12), there exists Λ with |Λ| ≲ I(µ)/T such that

P (ε) =
1

2
P (ε) +

1

2
Ecin(ε) + Λε. (3.29)

We thus have
3

2
Ecin(ε) +

1

2
P (ε) ≤ 3

2ε
W 2

per(µT−ε, µ̄) + Cmax
(
ε, ε

1
3

)
+ Λε.
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Using once more that

Ecin(ε) ≥
1

ε
W 2

per(µT−ε, µ̄)

we conclude after simplification that

P (ε) ≲ max
(
ε, ε

1
3

)
+ I(µ)

ε

T
.

Plugging this into (3.29) yields the same estimate for Ecin(ε) and thus also for I(µ, ε). □

4. Penalization with Wasserstein distance

In this section we work in R2 i.e. d = 1 and consider for µ ∈ A∗
T the functional

E1d
λ,T (µ) = I(µ) + λW 2

per(µ±T , 1) =

∫ T

−T

N(t)∑
i=1

[
1 + φi|Ẋi|2

]
dt+ λW 2

per(µ±T , 1).

As above it is possible to prove that there exists a symmetric minimizer of E1d
λ,T . When d = 1,

as a simple consequence of the no-loop condition the coupling between µT and µt induced by
the subsystems of µ is monotone.

Lemma 4.1. Let µ ∈ A∗
T be a symmetric minimizer of E1d

λ,T . For every t ∈ [0, T ), if µt =∑
i φiδXi and if µt,i are the forward subsystems starting from Xi, then considering µt as a

periodic measure on R we have

Xi < Xj =⇒ sup{Sptµt,iT } ≤ inf{Sptµt,jT }.

Moreover for i ̸= j, for all x ∈ Q, µt,iT ({x})µt,jT ({x}) = 0. As a consequence, there exists
a monotone map Ψt : SptµT → R such that Ψt − x is periodic and Ψt♯µT = µt. Finally
t 7→ Ψt is compatible with the tree structure of µ in the sense that if 0 ≤ t < s < T and

µt,is =
∑
φ̃jδX̃j

then Ψs(x) = X̃j implies Ψt(x) = Xi.

Proof. The first part of the claim is a direct consequence of the no-loop condition, see Remark
2.8. We define Ψt as follows:

Ψt(x) =

{
Xi if µt,iT (x) > 0

min{Xi : x ∈ Sptµt,iT } if µT (x) = 0.

By the definition of forward subsystems and the no-loop property we have that Ψt is indeed
monotone, Ψt − x is periodic and Ψt♯µT = µt. Finally, if 0 ≤ t < s < T , then the forward

subsystems of µs are given by the collection of all forward subsystems of µt,is which concludes
the proof. □

Remark 4.2. Since Ψt is monotone and Ψt − x is periodic, up to a translation it is the
optimal transport map for W 2

per(µT , µt).

We now prove the equivalence between the Eulerian formulation and a Lagrangian for-
mulation of the problem. In the Lagrangian point of view, the boundary penalization term
λW 2

per(·, 1) can be considered as part of the kinetic energy (see (4.2)). We first introduce
some notation. For τ > 0 we set

Cτ = {X : [−τ, τ ]×Q→ Q : X(−τ, x) = X(τ, x) = x, and for a.e. x, t 7→ X(t, x) is AC}.
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Here and from now on, AC stands for absolutely continuous. For λ, T > 0 we set Tλ = T+λ−1.
We define for X ∈ CTλ , y ∈ Q and t ∈ (−T, T ) the multiplicity function, counting the number
of particles in y at time t:

φX(y, t) = |{x ∈ Q : X(t, x) = y}|. (4.1)

We then set

Lλ,T (X) =

∫
QT

1

φX(X(t, x), t)
dxdt+

∫
QTλ

|∂tX|2dxdt. (4.2)

We use here the convention that 0−1 = ∞. Let us insist on the fact that in the definition of
Lλ,T the kinetic energy is computed for |t| ≤ Tλ while the perimeter part is computed only
for |t| ≤ T < Tλ.

Theorem 4.3. For every T, λ > 0,

min
µ∈A∗

T

E1d
λ,T (µ) = min

X∈CTλ
Lλ,T (X).

Moreover, from every collection of curve X ∈ CTλ minimizing Lλ,T , letting for t ∈ [−T, T ],
µt := X(t, ·)♯1 we can construct a minimizer of E1d

λ,T . Viceversa, every symmetric minimizer

µ ∈ A∗
T of E1d

λ,T , induces a minimizing X ∈ CTλ of Lλ,T .

Proof. Let X ∈ CTλ be such that Lλ,T (X) < ∞. Let µt := X(t, ·)♯1 for t ∈ [−T, T ]. Fix
t ∈ (−T, T ) such that ∫

Q

1

φX(X(t, x), t)
dx <∞. (4.3)

Notice first that there is an at most countable collection of pointsXi ∈ Q such that φX(Xi, t) >
0. Moreover, from (4.3), for a.e. x ∈ Q, φX(X(t, x), t) > 0 and thus X(t, x) = Xi for some i.
Letting

Ai = {x ∈ Q : X(t, x) = Xi} and φi = |Ai|
we have φX(Xi, t) = φi and∫

Q

1

φX(X(t, x), t)
dx =

∑
i

∫
Ai

1

φX(X(t, x), t)
dx =

∑
φi>0

1.

Therefore there are actually only N(t) = ♯{φi(t) ̸= 0} <∞ such points Xi and∫ T

−T

∫
Q

1

φX(X(t, x), t)
dxdt =

∫ T

−T
N(t)dt. (4.4)

We claim that µt =
∑N(t)

i=1 φiδXi . Indeed, for every ξ ∈ C(Q),∫
Q
ξdµt =

∫
Q
ξ(X(t, x))dx =

N(t)∑
i=1

∫
Ai

ξ(Xi)dx =

N(t)∑
i=1

φiξ(Xi).

We then define for t ∈ (−T, T ) the measure mt ∈ M(Q,R) by its action on ξ ∈ C(Q):∫
Q
ξdmt =

∫
Q
ξ(X(t, x))∂tX(t, x)dx.
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We have m ≪ µ and ∂tµ + ∂xm = 0 so that (µ,m) ∈ AT . Using [39, Proposition 5.18], we
find

1

2

∫
QT

∣∣∣∣dmdµ
∣∣∣∣2 dµ = sup

ξ∈C(QT )

∫
QT

ξdm− |ξ|2

2
dµ

= sup
ξ∈C(QT )

∫
QT

[
ξ(X, t)∂tX − |ξ(X, t)|2

2

]
dxdt

≤
∫
QT

sup
ξ∈R

[
ξ∂tX − |ξ|2

2

]
dxdt

=
1

2

∫
QT

|∂tX|2dxdt.

In combination with (4.4) this gives∫
QT

|∂tX|2 + 1

φX(X, t)
dxdt ≥ I(µ). (4.5)

We now consider the boundary part of the energy. For every x ∈ Q,∫ Tλ

T
|∂tX(t, x)|2dt ≥ 1

Tλ − T
|X(Tλ, x)−X(T, x)|2per = λ|x−X(T, x)|2per.

Therefore, recalling that µT = X(T, ·)♯1 we have∫
Q

∫ Tλ

T
|∂tX|2dtdx ≥ λW 2

per(µT , 1).

Similarly ∫
Q

∫ −T

−Tλ
|∂tX|2dtdx ≥ λW 2

per(µ−T , 1).

Combining this with (4.5) concludes the proof of

Lλ,T (X) ≥ E1d
λ,T (µ).

We now prove the opposite inequality. Let µ ∈ A∗
T be a symmetric minimizer of E1d

λ,T .

By symmetry, we will give the construction only for t ∈ [0, Tλ]. As usual we write µt =∑N(t)
i=1 φiδXi where N(t) is increasing. Let Ψ′ be the optimal transport map for Wper(1, µT ).

We can then see Ψ′ as a monotone map from R → R with Ψ′ − x periodic. For t ∈ [0, T ), let
Ψt be the map given by Lemma 4.1. We then set

X(t, x) =

{
Ψt(Ψ

′(x)) if t ∈ [0, T )

λ [(t− T )x+ (Tλ − t)Ψ′(x)] if t ∈ [T, Tλ].
(4.6)

By definition, X(Tλ, x) = x and for every t ∈ [0, Tλ], the map x 7→ X(t, x)− x is periodic so
that we can consider X(t, ·) as a map from Q to Q. We now prove that for a.e. x ∈ Q, the
curves t 7→ X(t, x) are AC. To prove this it is enough to prove that for a.e. x ∈ Q, X(t, x) is
continuous at t = T , and that∫
Q

∫ T

0
|∂tX(t, x)|2dtdx =

∫ T

0

N(t)∑
i=1

φi|Ẋi|2dt and

∫
Q

∫ Tλ

T
|∂tX(t, x)|2dtdx = λW 2

per(µT , 1).

(4.7)
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On the one hand, by definition of X, we have for a.e. x ∈ Q

lim
t↓T

X(t, x) = Ψ′(x).

On the other hand, for t ∈ [0, T ), since Ψ′
♯1 = µT and (Ψt)♯µT = µt (thus X(t, ·)♯1 = µt) we

have ∫
Q
|X(t, x)−Ψ′(x)|2perdx =

∫
Q
|Ψt − x|2perdµT =W 2

per(µT , µt)
(2.7)

≤ |t− T |I(µ).

Therefore, for a.e. x ∈ Q,

lim
t↑T

X(t, x) = Ψ′(x).

This concludes the first part of the claim. We now prove (4.7). Since Ψ′ is the optimal
transport map for Wper(1, µT ), the definition of X for t ∈ [T, Tλ] directly gives the second
equality in the statement. To prove the first equality we notice that and it is enough to
consider an interval (t−, t+) on which µt does not have branching points and prove that∫ t+

t−

∫
Q
|∂tX|2dxdt =

∫ t+

t−

N∑
i=1

φi|Ẋi|2dt. (4.8)

On such an interval, by the compatibility of Ψt with the tree structure of µ we have that for
µT a.e. x ∈ Q, there exists Xi such that Ψt(x) = Xi for t ∈ (t−, t+). This implies that for
a.e. x ∈ Q, there exists Xi such that X(t, x) = Xi for t ∈ (t−, t+). Since X(t, ·)♯1 = µt we
deduce that

∂tX(t, x) = Ẋi and φX(X, t) = φi. (4.9)

This yields (4.8). Notice also that (4.9) also gives∫ T

0

∫
Q

1

φX(X, t)
dxdt =

∫ T

0
N(t)dt. (4.10)

In conclusion, X ∈ CTλ and by (4.7) combined with (4.10),

Lλ,T (X) = E1d
λ,T (µ).

□

Remark 4.4. Let us point out that as a consequence of the no-loop condition, if X is a
symmetric minimizer of Lλ,T then for every t ∈ (−Tλ, Tλ), X(t, ·) is a monotone map, see
(4.6).

Remark 4.5. For s ∈ [0, 1], let us consider the barycenter problem

min
ν∈M+(Q)

(1− s)W 2
per(1, ν) + sW 2

per(ν, µ). (4.11)

Neglecting the interfacial term in the previous discussion, we obtain a similar representation

min
ν∈M+(Q)

(1− s)W 2
per(1, ν) + sW 2

per(ν, µ) = min
X(0,x)=x,X(1,·)♯1=µ

∫ 1

0

∫
Q
|∂tX|2dxdt.

Moreover, any solution of (4.11) is given by X(s, ·)♯1 where X is a minimizing family of
curves. Since ∫ 1

0
|∂tX|2dt ≥ |X(1, x)−X(0, x)|2per



FROM ENERGY BOUNDS TO DIMENSIONAL ESTIMATES 27

we have that

min
X(0,x)=x,X(1,·)♯1=µ

∫ 1

0

∫
Q
|∂tX|2dxdt =W 2

per(1, µ)

and if Ψ is the optimal transport map for W 2
per(1, µ), the optimal trajectories are given by

X(t, x) = (1 − t)x + tΨ(x). This shows that the solution to (4.11) is given by McCann’s
interpolant ν = X(s, ·)♯1. This proof of course also works in the Euclidean case and can
be extended to more general starting measure than the Lebesgue measure (when optimal
transport maps do not exist, one needs to work with probability measures on the space of
curves, see for instance [39, Proposition 5.31]). This gives an alternative proof of [1, Section
6.2], where the barycenter problem (for the much more complicated case of an arbitrary
number of measures) has been introduced first.

A crucial consequence of the Lagrangian formulation is what we call the cone property of
minimizers. In order to state it we need to introduce some notation. Let X be a symmetric
minimizer of Lλ,T and µt = X(t, ·)♯1 the corresponding minimizer of E1d

λ,T . For every t ∈
(−T, T ) we can consider µt as a periodic measure on R (correspondingly X − x as a periodic
family of curves) which writes as

µt =
∑
i∈Z

φiδXi

and we can assume without loss of generality that the points Xi are indexed in increasing
order i.e. Xi < Xi+1. We then let for t ∈ [0, T ),

Ai(t) = {x ∈ R : X(t, x) = Xi}. (4.12)

Since X(t, ·) is monotone, see Remark 4.4, we have for some x±i,t ∈ R

Ai(t) = [x−i,t, x
+
i,t) with x+i,t = x−i+1,t.

We then set for s ∈ [t, Tλ],

x±i,t(s) =
s− t

Tλ − t
x±i,t +

Tλ − s

Tλ − t
Xi. (4.13)

Remark 4.6. Let us point out that X(s, ·)♯χAi(t) for s ∈ [t, T ) coincides with the forward
subsystem starting from Xi(t).

The cone property states that if x ∈ Ai(t) then for s ∈ (t, Tλ), the point X(s, x) lies in the
cone in time-space spanned by the vertex (t,Xi) and the segment (Tλ, Ai(t)), see Figure 3.

Proposition 4.7. Let X be a symmetric minimizer of Lλ,T . Then, for every t ∈ [0, T ) and
every i ∈ Z,

X(s, x) ∈ [x−i,t(s), x
+
i,t(s)] for every x ∈ Ai(t), s ∈ [t, Tλ]. (4.14)

Proof. We fix t ∈ [0, T ) and construct a competitor by projecting the trajectories starting in
Ai(t) on [x−i,t(s), x

+
i,t(s)]:

X̂(s, x) =

{
X(s, x) if s ≤ t

max(min(X(s, x), x+i,t(s)), x
−
i,t(s)) if s ≥ t and x ∈ Ai(t).

We first notice that sinceX(s, ·)−x is periodic, this construction gives also a periodic X̂(s, ·)−
x. Furthermore, by the no-loop property this operation can only decrease the surface part of

the energy. Fix x ∈ Ai(t). By definition of x±i,t(s), we have X̂(s, x) = X(s, x) for s ∈ {t, Tλ}.
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Figure 3. The cone property

Moreover, since X(x, ·) is an AC curve, we have a partition of (t, Tλ) in countably many
intervals as

(t, Tλ) = I ∪
(
∪jI+

j

)
∪
(
∪jI−

j

)
where

X̂(s, x) =

{
X(s, x) for s ∈ I
x±i,t(s) for s ∈ I±

j .

We thus have∫ Tλ

0
|∂tX̂|2−

∫ Tλ

0
|∂tX|2 =

∑
j

(∫
I+
j

|∂tX̂|2 −
∫
I+
j

|∂tX|2
)
+
∑
j

(∫
I−
j

|∂tX̂|2 −
∫
I−
j

|∂tX|2
)
.

Let us prove that for every j, ∫
I±
j

|∂tX̂|2 ≤
∫
I±
j

|∂tX|2 (4.15)

with equality only if X(s, x) = x±i,t(s) in I±
j . This would conclude the proof of (4.14). For

definiteness we consider an interval I+
j = (s1, s2). Since X̂(s, x) = X(s, x) for s ∈ {t, Tλ} we

also have X̂(s, x) = X(s, x) = x+i,t(s) for s ∈ {s1, s2}. Therefore,∫ s2

s1

|∂tX̂|2 =
|x+i,t(s2)− x+i,t(s1)|2

s2 − s1
=

|X(s2, x)−X(s1, x)|2

s2 − s1
≤
∫ s2

s1

|∂tX|2,

with equality only if X(s, x) = x+i,t(s) for s ∈ [s1, s2]. This concludes the proof of (4.15).

□

Remark 4.8. Let us point out that applying Proposition 4.7 with t = 0 and s = T already
guarantees that the measure µT = X(T, ·)♯1 is not the Lebesgue measure.

We now define the energy of connecting one dirac mass at time 0 to the corresponding
Lebesgue measure at time Tλ. For Φ, T > 0 and X̄ ∈ R we set

CX̄T,Φ = {X : [0, T ]× [−Φ/2,Φ/2] → R : X(0, x) = X̄, X(T, x) = x,

and for a.e. x, t 7→ X(t, x) is AC}.
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Recalling that Tλ = T + λ−1, we then set for X ∈ CX̄Tλ,Φ,

Lλ,T,Φ(X) =

∫ T

0

∫ Φ
2

−Φ
2

1

φX(X(t, x), t)
dxdt+

∫ Tλ

0

∫ Φ
2

−Φ
2

|∂tX|2dxdt, (4.16)

where the multiplicity φX is defined as in (4.1). We then define

E(Φ, T, λ, X̄) = min
X∈CX̄

Tλ,Φ

Lλ,T,Φ(X), E(Φ, T, λ) = E(Φ, T, λ, 0) and E(T, λ) = E(1, T, λ).

We first point out the following scaling properties of E(Φ, T, λ, X̄) (see also [20, Lemma 3.1]).

Lemma 4.9. Let Φ, T, λ, r > 0 and X̄ ∈ R. We have on the one hand

E(Φ, T, λ, X̄) = E(Φ, T, λ) +
Φ

Tλ
|X̄|2 (4.17)

and if X is a minimizer for E(Φ, T, λ), then

X̂(t, x) = X(t, x) +
Tλ − t

Tλ
X̄

is a minimizer for E(Φ, T, λ, X̄). On the other hand,

E(Φ, T, λ) = rE(r−
2
3Φ, r−1T, rλ) (4.18)

and if X is a minimizer of E(Φ, T, λ) then

X̂(x, t) = r−
2
3X(r

2
3x, rt)

is a minimizer of E(r−
2
3Φ, r−1T, rλ).

Proof. The proof is immediate using the formulas defining X̂. □

A first important consequence of Proposition 4.7 is that if µ is a minimizer of Lλ,T then
every forward subsystem is a minimizer of some E(Φ, T, λ, X̄).

Proposition 4.10. Let µ be a symmetric minimizer of E1d
λ,T and let X be the corresponding

minimizer of Lλ,T . Fix t ∈ [0, T ) and write µt =
∑

i φiδXi. Then, recalling the definition
(4.12) of Ai(t) and setting for s ∈ [0, (T − t)λ],

X̄i =
1

φi

∫
Ai(t)

xdx, X̂i(s, x) = X(s+ t, x+ X̄i)− X̄i,

we have that X̂i ∈ CXi−X̄i

(T−t)λ,φi
is a minimizer of E(φi, T − t, λ,Xi − X̄i). As a consequence,

min
CT

Lλ,T (X) = 2 min∑
i φi=1

E(φi, T, λ)

and if µ0 =
∑

i φiδXi, we have Xi = X̄i for every i.

Proof. The first part of the statement is a direct consequence of Proposition 4.7. For the
second part we have

min
CT

Lλ,T (X) = 2 min∑
i φi=1

E(φi, T, λ,Xi − X̄i)
(4.17)
= 2 min∑

i φi=1

[
E(φi, T, λ) +

φi
Tλ

|Xi − X̄i|2
]
,

which concludes the proof. □
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Remark 4.11. By the above discussion, minimizers with either periodic or no boundary
condition coincide and thus both the Eulerian formulation and the cone property also hold
for minimizers of E(Φ, T, λ, X̄).

By Proposition 4.10 and Lemma 4.9, Theorem 1.5 is a direct consequence of the following
result.

Proposition 4.12. For Φ, T, λ > 0 let X be a minimizer of E(Φ, T, λ). If t = 0 is a branching

point, i.e. there exists N ≥ 2 and φi > 0 with
∑N

i=1 φi = Φ such that there exists a partition
of (−1/2, 1/2) = ∪Ni=1Ai with |Ai| = φi and

X(t, x) ̸= X(t, y) for every t > 0 and every x ∈ Ai, y ∈ Aj with i ̸= j.

then for every i,

λ2Φ3

1 + λT

φi
Φ

≳ 1. (4.19)

Proof. By Lemma 4.9, we can assume without loss of generality that Φ = 1. We first prove
that

λ2

1 + λT
≥ 1. (4.20)

We set

A = [−1/2, 1/2]

so that by (4.14) we have for x ∈ A,

X(T, x) ∈
[
− T

2Tλ
,
T

2Tλ

]
.

Therefore

sup
A

|X(T, x)| ≤ T

2Tλ
≤ λT

1 + λT
. (4.21)

We construct a competitor X̂ for the energy by setting for x ∈ A,

X̂(t, x) =

{
0 for t ∈ [0, T ],

λ(t− T )x for t ∈ [T, Tλ].

Notice that X̂(x, 0) = X(x, 0) = 0, X̂(x, T ) = 0 and X̂(x, Tλ) = X(x, Tλ) = x.
On the one hand, since 0 was a branching point at time t = 0, by the no-loop property,

there are at least two branches for every t ∈ (0, T ). On the other hand, for the competitor
we constructed we have a single branch, that is∫

A

∫ T

0

1

φX(X(t, x), t)
dtdx ≥ 2T and

∫
A

∫ T

0

1

φ
X̂
(X̂(t, x), t)

dtdx = T.

Moreover, ∫
A

∫ T

0
|∂tX̂|2 = 0 ≤

∫
A

∫ T

0
|∂tX|2.
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By minimality of X for E(T, λ),

0 ≤ Lλ,T,1(X̂)− Lλ,T,1(X) ≤ −T +

∫
A

∫ Tλ

T
|∂tX̂|2 − |∂tX|2dtdx

= −T + λ

∫
A
|x|2 − |x−X(T, x)|2 dx

= −T + λ

∫
A
2xX(T, x)− |X(T, x)|2dx

≤ −T + λ sup
A

|X(T, x)|

(4.21)

≤ −T +
λ2T

1 + λT
.

This concludes the proof of (4.20). We now prove that for i = 1, · · · , N ,

λ2

1 + λT
φi ≳ 1. (4.22)

For definiteness we prove it for φ1. We set φ =
∑N

i=2 φi. We may assume that φ ≥ 1/2 since
otherwise φ1 ≥ 1/2 and there is nothing to prove. We will make a construction similar to
the previous one. It turns out that this construction is simpler to describe via the Eulerian
viewpoint. We set for t ∈ [0, T ]

µ1t = X(t, ·)♯χA1 and µ2t = X(t, ·)♯χA\A1
.

We thus have for j ∈ {1, 2} and t ∈ [0, T ), µjt =
∑

i φ
j
i δXj

i
, with (recall that X(T, ·) is

monotone)

Lλ,T,1(X) = I(µ1, (0, T )) + I(µ2, (0, T )) + λW 2
2 (µ

1
T , χA1) + λW 2

2 (µ
2
T , χA\A1

).

We then use as competitor µ̃t = φ−1µ2t . Since

I(µ̃, (0, T )) = P (µ2, (0, T )) + φ−1Ecin(µ
2, (0, T ))

and since P (µ1, (0, T )) ≥ T we find by minimality of µ,

T + Ecin(µ
2, (0, T )) + λW 2

2 (µ
1
T , χA1) + λW 2

2 (µ
2
T , χA\A1

)

≤ φ−1Ecin(µ
2, (0, T )) + λW 2

2 (φ
−1µ2T , χA).

Using that (notice that there is actually equality)

W 2
2 (φ

−1µ2T , χA) ≤W 2
2 (µ

2
T , χA\A1

) +W 2
2 ((φ

−1 − 1)µ2T , χA1)

and φ−1 − 1 = (φ1/φ), we obtain after simplification that

T ≤ φ1

φ
Ecin(µ

2, (0, T )) + λ
[
W 2

2 ((φ1/φ)µ
2
T , χA1)−W 2

2 (µ
1
T , χA1)

]
. (4.23)

We now estimate separately the two terms on the right-hand side of (4.23). For the first one
we use that by (4.21) we can use Lemma 2.4 with r = λT/(1+λT ) to construct a competitor
µ̂ with µ̂0 = µ20, µ̂T = µ2T and

I(µ̂, (0, T )) ≲ T +
r2φ

T
≲ T +

λ2T

(1 + λT )2

(4.20)

≲
λ2T

1 + λT
.
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By minimality of µ we have

Ecin(µ
2, (0, T )) ≤ I(µ2, (0, T )) ≤ I(µ̂, (0, T )) ≲

λ2T

1 + λT
. (4.24)

For the second term we use triangle and Young inequalities to infer that for every δ ∈ (0, 1),

W 2
2 ((φ1/φ)µ

2
T , χA1) ≤ (1 + δ)W 2

2 (µ
1
T , χA1) +

C

δ
W 2

2 ((φ1/φ)µ
2
T , µ

1
T )

and thus

W 2
2 ((φ1/φ)µ

2
T , χA1)−W 2

2 (µ
1
T , χA1) ≲ δW 2

2 (µ
1
T , χA1) + δ−1W 2

2 ((φ1/φ)µ
2
T , µ

1
T ).

Using that

W 2
2 (µ

1
T , χA1) ≲ φ1 and W 2

2 ((φ1/φ)µ
2
T , µ

1
T )

(4.21)

≲ (φ1/φ)

(
λT

1 + λT

)2

,

we get after optimization in δ (recall that φ ≥ 1/2),

W 2
2 ((φ1/φ)µ

2
T , χA1)−W 2

2 (µ
1
T , χA1) ≲ φ1 min

δ∈(0,1)

[
δ + δ−1

(
λT

1 + λT

)2
]
≲ φ1

λT

1 + λT
.

Plugging this and (4.24) into (4.23) yields

T ≲ φ1
λ2T

1 + λT

which after division by T concludes the proof of (4.22).
□

We finally prove Theorem 1.7. For this we need the analog of Proposition 3.1 for E1d
λ,T .

Using the Lagrangian formulation we can easily provide a complementary lower bound.

Proposition 4.13. For every Φ, T, λ > 0,

E(Φ, T, λ) ∼ T +
λΦ3

1 + λT
. (4.25)

As a consequence,

min
µ∈A∗

T

E1d
λ,T (µ) ∼ T +min

(
T

1
3 , λ

1
3T

2
3

)
. (4.26)

Proof. We first prove (4.25). By (4.18) we may assume without loss of generality that Φ = 1.
If λT ≤ 1, we simply take as competitor the non branching measure given by

X(t, x) =

{
0 if t ∈ [0, T ]

λ(t− T )x if t ∈ [T, Tλ].

If instead λT ≥ 1 we apply Lemma 2.4 with r = 1. This concludes the proof of

E(T, λ) ≲ T +
λ

1 + λT
.

Regarding the lower bound we have by the Lagrangian formulation (4.16),

E(T, λ) ≥ T +

∫ 1
2

− 1
2

|x|2

Tλ
dx ≳ T +

λ

1 + λT
.
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In this estimate we used that N(t) ≥ 1 to estimate the first term in (4.16) and Jensen
inequality to estimate the second term in (4.16). We now turn to (4.26). By Proposition
4.10,

min
µ∈A∗

T

E1d
λ,T (µ) = 2 min∑N

i=1 φi=1
E(φi, T, λ)

(4.25)∼ min∑N
i=1 φi=1

[
NT +

λ

1 + λT

N∑
i=1

φ3
i

]

∼ min
N≥1

[
NT +

λ

1 + λT
N−2

]
.

Taking

N = max

(
1,

(
λ

T (1 + λT )

) 1
3

)
concludes the proof of (4.26).

□

We finally prove Theorem 1.7 which states that if λ ≪ 1 or λT ≪ 1 then minimizers of
E1d
λ,T are vertical segments uniformly spaced.

Proof of Theorem 1.7. Let µ be a minimizer of E1d
λ,T and X be the corresponding minimizer

of Lλ,T . Let us first prove that if µ does not have branching points then it must be made of
uniformly spaced vertical segments. By Proposition 4.10, we get that it is made of vertical
segments. If µt =

∑N
i=1 φiδXi (where now φi and Xi are constant in t),

E1d
λ,T (µ) = 2

[
NT +

λ

12

N∑
i=1

φ3
i

]
.

In order to minimize the right-hand side we must have φi = 1/N (which means uniformly
spaced segments) and

N ∼ max

(
1,
λ

T

) 1
3

.

We are thus left with the proof that if λmin(1, T ) ≪ 1 then there can be no branching points.
The case λ≪ 1 is directly taken care of by Proposition 4.12 since in that case (4.19) cannot
hold. We now assume that λ ≥ 1 with λT ≪ 1. Let c0 be the implicit constant in (4.19)
(notice that we actually only use (4.20) so we could take c0 = 1). If µ0 =

∑
i φiδXi , we set

I = {i : φi > c0λ
−2/3}.

By Proposition 4.10,

E1d
λ,T (µ) = 2

∑
i

E(φi, T, λ) = 2

(∑
Ic

E(φi, T, λ) +
∑
I
E(φi, T, λ)

)
.

We claim that I = ∅. This would conclude the proof since for i ∈ Ic, i.e. φi ≤ c0λ
−2/3, the

minimizers of E(φi, T, λ) cannot have branching points by (4.19). Let Φ =
∑

I φi and assume
that Φ ̸= 0. On the one hand, by Proposition 4.10,

min∑
ψi=Φ

E(ψi, T, λ) =
∑
I
E(φi, T, λ)

(4.25)

≳ λ
∑
I
φ3
i ≳ λ−

1
3

∑
I
φi = λ−

1
3Φ.
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On the other hand, using (4.25) with ψi = 1/N , we have for every N ∈ N,

min∑
ψi=Φ

E(ψi, T, λ) ≲ NT +
λΦ3

N2
.

Taking N ∼ Φλ1/3T−1/3 ≳ (λT )−1/3 ≫ 1 we have

min∑
ψi=Φ

E(ψi, T, λ) ≲ λ
1
3T− 2

3Φ.

Recalling that we assumed λT ≪ 1 we have

λ
1
3T− 2

3 ≪ λ−
1
3

from which we reach a contradiction. □

Remark 4.14. In the regime λmin(1, T ) ≳ 1, we expect that using the scaling properties
from Lemma 4.9 and the recursive structure given by Proposition 4.10 one can adapt the
proof of [20] to exactly identify the minimizers of E(λ, T ). This goes however beyond the
scope of the paper.
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