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Abstract. A quasistatic model for a horizontally loaded thin elastic composite at small strains
is studied. The composite consists of two adjacent plates whose interface behaves in a cohesive
fashion with respect to the slip of the two layers. We allow for different loading-unloading
regimes, distinguished by the presence of an irreversible variable describing the maximal slip
reached during the evolution. Existence of energetic solutions, characterized by equilibrium
conditions together with energy balance, is proved by means of a suitable version of the Mini-
mizing Movements scheme. A crucial tool to achieve compactness of the irreversible variable are
uniform estimates in Hölder spaces, obtained through the regularity theory for elliptic systems.
The case in which the two plates may undergo a damage process is also considered.
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Introduction

In recent years, cohesive zone models have attracted the interest of the mathematical commu-
nity, especially due to their challenging nature and in view of diverse applications in mechanics.
Unlike models of brittle rupture in solids [14], in which the material instantaneously breaks as
soon as a certain threshold (called toughness) is reached, cohesive models [3, 11] are character-
ized by more gradual processes, and the progression of the rupture phenomena directly depends
on the amplitude of the breaking zone itself. Cohesive behaviours are usually observed and
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2 F. RIVA

analyzed in the framework of fracture mechanics, see [7, 9, 10, 21, 22] and references therein, or
in presence of interfaces between sliding materials [1, 2, 4].

Within the second scenario, in this paper we propose to investigate a model describing the
evolution of two elastic laminates, touching along their entire surface and thus producing cohesive
effects in the common interface, extending the simplified one-dimensional situation depicted in
[4]. The interest in such model comes from engineering applications regarding the prediction of
failures in thin multilayered materials and described in [1, 2], where numerical simulations have
been performed in a one-dimensional and two-dimensional setting, respectively. In the quoted
contributions the elastic plates also experience a damaging process during the evolution; in the
current work we prefer to primarily focus on the cohesive behaviour of the interface, and thus the
material is firstly assumed to be unbreakable. We however incorporate the presence of damage
effects at the end of the paper, thus providing a mathematical justification of [2]

We consider two adjacent elastic plates subject to a prescribed time-dependent horizontal
loading w(t) acting on a portion of their boundary. The shared interface behaves cohesively
with respect to the reciprocal slip between the two layers; this response may be possibly caused
by roughness of the two materials or by the presence of an adhesive film gluing them. In order to
distinguish among loading phases, with dissipative nature, and unloading phases, usually elastic,
a fundamental role is played by an irreversible variable δh representing the maximum amount
of slip which has taken place during the evolution, and hence called history slip.

The thickness of the interface is assumed to be very small compared with the thicknesses of the
two laminates, which in turn are way smaller than the surface area of the laminates themselves.
Hence, the reference configuration of both elastic plates (and hence also their interface) can be
described by the same planar set Ω ⊆ R2. We however point out that, although the physical
dimension of the problem is 2, throughout the whole paper we will consider an arbitrary space
dimension n ∈ N, since from the mathematical point of view all the proposed arguments still
work without changes in Rn.

We limit ourselves to small deformations, so that the problem can be set in the context of
linearized elasticity, and the behaviour of the plates can be described by means of the two
displacements u1, u2 : [0, T ] × Ω → R3. Since the loading w acts horizontally, no trasversal or
bending effects actually appear during the evolution, thus the whole model can be considered as
bidimensional and, as a consequence, it is not restrictive to assume that u1 and u2 represent in
fact the in-plane displacements, hence they are valued in R2 (in the sequel in Rn) instead of R3. In
this way, compenetration of the two laminates is automatically avoided and no incompenetration
conditions are needed. Moreover, the loading w is also assumed to act slowly with respect to
the internal vibrations of the body, so that inertial effects can be neglected and the model can
be included in a quasistatic setting.

Among the several notions of solution to quasistatic problems [18], we employ the variational
concept of energetic solutions, characterized by two conditions: at each time the solution mini-
mizes the internal energy of the system, which at once balances the work done by the external
loading. In the present setting, the energy is described by the functional

F(u1, u2, δh) =

2∑
i=1

1

2

∫
Ω
Ci(x)e(ui(x)) : e(ui(x)) dx︸ ︷︷ ︸

bulk elastic energy of the two plates

+

∫
Ω

Φ(|u1(x)− u2(x)|, δh(x)) dx︸ ︷︷ ︸
cohesive interfacial energy

, (0.1)

where e(ui) denotes the strain tensor and Ci : Ω → R2×2×2×2 is the fourth order elastic tensor
of the ith layer, while Φ: [0,+∞)2 → [0,+∞) is the cohesive energy density, which accounts for
both loading (δh = |u1 − u2|) and unloading regimes (δh > |u1 − u2|). We point out that the
irreversible variable δh, which we recall models the maximal amount of occurred slip, is not an
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independent variable: indeed, as we will see, it explicitely depends on the displacement fields
u1, u2 via the formula (1.13).

A common procedure, which we also follow in this paper, in order to show existence of ener-
getic solutions involves the celebrated Minimizing Movements algorithm. It consists in a time-
discretization procedure followed by a recursive minimization scheme (for the displacements);
the time-continuous evolution is then recovered by sending the discretization parameter τ to
zero. In the current model, in order to deal with the cohesive law, this scheme is combined with
a reiterated update of the discrete history slip variable, in order to preserve irreversibility.

Compared to the one-dimensional case analyzed in [4], the major difficulty appearing in the
current situation consists in finding good compactness estimates for the discrete irreversible
variable, allowing for suitable convergences when the parameter τ vanishes. Indeed, a crucial
tool used in the one-dimensional analysis was the embedding of the Sobolev space H1(a, b) into

the space C
1
2 ([a, b]) of 1

2 -Hölder continuous functions, in order to retrieve equicontinuity of the

discrete approximations. Since in higher dimensions the space H1(Ω) is not even embedded in
L∞(Ω), no equicontinuity properties are a priori expected anymore.

We overcome this problem by exploiting the fact that the Minimizing Movements algorithm
selects, at each step of the discretization process, global minimizers of the total energy (0.1).
The strategy is based on the computation of the Euler-Lagrange equations of the functional F ,
which formally take the form

−div(C1e(u1)) = −∂yΦ(|u1 − u2|, δh)
u1 − u2

|u1 − u2|
, in Ω,

−div(C2e(u2)) = ∂yΦ(|u1 − u2|, δh)
u1 − u2

|u1 − u2|
, in Ω.

(0.2)

The validity of the above equations, combined with Calderón-Zygmund Lp-regularity theory
for elliptic systems, allows us to regain the needed Hölder estimates in order to complete the
compactness argument. Anyway, a technical issue for the attainment of (0.2) relies in the
nondifferentiablity of the density Φ at the origin, indeed the presence of a kink is a crucial
feature in cohesive laws [3]. The argument is thus made rigorous by introducing a suitable
smooth approximation Φε of the cohesive density.

The paper is organized as follows. In Section 1 we describe in details the mechanical model
under consideration, explaining all the assumptions we require. We then present the rigorous
definition of energetic solutions for the cohesive interface model, and we state our main existence
result. Section 2 is devoted to the construction of the regularized version of the cohesive density,
which will be used in the Minimizing Movements algorithm. We then provide useful estimates,
uniform both in the regularizing parameter ε and in the discretization parameter τ , by means
of energetic arguments and by employing elliptic regularity theory. These uniform bounds will
be used in Section 3 in order to obtain compactness of the piecewise constant interpolant of the
discrete variables. A suitable version of Helly’s Selection Theorem will be needed in order to deal
with the history slip. Finally, in Section 4, we enhance the model by considering damageable
elastic plates. This framework is described by the addition of two new irreversible variables
α1, α2 : [0, T ] × Ω → [0, 1] representing the amount of damage occuring in the two laminates.
We show existence of energetic solutions also for this richer model, highlighting the differences
which now arise due to the presence of damage.

Notation and preliminaries

The maximum (resp. minimum) of two extended real numbers α, β ∈ R ∪ {±∞} is denoted
by α ∨ β (resp. α ∧ β).



4 F. RIVA

For a positive integer n ∈ N, we denote by Rn×n and Rn×nsym the set of real (n×n)-matrices and

the subset of symmetric matrices. Given a matrixA ∈ Rn×n, we writeAsym := 1
2(A+AT ) ∈ Rn×nsym

for its symmetric part. In the case A = ∇u we adopt the standard notation e(u) in place of
(∇u)sym. The Frobenius scalar product between two matrices A,B ∈ Rn×n is A : B = tr(ABT ),

and the corresponding norm is denoted by |A| :=
√
A : A. The standard scalar product between

vectors a, b ∈ Rn is denoted by a · b and for the euclidean norm we still write |a|, without risk of
ambiguity. The tensor product between two vectors a, b ∈ Rn is the matrix a⊗b ∈ Rn×n defined
by (a⊗ b)i,j = aibj , and the symmetric tensor product is denoted by a� b := (a⊗ b)sym.

We adopt standard notations for Bochner spaces and for scalar- or vector-valued Lebesgue
and Sobolev spaces, while by L0(Ω)+ we mean the space of nonnegative Lebesgue measurable
functions on the (open) set Ω ⊆ Rn. Given α ∈ (0, 1], by C0,α(Ω) and C0,α(Ω;Rm) we mean,
respectively, the space of scalar- and Rm-valued functions which are α-Hölder continuous (Lip-
schitz continuous if α = 1) in Ω, endowed with the norm ‖ · ‖C0,α(Ω) := ‖ · ‖C0(Ω) + [·]α,Ω,

where [f ]α,Ω := sup
x,y∈Ω
x 6=y

|f(x)−f(y)|
|x−y|α . In order to lighten the notation, we write the same symbol

for the norms in C0,α(Ω) and in C0,α(Ω;Rm); the meaning will be clear from the context. We

do the same for norms in Lebesge or Sobolev spaces. We finally denote with C0,α
loc (Ω) (resp.

C0,α
loc (Ω;Rm)) the space of functions belonging to C0,α(Ω′) (resp. C0,α(Ω′;Rm)) for all Ω′ ⊂⊂ Ω,

i.e. such that the closure of Ω′ is still a subset of Ω.
Given a normed space (X, ‖·‖X), with the symbol B([a, b];X) we mean the space of everywhere

defined functions f : [a, b] → X which are bounded in X, namely sup
t∈[a,b]

‖f(t)‖X < +∞. The

spaces of absolutely continuous functions and functions of bounded variation from [a, b] to X
are instead denoted by AC([a, b];X) and BV ([a, b];X), respectively. We quote for instance the
Appendix of [5] for more details on these functional spaces.

For ease of reading we recall here the well-known Sobolev Embedding Theorem and the Korn-
Poincaré inequality [15, 24]:

Theorem 0.1 (Sobolev Embedding). Fix n,m ∈ N, let Ω ⊆ Rn be an open, bounded,
connected set with Lipschitz boundary and let p ∈ [1,+∞].

(a) If p < n, then W 1,p(Ω;Rm) ↪→ Lq(Ω;Rm) for all q ∈ [1, p∗], with p∗ := np/(n− p);
(b) If p = n, then W 1,p(Ω;Rm) ↪→ Lq(Ω;Rm) for all q ∈ [1,+∞);
(c) If p > n, then W 1,p(Ω;Rm) ↪→ C0,α(Ω;Rm) for all α ∈ (0, 1− n/p].

All the above inclusions are continuous.

Proposition 0.2 (Korn-Poincaré inequality). Fix n ∈ N, let Ω ⊆ Rn be an open, bounded,
connected set with Lipschitz boundary and let ∂DΩ be a subset of ∂Ω with positive Hausdorff
measure Hn−1(∂DΩ) > 0. Fix p ∈ (1,+∞). Then there exists a constant Kp > 0 such that

‖u‖W 1,p(Ω) ≤ Kp‖e(u)‖Lp(Ω), for all u ∈W 1,p(Ω;Rn) with u = 0 on ∂DΩ. (0.3)

1. Setting and main result

We consider a composite material made of two adjacent elastic layers, whose reference con-
figuration is represented by a set Ω ⊆ Rn, with n ∈ N (we recall that the physical dimension is
n = 2), which we assume to satisfy the following property:

Ω is bilipschitz diffeomorphic to the open unit cube in Rn. (1.1)
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This request is needed for a technical reason, namely the regularity result stated in Theorem 2.4.
In particular, we observe that (1.1) implies

Ω is open, bounded, simply connected, with Lipschitz boundary.

1.1. Elastic energy. Both layers of the material are assumed to be linearly elastic, so that their
behaviour can be described by the two displacements ui, for i = 1, 2. Since in the considered
model the laminate will stretch only in the horizontal components, due to the effects of the
horizontal loading (see Section 1.3), we may assume that ui actually represent the in-plane
displacements, and so they are valued in Rn instead of Rn+1. In particular, compenetration
of the two laminates is automatically avoided and no incompenetration conditions are needed.
Denoting with the bold letter u the pair (u1, u2), we thus introduce the total bulk elastic energy
E : H1(Ω;Rn)2 → [0,+∞) given by

E(u) :=
2∑
i=1

1

2

∫
Ω
Ci(x)e(ui(x)) : e(ui(x)) dx, (1.2)

where e(u) is the symmetric gradient (strain tensor) and Ci : Ω→ Rn×n×n×n is the fourth order
elastic (or stiffness) tensor of the ith layer. For i = 1, 2 we assume that

(C1) Ci is uniformly continuous with modulus of continuity ωi,

together with the usual assumptions in linearized elasticity

(C2) Ci(x)A ∈ Rn×nsym for all x ∈ Ω and A ∈ Rn×n;

(C3) Ci(x)A = Ci(x)Asym for all x ∈ Ω and A ∈ Rn×n;
(C4) Ci(x)A : B = Ci(x)B : A for all x ∈ Ω and A,B ∈ Rn×n (symmetry);
(C5) Ci(x)A : A ≥ ci|Asym|2 for some ci > 0 and for all x ∈ Ω and A ∈ Rn×n (coercivity).

We notice that the coercivity condition (C5) automatically implies the so-called strict Legendre-
Hadamard condition

Ci(x)(a⊗ b) : (a⊗ b) ≥ ci
2
|a⊗ b|2, for all x ∈ Ω and a, b ∈ Rn. (1.3)

Indeed, (1.3) follows from (C5) by means of the easy equality

2|a� b|2 = |a⊗ b|2 + (a · b)2.

For more insights on the Legendre-Hadamard condition we quote [8, end of Chapter 5] and
references therein.

Remark 1.1. The homogeneous isotropic case

Ci(x)A := λi(trA)I + 2µiAsym, (1.4)

with the Lamé constants satisfying µi > 0 and nλi + 2µi > 0, fulfils the previous assumptions
(C1)-(C5). The first four conditions are a direct consequence of the explicit form (1.4); to check
the validity of (C5) we notice that

Ci(x)A : A = λi(trA)2 + 2µi|Asym|2.

If λi ≥ 0 we conclude by choosing ci = 2µi, otherwise by using the inequality (trA)2 ≤ n|Asym|2
we get Ci(x)A : A ≥ (nλi + 2µi)|Asym|2, and so one can take ci = nλi + 2µi.
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Figure 1. Graph of the cohesive energy density Φ.

1.2. Cohesive interfacial energy. The behaviour of the interface between the two layers is
assumed to follow a cohesive law with respect to their reciprocal slip. We allow for different
loading and unloading regimes, which can be modelled by means of the energy K : L0(Ω)+ ×
L0(Ω)+ → [0,+∞) defined by

K(δ, γ) :=

∫
Ω

Φ(δ(x), γ(x)) dx, (1.5)

for a suitable cohesive energy density Φ described below.
If t 7→ u(t) represents the evolution of the two displacements, the first variable δ = δ(t) in (1.5)

plays the role of the size of the actual slip between the two layers, namely δ(t) = |u1(t)− u2(t)|,
while the second one γ = γ(t), which takes into account irreversible effects in the interface,
describes the “maximal” amount of slip reached during the evolution till a certain time t (see
(1.13) for the rigorous definition).

During the (dissipative) loading phase, namely when δ(t) = γ(t), the cohesive behaviour is
described by the concavity property of the function z 7→ Φ(z, z), coherently with Barenblatt’s
theory [3]. On the other hand, in the unloading regime δ(t) < γ(t) the overall behaviour is
elastic and thus y 7→ Φ(y, γ) shall be quadratic.

In order to incorporate these features (see also [21, 22] and Figure 1), in this paper we consider
a cohesive energy density Φ: [0,+∞)2 → [0,+∞) of the form

Φ(y, z) :=


ψ′(z)

2z
y2 + ψ(z)− zψ′(z)

2
, if y < z,

ψ(y), otherwise,
(1.6)

where the function ψ : [0,+∞) → [0,+∞), which governs the loading regime, is assumed to
be strictly increasing, bounded, concave, of class C2 and such that ψ′(0) > 0 = ψ(0) and
ψ′′(z) ≥ −λ for all z ≥ 0 and for some λ > 0. This last condition is equivalent to the so-called
λ-convexity, namely

ψ(θza+(1−θ)zb) ≤ θψ(za)+(1−θ)ψ(zb)+
λ

2
θ(1−θ)|za−zb|2, for all θ ∈ [0, 1], za, zb ∈ [0,+∞).

(1.7)
The simplest example of function ψ fulfilling the previous assumptions is given by the negative
exponential

ψ(z) = κ(1− e−ρz), for κ, ρ > 0.
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Remark 1.2. The analysis contained in the present paper can be extended, with minor changes,
to the case of a function ψ which is definitively constant, modelling the occurence of complete
delamination in the interface. For instance, we can also consider

ψ(z) =

κ
z

δ

(
z2

δ2
− 3

z

δ
+ 3

)
, if z ∈ [0, δ],

κ, if z > δ,

for κ, δ > 0.

We refer to [4, Lemma 2.4 and equation (2.12)] for more details.

Remark 1.3. In the one-dimensional case studied in [4], the cohesive energy density is rep-
resented by a function ϕ defined on the set {z ≥ y ≥ 0}, which slightly differs (see (2.11)
therein) from the function Φ here considered and defined in (1.6). Actually, the two formula-
tions are completely equivalent, indeed one can easily check that Φ(y, z) = ϕ(y, z ∨ y) for all
(y, z) ∈ [0,+∞)2. However, working with Φ instead of ϕ makes several computations lighter;
this fact motivates our choice.

The following proposition collects the main properties of the density Φ.

Proposition 1.4. The function Φ defined in (1.6) fulfils:

(i) Φ is nonnegative, bounded and continuous on the whole [0,+∞)2;
(ii) for all z ≥ 0 the function Φ(·, z) is nondecreasing, Lipschitz and of class C1 in [0,+∞).

Moreover there holds 0 ≤ ∂yΦ(y, z) ≤ ∂yΦ(z, z) = ψ′(z) ≤ ψ′(0) for all y, z ≥ 0 and, if
z > 0, we also have ∂yΦ(0, z) = 0. Furthermore ∂yΦ is continuous in [0,+∞)2 \{(0, 0)};

(iii) for all y ≥ 0 the function Φ(y, ·) is nondecreasing and of class C1 in [0,+∞). Moreover
it is strictly increasing in [y,+∞). Furthermore ∂zΦ is continuous and positive on the
set {z > y ≥ 0};

(iv) for all z ≥ 0 the function Φ(·, z) is λ-convex.
(v) Φ(y, z) = Φ(y, z ∨ y) for all (y, z) ∈ [0,+∞)2.

Proof. The continuity of Φ easily follows from the explicit form (1.6) recalling that ψ′ is contin-
uous. Observing that Φ(·, z) is nondecreasing for fixed z ≥ 0 (it consists of a parabola followed
by the nondecreasing function ψ) one has

Φ(0, z) ≤ Φ(y, z) ≤ lim
s→+∞

Φ(s, z) = sup
s≥0

ψ(s),

and so Φ is bounded. Since ψ is nondecreasing, concave and smooth, it is straightforward to

check that the function Φ(0, z) = ψ(z)− zψ′(z)
2 is nondecreasing, from which one deduces

Φ(y, z) ≥ Φ(0, z) ≥ Φ(0, 0) = ψ(0) = 0.

Hence Φ is nonnegative and (i) is proved.
We now focus on (ii). If z = 0, the statement is true since Φ(y, 0) = ψ(y). If z > 0, one has

∂yΦ(y, z) =

{
ψ′(z)
z y, if y < z,

ψ′(y), if y ≥ z,

and the validity of (ii) can be inferred from the above explicit formula.
To check (iii) it is enough to notice that there holds

∂zΦ(y, z) =

{
0, if z < y,
ψ′(z)−zψ′′(z)

2

(
1− y2

z2

)
, if z ≥ y.

Indeed, from the assumptions on ψ, we can deduce that ∂zΦ(y, ·) is nonnegative and continuous
in the whole [0,+∞) and positive in (y,+∞). Analogously, one can prove that ∂zΦ is continuous
and positive if z > y.
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Property (iv) is an immediate consequence of the λ-convexity of ψ. Indeed, Φ(·, z) is composed
by a convex function (a parabola) in [0, z] and by ψ in [z,+∞).

Finally, property (v) follows from the very definition (1.6). �

1.3. External loading and initial conditions. The evolution of the system is driven by
an external horizontal loading w acting on a portion of the boundary ∂DΩ ⊆ ∂Ω with positive
Hausdorff measure, i.e. Hn−1(∂DΩ) > 0. We restrict ourselves to “slow”loadings, so that inertial
effects may be neglected and the resulting evolution turns out to be quasistatic.

As usual in the mathematical treatment of mechanical models, the external loading is assumed
to be the trace of a function defined on the whole of Ω. In this paper we require

w ∈ AC([0, T ];H1(Ω;Rn)), (1.8)

where T > 0 is an arbitrary time horizon. For the sake of brevity, given a function f : ∂DΩ→ Rn,
we introduce the following notation:

H1
D,f := {v ∈ H1(Ω;Rn) : v = f Hn−1-a.e. in ∂DΩ}.

At the initial time t = 0 the configuration of the body is described by the initial displacement

u0 ∈ (H1
D,w(0))

2. (1.9a)

For technical reasons (see Proposition 2.5) we will also need to require

u0 ∈ C0,1
loc (Ω;Rn)2. (1.9b)

1.4. Energetic solutions. The total energy of the system is thus described by the functional
F : [0, T ]×H1(Ω;Rn)2 × L0(Ω)+ → [0,+∞] given by

F(t,u, γ) :=

{
E(u) +K(|u1 − u2|, γ), if u ∈ (H1

D,w(t))
2,

+∞, otherwise.
(1.10)

In order to ensure some convexity of F (see Lemma 3.7), we will require that

λ <
c1 ∧ c2

2K2
2

, (1.11)

where λ is the constant appearing in (1.7), c1, c2 are given by (C5), while K2 is the Korn’s
constant from Proposition 0.2 for p = 2.

Before presenting the definition of solution for the model under consideration we introduce
the following notation. Given an arbitrary family {fj}j∈J ⊆ L0(Ω)+, the essential (or lattice)
supremum

f = ess sup
j∈J

fj ,

of the family is defined as the unique function in L0(Ω)+ satisfying the two properties:

• for every j ∈ J one has f ≥ fj a.e. in Ω;
• if g ∈ L0(Ω)+ and for every j ∈ J there holds g ≥ fj a.e. in Ω, then g ≥ f a.e. in Ω.

It is well-known that the essential supremum f always exists; moreover, see for instance [16,
Lemma 2.6.1], such f can be computed as a pointwise supremum over a countable subset JN of
J , namely

f(x) = sup
j∈JN

fj(x), for a.e. x ∈ Ω. (1.12)

Definition 1.5. Given an external loading w and an initial condition u0 satisfing (1.8) and
(1.9a), we say that a function u ∈ B([0, T ];H1(Ω;Rn)2) is an energetic solution of the cohesive
interface model if the initial condition u(0) = u0 is attained and if the following global stability
condition and energy balance are satisfied for all t ∈ [0, T ]:
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(GS) F(t,u(t), δh(t)) ≤ F(t,v, δh(t)), for every v ∈ H1(Ω;Rn)2;

(EB) F(t,u(t), δh(t)) = F(0,u0, |u0
1 − u0

2|) +W(t);

where δh(t) = δh[u](t) is the history slip defined by

δh(t) := ess sup
s∈[0,t]

|u1(s)− u2(s)|, (1.13)

while W(t) represents the work of the external forces and has the form

W(t) =

∫ t

0

∫
Ω

2∑
i=1

Cie(ui(s)) : e(ẇ(s)) dx ds. (1.14)

Remark 1.6. The choice of working with energetic solutions is motivated by the convexity of
the energy F(t, ·, γ), see Lemma 3.7. We refer to the monograph [18] for an exhaustive survey
on the various notions of solution in quasistatic regimes.

By condition (GS), for the existence of an energetic solution it is necessary that the initial
datum u0 fulfils

E(u0)+K(|u0
1−u0

2|, |u0
1−u0

2|) ≤ E(v)+K(|v1−v2|, |u0
1−u0

2|), for every v ∈ (H1
D,w(0))

2. (1.15)

Notice that it is not clear whether a function u0 satisfying (1.15) exists in general, neither
whether (1.15) is compatible with (1.9b). However, if w(0) = 0 (i.e. the external loading is
initially null, which is a reasonable assumption in view of mechanical applications) the choice
u0 = 0 complies with both conditions.

Our main result, regarding existence and certain regularity properties of energetic solutions,
is stated in the following theorem, whose proof will be the content of Sections 2 and 3.

Theorem 1.7. Assume (1.1), assume (C1)-(C5), and let the cohesive energy density Φ be of
the form (1.6), where the function ψ is as in Section 1.2 and (1.11) is in force. Then, given an
external loading w and an initial condition u0 satisfing (1.8), (1.9) and (1.15), there exists an
energetic solution u of the cohesive interface model in the sense of Definition 1.5.

Moreover, such function u actually belongs to AC([0, T ];H1(Ω;Rn)2)∩B([0, T ];C0,α(Ω′;Rn)2)
for all Ω′ ⊂⊂ Ω and α ∈ (0, 1), and so there also holds u ∈ C0([0, T ] × Ω). In particular the
history slip δh, defined in (1.13), can be computed as a pointwise supremum and belongs to
C0([0, T ]× Ω) as well.

2. Regularized energy

As mentioned in the Introduction, a first step towards the proof of Theorem 1.7 consists in
the regularization of the cohesive energy (1.5), in order to get rid of the kink of Φ at the origin.
This procedure will allow us to compute the Euler-Lagrange equations of the regularized version
of the total energy (1.10) (see Proposition 2.2), and to apply elliptic regularity theory, which in
turn will be a key ingredient in order to manage the history slip.

To this aim we first approximate the function ψ. For ε > 0 we define

ψε(z) :=


z2

2ε
, if z ∈ [0, zε],

ψ(z)− ψ(zε) +
z2
ε

2ε
, if z > zε,

where zε is the unique fixed point of the map s 7→ εψ′(s). Notice that ψε has been constructed
in such a way that

ψ′ε(z) =
z

ε
∧ ψ′(z), for z ≥ 0, (2.1)

see also Figure 2. The same regularization has been used in [22, Section 4], with different scopes.
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Figure 2. Graph of ψ′ε and of the regularized cohesive density Φε.

By simple computations one can prove that ψε is nondecreasing, bounded and Lipschitz (uni-
formly with respect to ε), of class C1 on [0,+∞) and satisfies ψ′ε(0) = 0 = ψε(0). Furthermore,
observe that lim

ε→0
zε = 0 and lim

ε→0
zε/ε = ψ′(0), whence also z2

ε/ε vanishes as ε → 0. From this

facts, one can easily show that

ψε −−−→
ε→0

ψ, uniformly in [0,+∞). (2.2)

The regularized cohesive density Φε is then defined by (1.6) replacing ψ with ψε, and analo-
gously we obtain the regularized cohesive energy Kε and the regularized total energy Fε.

The following proposition collects the main properties of such approximation Φε.

Proposition 2.1. The function Φε satisfies:

(j) Φε is nonnegative, continuous on the whole [0,+∞)2, and bounded uniformly in ε;
(jj) for all z ≥ 0 the function Φε(·, z) is nondecreasing, Lipschitz and of class C1 in [0,+∞).

Moreover there holds 0 ≤ ∂yΦε(y, z) ≤ ψ′(0) for all y, z ≥ 0 and ∂yΦε(0, z) = 0;
(jjj) Φε −−−→

ε→0
Φ uniformly in [0,+∞)2.

Proof. The proof of (j) and (jj) is similar to the one of Proposition 1.4, so we do not write the
details.

To prove (jjj) we fix (y, z) ∈ [0,+∞)2 and we estimate

|Φε(y, z)− Φ(y, z)| ≤
∫ y

0
|∂yΦε(s, z)− ∂yΦ(s, z)|ds+ |Φε(0, z)− Φ(0, z)|. (2.3)

By observing that by the expression (2.1) for any x ≥ 0 there holds

|ψ′ε(x)− ψ′(x)| ≤ ψ′(0)χ[0,zε](x),

we first deduce that

|Φε(0, z)− Φ(0, z)| =
∣∣∣∣ψε(z)− zψ′ε(z)

2
− ψ(z) +

zψ′(z)

2

∣∣∣∣ ≤ |ψε(z)− ψ(z)|+ z

2
|ψ′ε(z)− ψ′(z)|

≤ sup
s≥0
|ψε(s)− ψ(s)|+ ψ′(0)

2
zχ[0,zε](z) ≤ sup

s≥0
|ψε(s)− ψ(s)|+ ψ′(0)

2
zε.

(2.4)
We now claim that for all s, z ≥ 0 there holds

|∂yΦε(s, z)− ∂yΦ(s, z)| ≤ ψ′(0)χ[0,zε](s ∨ z). (2.5)
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If the claim is true we obtain∫ y

0
|∂yΦε(s, z)− ∂yΦ(s, z)| ds ≤ ψ′(0)

∫ y

0
χ[0,zε](s ∨ z) ds ≤ 2ψ′(0)zε, (2.6)

and we conclude by combining (2.3), (2.4), (2.6) and recalling (2.2).
We are only left to show (2.5): if z = 0 we have

|∂yΦε(s, 0)− ∂yΦ(s, 0)| = |ψ′ε(s)− ψ′(s)| ≤ ψ′(0)χ[0,zε](s).

If z > 0 we first consider the case s < z: so we have

|∂yΦε(s, z)− ∂yΦ(s, z)| = s

z
|ψ′ε(z)− ψ′(z)| ≤ ψ′(0)χ[0,zε](z).

If instead s ≥ z there holds

|∂yΦε(s, z)− ∂yΦ(s, z)| = |ψ′ε(s)− ψ′(s)| ≤ ψ′(0)χ[0,zε](s).

Combining the three above cases we conclude. �

2.1. Time-discretization scheme. We now employ the classical Minimizing Movements ar-
gument with the regularized energy Fε. Let τ > 0 be a small parameter such that T/τ ∈ N, and
for k = 0, . . . , T/τ let tk := kτ , so that the family {tk}k=0,...,T/τ forms an equidistant partition
of [0, T ]. For k = 1, . . . , T/τ , we consider the following recursive algorithm: given the previous
pair (uk−1

ε , γk−1
ε ), we set u

k
ε ∈ argmin

v∈H1(Ω;Rn)2
Fε(tk,v, γk−1

ε ),

γkε := γk−1
ε ∨ |(u1)kε − (u2)kε |,

(2.7)

where the initial conditions are given by

u0
ε := u0, γ0

ε := |u0
1 − u0

2|.

We observe that the minimization is well posed since Fε(tk, ·, γk−1
ε ) is coercive and lower

semicontinuous in the weak topology of H1(Ω;Rn)2: coercivity follows by (C5) together with
Korn-Poincaré inequality (0.3), while semicontinuity is standard for E and is a consequence of
Fatou’s Lemma for Kε(·, γk−1

ε ).
We introduce the following notation: given a vector v ∈ Rn we denote by dir v ∈ Rn its

direction, namely

dir v :=

{
v
|v| , if v 6= 0,

0, if v = 0.

Proposition 2.2. For all k = 1, . . . , T/τ the function ukε ∈ (H1
D,w(tk)

)2 is a weak solution of

the system 
−div(C1e(u1)) = −∂yΦε(|u1 − u2|, γk−1

ε ) dir(u1 − u2), in Ω,

−div(C2e(u2)) = ∂yΦε(|u1 − u2|, γk−1
ε ) dir(u1 − u2), in Ω,

C1e(u1)nΩ = C2e(u2)nΩ = 0, in ∂Ω \ ∂DΩ,

(2.8)

where nΩ denotes the outward unit normal to the set Ω.
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Proof. It is enough to show that system (2.8) is the Euler-Lagrange equation of Fε. By using
standard variations ukε + hϕ, with ϕ ∈ (H1

D,0)2, from the minimality of ukε one deduces

0 ≤
2∑
i=1

∫
Ω
Cie((ui)kε) : e(ϕi) dx

+ lim
h→0+

∫
Ω

Φε(|(u1)kε − (u2)kε + h(ϕ1 − ϕ2)|, γk−1
ε )− Φε(|(u1)kε − (u2)kε |, γk−1

ε )

h
dx.

Since Φε(·, z) is Lipschitz and smooth (see (jj) in Proposition 2.1) we can move the limit inside
the integral, and by taking also −ϕ as a test function we finally get

0 =
2∑
i=1

∫
Ω
Cie((ui)kε) : e(ϕi) dx+

∫
Ω
∂yΦε(|(u1)kε−(u2)kε |, γk−1

ε ) dir((u1)kε−(u2)kε) · (ϕ1 − ϕ2) dx,

and so we conclude. �

2.2. Uniform bounds. In this section we deduce uniform estimates for the pairs (ukε , γ
k
ε ) pre-

viously obtained. The bounds in the Sobolev space H1(Ω;Rn) stated in Proposition 2.3 directly
follow from energetic arguments, while the ones in Hölder spaces stated in Proposition 2.5 are
less standard and are a consequence of elliptic regularity.

Proposition 2.3. Assume (1.8) and (1.9a). Then there exists a constant C > 0 independent
of ε and τ such that

max
k=0,...,T/τ

‖ukε‖H1(Ω)2 ≤ C. (2.9)

Proof. We fix k = 1, . . . T/τ and in (2.7)1 we use the function w(tk) := (w(tk), w(tk)) as a com-
petitor. By exploiting (C1), (C5) together with the nonnegativity and boundedness (uniformly
in ε) of Φε we obtain

2∑
i=1

ci
2
‖e((ui)kε)‖2L2(Ω) ≤ Fε(t

k,ukε , γ
k−1
ε ) ≤ Fε(tk,w(tk), γk−1

ε )

≤ C‖w(tk)‖2H1(Ω) +

∫
Ω

Φε(0, γ
k−1
ε ) dx

≤ C( max
t∈[0,T ]

‖w(t)‖2H1(Ω) + 1).

By means of Korn-Poincaré inequality (0.3) and exploiting (1.8) we now deduce

max
k=1,...,T/τ

‖ukε‖H1(Ω)2 ≤ C,

and so we conclude since for k = 0 one has u0
ε = u0. �

We will take advantage of the following regularity result. We refer to [12, Theorem 7.2] for
its proof.

Theorem 2.4. Let Ω ⊆ Rn satisfy (1.1). Let u ∈ H1(Ω;Rn) be a weak solution of the equation

−div(Ce(u)) = g, in Ω,

where the tensor C satisfies (C1), (C3) and (1.3).

If g ∈ L
np
n+p (Ω;Rn) for some p > 2, then ∇u ∈ Lploc(Ω;Rn×n) and for all open set Ω′ ⊂⊂ Ω

there holds
‖∇u‖Lp(Ω′) ≤ C

(
‖g‖

L
np
n+p (Ω)

+ ‖∇u‖L2(Ω)

)
,

where the constant C > 0 depends only on p, n, c, ω and dist(Ω′,Ω).
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Proposition 2.5. Assume (1.1), (1.8) and (1.9a). Then for all k = 1, . . . , T/τ there actually
holds

ukε ∈W
1,p
loc (Ω;Rn)2 for all p > 2,

and for all Ω′ ⊂⊂ Ω there exists a constant C > 0 independent of ε and τ (possibly depending
on p and Ω′) such that

max
k=1,...,T/τ

‖ukε‖W 1,p(Ω′)2 ≤ C. (2.10)

Furthermore, assuming (1.9b), one also has that for all k = 0, . . . , T/τ the function γkε is locally
α-Hölder continuous for every α ∈ (0, 1), and for all Ω′ ⊂⊂ Ω there exists C as before such that

max
k=0,...,T/τ

‖γkε ‖C0,α(Ω
′
)
≤ C. (2.11)

Proof. Let us fix k = 1, . . . , T/τ and p > 2. By Proposition 2.2 we know that ukε is a weak
solution of

−div(Cie(ui)) = gi,

where for i = 1, 2 we set gi = (−1)i∂yΦε(|(u1)kε − (u2)kε |, γk−1
ε ) dir((u1)kε − (u2)kε). Observe that

by (jj) in Proposition 2.1 we have gi ∈ L∞(Ω;Rn) with

‖gi‖L∞(Ω) ≤ ψ′(0). (2.12)

By Theorem 2.4 we hence deduce that ∇(ui)
k
ε ∈ L

q
loc(Ω;Rn×n) for all q > 2 with

‖∇(ui)
k
ε‖Lq(Ω′) ≤ C

(
‖gi‖

L
nq
n+q (Ω)

+ ‖∇(ui)
k
ε‖L2(Ω)

)
≤ C(ψ′(0) + 1), (2.13)

for all Ω′ ⊂⊂ Ω (the constant C may depend on Ω′). In the last inequality above we used (2.12)
together with (2.9).

In particular, we can choose q = p in (2.13): we are thus left to control the Lp-norm of (ui)
k
ε

in order to prove (2.10). This easily follows by means of a bootstrap argument which combines
(2.9), Sobolev Embedding Theorem 0.1, and (2.13).

Let us now prove (2.11), assuming in addition (1.9b). Fix k = 0, . . . , T/τ and α ∈ (0, 1).

If k = 0 there is nothing to prove, since γ0
ε = |u0

1 − u0
2| ∈ C0,1

loc (Ω) ⊆ C0,α
loc (Ω). If k ≥ 1, let

p > n
1−α so that 1 − n

p > α. By means of (2.10), Sobolev Embedding Theorem yields that

ujε ∈ C0,α
loc (Ω;Rn)2 for all j = 1, . . . , k, with

max
j=1,...,k

‖ujε‖C0,α(Ω
′
)2
≤ C max

j=1,...,k
‖ujε‖W 1,p(Ω′)2 ≤ C, (2.14)

for all Ω′ ⊂⊂ Ω (the constant C may depend on Ω′). In particular γkε is continuous, since it is a
maximum among a finite number of continuous functions, and for a fixed Ω′ ⊂⊂ Ω there holds

‖γkε ‖C0(Ω
′
)

= max
j=1,...,k

‖(u1)jε − (u2)jε‖C0(Ω
′
)
∨ ‖u0

1 − u0
2‖C0(Ω

′
)
≤ C.

We finally show that the seminorms [γkε ]α,Ω′ are uniformly bounded as well, thus concluding

the proof. Let us fix x, y ∈ Ω′, with x 6= y; so there exists j̄ = j̄(x) ∈ {0, . . . k} such that

γkε (x) = |(u1)j̄ε(x)− (u2)j̄ε(x)|. By using (2.14) we now deduce

γkε (x) ≤ |(u1)j̄ε(y)− (u2)j̄ε(y)|+
2∑
i=1

|(ui)j̄ε(x)− (ui)
j̄
ε(y)|

≤ γkε (y) + C|x− y|α,

and we obtain the result by the arbitrariness of x and y in Ω′. �
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As a corollary, we are able to pass to the limit the discrete functions ukε and γkε as ε → 0,
obtaining the existence of minimizing movements for the original functional F , which in addition
preserve the uniform estimates previously obtained (see (2.17)). This fact will be crucial to deal
with the irreversible functions γk.

Corollary 2.6. Assume (1.1), (1.8) and (1.9). Then there exists a subsequence εj → 0 and for

all k = 0, . . . , T/τ there exist uk ∈ (H1
D,w(tk)

∩C0,α
loc (Ω;Rn))2 and γk ∈ C0,α

loc (Ω) for any α ∈ (0, 1)

such that for all k = 0, . . . , T/τ there holds

ukεj
H1(Ω;Rn)2−−−−−−−⇀
j→+∞

uk, and ukεj −−−−→j→+∞
uk locally uniformly in Ω,

γkεj −−−−→j→+∞
γk locally uniformly in Ω.

(2.15)

Moreover, for k = 1, . . . , T/τ the functions uk, γk satisfy
uk ∈ argmin

v∈H1(Ω;Rn)2
F(tk,v, γk−1),

γk = γk−1 ∨ |(u1)k − (u2)k|,
u0 = u0, γ0 = |u0

1 − u0
2|.

(2.16)

Furthermore, there exists a constant C > 0 and for all Ω′ ⊂⊂ Ω a constant C ′, both independent
of τ , such that

max
k=0,...,T/τ

‖uk‖H1(Ω)2 ≤ C,

max
k=0,...,T/τ

(‖uk‖
C0,α(Ω

′
)2

+ ‖γk‖
C0,α(Ω

′
)
) ≤ C ′.

(2.17)

Proof. The existence of convergent subsequences as in (2.15) is a consequence of (2.9), (2.11)
and (2.14) via a standard application of Banach-Alaoglu and Ascoli-Arzelá theorems. The same
uniform bounds also yield (2.17).

The only nontrivial part of (2.16) is the minimality property of uk. To prove it, fix v ∈
(H1

D,w(tk)
)2, so that by (2.7)1 we have

E(ukεj ) +Kεj (|(u1)kεj − (u2)kεj |, γ
k−1
εj ) ≤ E(v) +Kεj (|v1 − v2|, γk−1

εj ). (2.18)

By weak lower semicontinuity of E we deduce E(uk) ≤ lim inf
j→+∞

E(ukεj ). By using (j) and (jjj)

in Proposition 2.1 and (i) in Proposition 1.4, and exploiting (2.15), Dominated Convergence
Theorem instead yields

lim
j→+∞

Kεj (|(u1)kεj − (u2)kεj |, γ
k−1
εj ) = K(|(u1)k − (u2)k|, γk−1),

lim
j→+∞

Kεj (|v1 − v2|, γk−1
εj ) = K(|v1 − v2|, γk−1).

Hence, letting j → +∞ in (2.18) we conclude. �

3. Proof of Theorem 1.7

We now consider the piecewise constant interpolants uτ , γτ of the discrete displacements and
the discrete history slip found in Corollary 2.6, namely{

uτ (t) := uk, γτ (t) := γk, if t ∈ [tk, tk+1),

uτ (T ) := uT/τ , γτ (T ) := γT/τ .
(3.1)
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It is also convenient to introduce, in an analogous way, the piecewise constant interpolants wτ

of the external loading {
wτ (t) := w(tk), if t ∈ [tk, tk+1),

wn(T ) := w(T ).

Furthermore, for a given t ∈ [0, T ], we define

tτ := max{tk : tk ≤ t}.

Proposition 3.1. Assume (1.1), (1.8) and (1.9). Then for every t ∈ [0, T ] and for all τ > 0
(such that T/τ ∈ N) the following discrete energy inequality holds true:

F(tτ ,uτ (t), γτ (t)) ≤ F(0,u0, |u0
1 − u0

2|) +Wτ (t) +Rτ , (3.2)

where Wτ (t) =

∫ t

0

∫
Ω

2∑
i=1

Cie(uτi (s)) : e(ẇ(s)) dx ds, and Rτ ≥ 0 is a (uniform) remainder

satisfying lim
τ→0

Rτ = 0.

Proof. Let us fix k ∈ {1, . . . T/τ} and for j = 1, . . . k we use as a competitor for uj in (2.16)1

the function uj−1 +w(tj)−w(tj−1), where we set w(t) = (w(t), w(t)), obtaining

E(uj) +K(|uj1 − u
j
2|, γ

j−1) ≤ E(uj−1 +w(tj)−w(tj−1)) +K(|uj−1
1 − uj−1

2 |, γj−1).

We now observe that by (v) in Proposition 1.4 one has K(|uj1−u
j
2|, γj−1) = K(|uj1−u

j
2|, γj). By

plugging this fact in the above inequality, after subtracting E(uj−1) on both sides and summing
from j = 1 to k we deduce

E(uk) +K(|uk1 − uk2|, γk)− E(u0)−K(|u0
1 − u0

2|, |u0
1 − u0

2|)

≤
k∑
j=1

∫ tj

tj−1

d

ds
E(uj−1 +w(s)−w(tj−1)) ds.

By computing the above time derivative using the expression (1.2) we thus obtain

F(tk,uk, γk)−F(0,u0, |u0
1 − u0

2|)

≤
k∑
j=1

∫ tj

tj−1

∫
Ω

(
2∑
i=1

Cie(uj−1
i + w(s)− w(tj−1))

)
: e(ẇ(s)) dx ds.

We now fix t ∈ [0, T ] and we rewrite the above inequality in terms of the piecewise constant
interpolants. Simple manipulations yield

F(tτ ,uτ (t), γτ (t))−F(0,u0, |u0
1 − u0

2|)

≤Wτ (t) + (Wτ (tτ )−Wτ (t)) +

∫ tτ

0

∫
Ω

(C1 + C2)e(w(s)− wτ (s)) : e(ẇ(s)) dx ds

≤Wτ (t) + sup
θ∈[0,T ]

|Wτ (θτ )−Wτ (θ)|+ C

∫ T

0
‖w(s)− wτ (s)‖H1(Ω)‖ẇ(s)‖H1(Ω) ds︸ ︷︷ ︸

=:Rτ

,

where in the last inequality we used (C1).
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We now conclude the proof by showing that lim
τ→0

Rτ = 0. Indeed by means of (C1) and (2.17)

one can bound it by

Rτ ≤ C

(
sup
θ∈[0,T ]

∫ θ

θτ
‖ẇ(s)‖H1(Ω) ds+ ‖ẇ‖L1(0,T ;H1(Ω)) sup

θ∈[0,T ]
‖w(θ)− wτ (θ)‖H1(Ω)

)
,

and the right-hand side vanishes by assumption (1.8). �

3.1. Extraction of convergent subsequences. As a consequence of the uniform bounds
(2.17), in this section we extract convergent subsequences of the piecewise constant interpolants
(uτ , γτ ) defined in (3.1). For the displacements we will employ Banach-Alaoglu Theorem, while
for the history slip we will need the following version of Helly’s Selection Theorem.

Lemma 3.2. Let {fn}n∈N be a sequence of nondecreasing functions from [0, T ] to C0(Ω) such
that:

• the families {fn(0)}n∈N and {fn(T )}n∈N are locally equibounded;
• the family {fn(t)}n∈N is locally equicontinuous, uniformly with respect to t ∈ [0, T ].

Then there exists a subsequence (not relabelled) and a nondecreasing function f : [0, T ]→ C0(Ω)
such that fn(t) converges locally uniformly to f(t) as n→ +∞ for every t ∈ [0, T ].
Moreover, for every t ∈ [0, T ] the right and left limits f±(t), which are pointwise well defined by
monotonicity, actually belong to C0(Ω) and there holds

f±(t) = lim
h→0±

f(t+ h), locally uniformly in Ω. (3.3)

Proof. We consider a countable open exhaustion {Ωk}k∈N of Ω, and we observe that by a diagonal
argument it is enough to prove the result in a fixed set Ωk.

We take a countable and dense set D ⊆ [0, T ] containing 0 and T and by using Ascoli–Arzelá
theorem and a diagonal argument we can extract a subsequence (not relabelled) and a function
f from D to C0(Ωk) such that fn(t) converges uniformly in Ωk to f(t) for every t ∈ D. Since
each fn is non-decreasing, then f is non-decreasing on D as well.

For every (t, x) ∈ [0, T ]× Ωk we now define

f+(t, x) := inf
s≥t, s∈D

f(s, x), f−(t, x) := sup
s≤t, s∈D

f(s, x), (3.4)

and we easily observe that

(a) f−(t) = f(t) = f+(t) for every t ∈ D;
(b) f−(t) ≤ f+(t) for every t ∈ [0, T ];
(c) if 0 ≤ s < t ≤ T , then f+(s) ≤ f−(t).

Since the family {fn(t)}n∈N is equicontinuous in Ωk uniformly with respect to time we obtain
that the limit family {f(t)}t∈D is equicontinuous in Ωk as well. This actually ensures that (3.4)
can be improved in the following way:

f+(t) = lim
s↘t, s∈D

f(s), f−(t) = lim
s↗t, s∈D

f(s), uniformly in Ωk. (3.5)

In particular, for every t ∈ [0, T ] the functions f+(t) and f−(t) are continuous in Ωk.
We now introduce the set E := {t ∈ [0, T ] : f+(t) = f−(t)} and for every t ∈ E we define

f(t) := f+(t) = f−(t). Of course, by (a), the set D is contained in E and the definition of
f agrees with the one we already had on D. We now prove that for every t ∈ E we have
fn(t)→ f(t) uniformly in Ωk. We already know it is true for t ∈ D, so we assume t ∈ E \D. We
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fix two points s′ < t < t′ such that s′, t′ ∈ D and since the original sequence was non-decreasing
in time we easily get:

‖fn(t)− f(t)‖C0(Ωk) ≤ max
{
‖fn(t′)− f(t)‖C0(Ωk), ‖fn(s′)− f(t)‖C0(Ωk)

}
≤ max

{
‖fn(t′)−f(t′)‖C0(Ωk)+‖f(t′)−f(t)‖C0(Ωk), ‖fn(s′)−f(s′)‖C0(Ωk)+‖f(s′)−f(t)‖C0(Ωk)

}
.

Since s′ and t′ belong to D we thus infer:

lim sup
n→+∞

‖fn(t)− f(t)‖C0(Ωk) ≤ max
{
‖f(t′)− f(t)‖C0(Ωk), ‖f(s′)− f(t)‖C0(Ωk)

}
.

Thanks to (3.5) and since t is in E, letting t′ ↘ t and s′ ↗ t we finally conclude that fn(t)
converges uniformly in Ωk to f(t) for every t ∈ E.

Let us now show that the set Ec = [0, T ] \ E is countable. First of all it is easy to see that
Ec coincides with the set

⋃
j∈NAj where for every j ∈ N we define

Aj =

{
t ∈ [0, T ] :

∫
Ωk

(
f+(t)− f−(t)

)
dx ≥ 1

j

}
.

We conclude if we prove that each Aj is finite. So we fix t1 < t2 < · · · < tr ∈ Aj and thanks to
(c) we estimate:

r

j
≤

r∑
i=1

∫
Ωk

(
f+(ti)− f−(ti)

)
dx ≤

∫
Ωk

(
f+(tr)− f−(t1)

)
dx ≤ ‖f(T )− f(0)‖L1(Ωk),

thus r is bounded from above and thus Aj is finite.
So by using again Ascoli–Arzelá theorem and a diagonal argument we can extract a further

subsequence and a function f from Ec to C0(Ωk) such that fn(t) converges uniformly to f(t)
for every t ∈ Ec. Since in E we already obtained the result, we conclude by noticing that such
f is non-decreasing in the whole [0, T ] recalling that the original sequence was non-decreasing
in time. Indeed (3.3) in Ωk now easily follows by (3.5). �

Proposition 3.3. Assume (1.1), (1.8) and (1.9). Then there exists a subsequence τj and for
all t ∈ [0, T ] there exist a further subsequence τj(t) (possibly depending on time), and functions

u(t) ∈ (H1
D,w(t) ∩C

0,α
loc (Ω;Rn))2 and γ(t) ∈ C0,α

loc (Ω) for any α ∈ (0, 1) such that for all t ∈ [0, T ]

there hold:

uτj(t)(t)
H1(Ω;Rn)2−−−−−−−⇀
j→+∞

u(t), and uτj(t)(t) −−−−→
j→+∞

u(t) locally uniformly in Ω,

γτj (t) −−−−→
j→+∞

γ(t) locally uniformly in Ω.
(3.6)

In particular one has u(0) = u0, γ(0) = |u0
1 − u0

2|.
Moreover the function γ is nondecreasing in time, and

γ(t, x) ≥ sup
s∈[0,t]

|u1(s, x)− u2(s, x)|, for every (t, x) ∈ [0, T ]× Ω. (3.7)

Furthermore one has u ∈ B([0, T ];H1(Ω;Rn)2) and for all Ω′ ⊂⊂ Ω and any α ∈ (0, 1) there
also hold u ∈ B([0, T ];C0,α(Ω′;Rn))2) and γ ∈ B([0, T ];C0,α(Ω′)).

Proof. The existence of convergent subsequences as in (3.6) follows by Lemma 3.2 for γ and
by Banach-Alaoglu and Ascoli-Arzelá theorems for u, thanks to the uniform bounds (2.17).
The same bounds also yield u ∈ B([0, T ];H1(Ω;Rn)2) and u ∈ B([0, T ];C0,α(Ω′;Rn))2), γ ∈
B([0, T ];C0,α(Ω′)) for all Ω′ ⊂⊂ Ω and α ∈ (0, 1).
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In order to prove (3.7), assume by contradiction that there exists a pair (t̄, x̄) ∈ [0, T ] × Ω
such that:

γ(t̄, x̄) < sup
s∈[0,t̄ ]

|u1(s, x̄)− u2(s, x̄)|.

Thus there exists a time s̄ ∈ [0, t̄ ] for which |u1(s̄, x̄)− u2(s̄, x̄)| > γ(t̄, x̄), and so we infer:

|u1(s̄, x̄)− u2(s̄, x̄)| > γ(t̄, x̄) = lim
j→+∞

γτj (t̄, x̄) ≥ lim
j→+∞

γτj (s̄, x̄)

≥ lim sup
j→+∞

|uτj1 (s̄, x̄)− uτj2 (s̄, x̄)|

≥ lim
j→+∞

|uτj(s̄)1 (s̄, x̄)− uτj(s̄)2 (s̄, x̄)| = |u1(s̄, x̄)− u2(s̄, x̄)|,

which is a contradiction. �

In the next proposition we pass to the limit the discrete energy inequality stated in Proposi-
tion 3.1.

Proposition 3.4. Assume (1.1), (1.8) and (1.9). Then for every t ∈ [0, T ] the limit functions
u, γ obtained in Proposition 3.3 satisfy the upper energy inequality

F(t,u(t), γ(t)) ≤ F(0,u0, |u0
1 − u0

2|) +W(t), (3.8)

where the work of external loading W has been introduced in (1.14).

Proof. We fix t ∈ [0, T ]. By lower semicontinuity of the elastic energy in the weak topology of
H1(Ω) we have

E(u(t)) ≤ lim inf
j→+∞

E(uτj(t)(t)), (3.9)

while by Dominated Convergence Theorem together with the locally uniform convergence of
uτj(t)(t) and γτj(t)(t) we deduce

K(|u1(t)− u2(t)|, γ(t)) = lim
j→+∞

K(|uτj(t)1 (t)− uτj(t)2 (t)|, γτj(t)(t)). (3.10)

Hence we obtain

F(t,u(t), γ(t)) = E(u(t)) +K(|u1(t)− u2(t)|, γ(t))

≤ lim inf
j→+∞

(E(uτj(t)(t)) +K(|uτj(t)1 (t)− uτj(t)2 (t)|, γτj(t)(t)))

= lim inf
j→+∞

F(tτj(t),uτj(t)(t), γτj(t)(t))

≤ F(0,u0, |u0
1 − u0

2|) + lim sup
j→+∞

Wτj(t)(t),

where in the last inequality we exploited (3.2).
By arguing exactly as in [4, Proposition 3.9] one can finally prove that

lim sup
j→+∞

Wτj(t)(t) ≤ W(t),

and we conclude. �

We now show that the limit pair (u, γ) fulfils the global stability condition (GS), with γ in
place of δh.

Proposition 3.5. Assume (1.1), (1.8), (1.9) and (1.15). Then for every t ∈ [0, T ] the limit
functions u, γ obtained in Proposition 3.3 satisfy the minimality property

F(t,u(t), γ(t)) ≤ F(t,v, γ(t)), for every v ∈ H1(Ω;Rn)2. (3.11)
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Proof. Fix t ∈ [0, T ]. We need to prove that

E(u(t)) +K(|u1(t)− u2(t)|, γ(t)) ≤ E(v) +K(|v1 − v2|, γ(t)), for every v ∈ (H1
D,w(t))

2.

If t = 0 the above inequality is true by assumption (1.15), so we consider t ∈ (0, T ] and we fix
v ∈ (H1

D,w(t))
2.

By means of (3.9) and (3.10) we have

E(u(t)) +K(|u1(t)− u2(t)|, γ(t))

≤ lim inf
j→+∞

(E(uτj(t)(t)) +K(|uτj(t)1 (t)− uτj(t)2 (t)|, γτj(t)(t)))

= lim inf
j→+∞

(E(uτj(t)(t)) +K(|uτj(t)1 (t)− uτj(t)2 (t)|, γτj(t)(t− τj(t))),

where in the last equality we used (v) in Proposition 1.4.
We now exploit the minimality property of the discrete interpolants (see (2.16)1) in order to

continue the above chain of inequalities: by considering as competitor for uτj(t)(t) the function

v +w(tτj(t))−w(t) ∈ (H1

D,w(tτj(t))
)2 we obtain

E(u(t)) +K(|u1(t)− u2(t)|, γ(t))

≤ lim inf
j→+∞

(E(v +w(tτj(t))−w(t)) +K(|v1 − v2|, γτj(t)(t− τj(t)))

≤ lim inf
j→+∞

(E(v +w(tτj(t))−w(t)) +K(|v1 − v2|, γτj(t)(t)))

=E(v) +K(|v1 − v2|, γ(t)),

where the second inequality follows by (iii) in Proposition 1.4 since γτj(t)(t− τj(t)) ≤ γτj(t)(t),
while the last equality is a consequence of the strong continuity in H1(Ω) of the elastic energy

E (indeed w(tτj(t)) strongly converges to w(t) in H1(Ω;Rn) as j → +∞) and again of the
Dominated Convergence Theorem for the cohesive energy K. So we conclude. �

As a standard consequence of the global minimality property (3.11) one can also deduce the
opposite energy inequality to (3.8). We refer to [4, Proposition 3.10] for the details.

Proposition 3.6. Assume (1.1), (1.8), (1.9) and (1.15). Then for every t ∈ [0, T ] the limit
functions u, γ obtained in Proposition 3.3 satisfy the lower energy inequality

F(t,u(t), γ(t)) ≥ F(0,u0, |u0
1 − u0

2|) +W(t), (3.12)

where the work of external loading W has been introduced in (1.14).

3.2. Characterization of the irreversible function γ. Up to now we have proved that the
limit pair (u, γ) obtained in Proposition 3.3 satisfy both the global stability condition (GS) and
the energy balance (EB), but with the fictitious irreversible function γ instead of the history slip
δh defined in (1.13). The scope of this section is showing that γ actually coincides with δh. We
will employ a time-regularity argument introduced in [4], which will also ensures the remaining
properties of u stated in Theorem 1.7.

To this aim, it is convenient to introduce the “shifted”energy F : [0, T ]× (H1
D,0)2×L0(Ω)+ →

[0,+∞) defined as

F(t, ū, γ) := F(t, ū+w(t), γ) = E(ū+w(t)) +K(|ū1 − ū2|, γ).
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By setting ū(t) := u(t)−w(t), we can rephrase Propositions 3.4, 3.5 and 3.6 saying that for
all t ∈ [0, T ] there hold

• F(t, ū(t), γ(t)) ≤ F(t, v̄, γ(t)), for all v̄ ∈ (H1
D,0)2; (3.13a)

• F(t, ū(t), γ(t)) = F(0, ū(0), γ(0)) +

∫ t

0
∂tF(r, ū(r), γ(r)) dr. (3.13b)

We also observe that for a.e. t ∈ [0, T ] and for all ūa, ūb ∈ (H1
D,0)2 and γa, γb ∈ L0(Ω)+ one

has
|∂tF(t, ūa, γa)− ∂tF(t, ūb, γb)| ≤ C‖ẇ(t)‖H1(Ω)‖ūa − ūb‖H1(Ω)2 . (3.14)

A key property in order to prove the time-regularity of the displacement u will be the (uni-
form) convexity of the shifted energy F with respect to its second entrance. For this reason,
assumption (1.11) will be needed.

Lemma 3.7. Assume (1.11). Then for every (t, γ) ∈ [0, T ] × L0(Ω)+ the map ū 7→ F(t, ū, γ)
is uniformly convex in (H1

D,0)2, namely there exists µ > 0 such that

F(t, θūa + (1− θ)ūb, γ) ≤ θF(t, ūa, γ) + (1− θ)F(t, ūb, γ)− µ

2
θ(1− θ)‖ūa − ūb‖2H1(Ω)2 , (3.15)

for all θ ∈ [0, 1], ūa, ūb ∈ (H1
D,0)2.

Proof. We fix θ ∈ [0, 1] and ūa, ūb ∈ (H1
D,0)2. By definition of F we have

F(t, θūa+(1−θ)ūb, γ) = E(θ(ūa+w(t))+(1−θ)(ūb+w(t)))+K(|θ(ūa1−ūa2)+(1−θ)(ūb1−ūb2)|, γ).
(3.16)

Since the elastic energy E is a quadratic form, by using (C5) and Korn-Poincaré inequality (0.3)
we deduce

E(θ(ūa +w(t)) + (1− θ)(ūb +w(t)))

≤ θE(ūa +w(t)) + (1− θ)E(ūb +w(t))− c1 ∧ c2

2
θ(1− θ)‖e(ūa − ūb)‖2L2(Ω)2

≤ θE(ūa +w(t)) + (1− θ)E(ūb +w(t))− c1 ∧ c2

2K2
2

θ(1− θ)‖ūa − ūb‖2H1(Ω)2 .

(3.17)

On the other hand, by using (ii) and (v) in Proposition 1.4 we also obtain that the cohesive
energy K is λ-convex (in the sense of L2(Ω)) with respect to the first entrance, namely

K(|θ(ūa1 − ūa2) + (1− θ)(ūb1 − ūb2)|, γ) ≤ K(θ|ūa1 − ūa2|+ (1− θ)|ūb1 − ūb2|, γ)

≤ θK(|ūa1 − ūa2|, γ) + (1− θ)K(|ūb1 − ūb2|, γ) +
λ

2
θ(1− θ)‖|ūa1 − ūa2| − |ūb1 − ūb2|‖2L2(Ω)

≤ θK(|ūa1 − ūa2|, γ) + (1− θ)K(|ūb1 − ūb2|, γ) + λθ(1− θ)‖ūa − ūb‖2L2(Ω)2 .

(3.18)

By plugging (3.17) and (3.18) into (3.16) we finally obtain

F(t, θūa + (1− θ)ūb, γ)

≤ θF(t, ūa, γ) + (1− θ)F(t, ūb, γ)− 1

2

(
c1 ∧ c2

K2
2

− 2λ

)
θ(1− θ)‖ūa − ūb‖2H1(Ω)2 .

We now conclude by setting µ := c1∧c2
K2

2
− 2λ, which is positive by (1.11). �

Corollary 3.8. Assume (1.1), (1.8), (1.9), (1.11) and (1.15). Then the limit function u obtained
in Proposition 3.3 belongs to AC([0, T ];H1(Ω;Rn)2). As a consequence the history slip δh,
defined in (1.13), can be computed as a pointwise supremum and belongs to C0([0, T ]× Ω).

Furthermore, the limit function γ belongs to C0([0, T ]× Ω) as well.
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Proof. By combining (3.13a) together with the uniform convexity (3.15) it is standard to infer
µ

2
‖ū(s)− v̄‖2H1(Ω)2 + F(s, ū(s), γ(s)) ≤ F(s, v̄, γ(s)), for all (s, v̄) ∈ [0, T ]× (H1

D,0)2.

We now fix two times 0 ≤ s ≤ t ≤ T and by choosing v̄ = ū(t) in the previous inequality we
obtain

µ

2
‖ū(t)− ū(s)‖2H1(Ω)2 ≤ F(s, ū(t), γ(s))−F(s, ū(s), γ(s)).

Exploiting (iii) in Proposition 1.4 together with the monotonicity of γ, and recalling (3.13b)
and (3.14) we can continue the above inequality, deducing

µ

2
‖ū(t)− ū(s)‖2H1(Ω)2 ≤

∫ t

s
|∂tF(r, ū(r), γ(r))− ∂tF(r, ū(t), γ(t))| dr

≤ C
∫ t

s
‖ẇ(r)‖H1(Ω)‖ū(t)− ū(r)‖H1(Ω)2 dr.

This implies (see for instance [13, Lemma 5.6])

‖u(t)− u(s)‖H1(Ω)2 ≤ ‖ū(t)− ū(s)‖H1(Ω)2 +
√

2‖w(t)− w(s)‖H1(Ω) ≤ C
∫ t

s
‖ẇ(r)‖H1(Ω) dr,

and from (1.8) we thus conclude that u belongs to AC([0, T ];H1(Ω;Rn)2).
Let us now prove the statements regarding δh. For the sake of clarity, for all t ∈ [0, T ] we

introduce the notation δ(t) := |u1(t)− u2(t)|, so that δh(t) = ess sups∈[0,t] δ(s).

We now fix Ω′ ⊂⊂ Ω and α ∈ (0, 1), and we observe that from the α-Hölder continuity of u
proved in Proposition 3.3 we easily deduce

δ ∈ AC([0, T ];L2(Ω)) ∩B([0, T ];C0,α(Ω′)) ⊆ C0([0, T ];C0(Ω′)), (3.19)

where the inclusion follows by Ascoli-Arzelá Theorem. By exploiting (1.12), one then deduces
that also δh is in B([0, T ];C0,α(Ω′)); moreover, by monotonicity, δh belongs to BV ([0, T ];L1(Ω′))
and so the right- and left- limits δ±h (t) are well defined for all t ∈ [0, T ] in the strong topology of

L1(Ω′) (and by Ascoli-Arzelà even in a uniform sense) and they are ordered, i.e. δ+
h (t) ≥ δh(t) ≥

δ−h (t). Since δ is continuous with value in L2(Ω), necessarily there must hold δ+
h (t) = δ−h (t),

hence δh is in C0([0, T ];L1(Ω′)). We have thus proved that

δh ∈ C0([0, T ];L1(Ω′)) ∩B([0, T ];C0,α(Ω′)) ⊆ C0([0, T ];C0(Ω′)),

which yields δh ∈ C0([0, T ]× Ω) by the arbitrariness of Ω′.
Since the same argument can be performed also for the pointwise supremum, here denoted

by δh, one also has δh ∈ C0([0, T ] × Ω). By elementary properties of the supremum, this fact
implies δh ≡ δh, so we conclude the part about δh.

We are only left to prove the continuity of γ. By (3.3) we already know that γ±(t) are
well-defined for all t ∈ [0, T ] as locally uniform limits in Ω, and by monotonicity there holds
γ+(t) ≥ γ(t) ≥ γ−(t). So we need to prove that γ+(t) = γ−(t) in order to conclude.

Since we already proved that u is in AC([0, T ];H1(Ω;Rn)2), the map t 7→ E(u(t)) turns out
to be absolutely continuous in [0, T ]; thus (EB), or better (3.8) and (3.12), implies that the map
t 7→ K(|u1(t) − u2(t)|, γ(t)) is absolutely continuous as well. In particular, for every t ∈ [0, T ]
there holds

K(|u1(t)− u2(t)|, γ+(t)) = lim
s→t+

K(|u1(s)− u2(s)|, γ(s)) = lim
s→t−

K(|u1(s)− u2(s)|, γ(s))

= K(|u1(t)− u2(t)|, γ−(t)).

Since by (iii) in Proposition 1.4 we know that Φ(y·) is strictly increasing in [y,+∞), the above
equality yields γ+(t) = γ−(t) and we conclude. �
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In order to prove equality between γ and δh we will need the following technical lemma.

Lemma 3.9. Assume (1.1), (1.8), (1.9), (1.11) and (1.15). Then the limit pair (u, γ) obtained
in Proposition 3.3 satisfies

lim
h→0

∫
Ω

Φ(|u1(t)− u2(t)|, γ(t+ h))− Φ(|u1(t)− u2(t)|, γ(t))

h
dx = 0, for a.e. t ∈ [0, T ].

Proof. We adopt the same notation used in the proof of Corollary 3.8. Exploiting (3.19), by
differentiating (EB) we deduce that for a.e. t ∈ [0, T ] there holds

0 =
d

dt

(
E(u(t))−W(t) +K(δ(t), γ(t))

)
=

2∑
i=1

∫
Ω
Cie(ui(t)) : e(u̇i(t)− ẇ(t)) dx+ lim

h→0

∫
Ω

Φ(δ(t+ h), γ(t+ h))− Φ(δ(t), γ(t))

h
dx

=
2∑
i=1

∫
Ω
Cie(ui(t)) : e(u̇i(t)− ẇ(t)) dx+

∫
{δ(t)>0}

∂yΦ(δ(t), γ(t))δ̇(t) dx

+ lim
h→0

∫
Ω

Φ(δ(t), γ(t+ h))− Φ(δ(t), γ(t))

h
dx,

where we took advantage of the continuity of ∂yΦ in [0,+∞)2 \ {(0, 0)} and we used the fact
that ∂yΦ(0, z) = 0 if z > 0 (see (ii) in Proposition 1.4).

We conclude if we show that the first line in the last equality above is equal to 0. To this
aim, by taking u(t) + hϕ as variations in (3.11) and arguing similarly to Proposition 2.2, for all
ϕ ∈ (H1

D,0)2 we deduce

0 ≤
2∑
i=1

∫
Ω
Cie(ui(t)) : e(ϕi) dx+ lim

h→0+

∫
Ω

Φ(|u1(t)−u2(t) + h(ϕ1−ϕ2)|, γ(t))− Φ(δ(t), γ(t))

h
dx

=

2∑
i=1

∫
Ω
Cie(ui(t)) : e(ϕi) dx+

∫
{δ(t)>0}

∂yΦ(δ(t), γ(t)) dir(u1(t)− u2(t)) · (ϕ1 − ϕ2) dx

+ ψ′(0)

∫
{γ(t)=0}

|ϕ1 − ϕ2| dx,

whence∣∣∣∣∣
2∑
i=1

∫
Ω
Cie(ui(t)) : e(ϕi) dx+

∫
{δ(t)>0}

∂yΦ(δ(t), γ(t)) dir(u1(t)− u2(t)) · (ϕ1 − ϕ2) dx

∣∣∣∣∣
≤ ψ′(0)

∫
{γ(t)=0}

|ϕ1 − ϕ2|dx.

By choosing ϕ = u̇(t)− ẇ(t) ∈ (H1
D,0)2 and observing that

|ϕ1 − ϕ2| = |u̇1(t)− u̇2(t)| = 0, on the set {γ(t) = 0},
we deduce that

0 =
2∑
i=1

∫
Ω
Cie(ui(t)) : e(u̇i(t)−ẇ(t)) dx+

∫
{δ(t)>0}

∂yΦ(δ(t), γ(t)) dir(u1(t)−u2(t)) · (u̇1(t)−u̇2(t)) dx

=

2∑
i=1

∫
Ω
Cie(ui(t)) : e(u̇i(t)− ẇ(t)) dx+

∫
{δ(t)>0}

∂yΦ(δ(t), γ(t))δ̇(t) dx,
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where we exploited the equality δ̇(t) = dir(u1(t) − u2(t)) · (u̇1(t) − u̇2(t)), which holds true on
the set {δ(t) > 0}. Thus we conclude. �

Proposition 3.10. Assume (1.1), (1.8), (1.9), (1.11) and (1.15). Then for the limit pair (u, γ)
obtained in Proposition 3.3 one has that γ coincides with δh.

Proof. We already know by (3.7) that γ ≥ δh in [0, T ] × Ω; moreover γ(0) = δh(0) = |u0
1 − u0

2|,
so let us assume by contradiction that there exists a point (t̄, x̄) ∈ (0, T ]× Ω such that

γ(t̄, x̄) > δh(t̄, x̄). (3.20)

By continuity of both functions (proved in Corollary 3.8) the above inequality can be extended
in a suitable neighborhood of (t̄, x̄), namely there exists η > 0 such that

γ(t, x) > δh(t, x) ≥ δ(t, x), for all (t, x) ∈ [t̄− η, t̄ ]×Bη(x̄),

where again we set δ(t) = |u1(t)− u2(t)|.
Since ∂zΦ is continuous and positive on the set {z > y ≥ 0} (see (iii) in Proposition 1.4) we

thus infer the existence of a constant cη > 0 such that

Φ(δ(s, x), γ(t, x))− Φ(δ(s, x), γ(s, x)) ≥ cη(γ(t, x)− γ(s, x)), (3.21)

for all t̄− η ≤ s ≤ t ≤ t̄ and x ∈ Bη(x̄).
We now recall that by (EB) (see (3.8) and (3.12)) the map t 7→ K(δ(t), γ(t)) is absolutely

continuous in [0, T ], so for all 0 ≤ s ≤ t ≤ T we obtain∫
Ω

(Φ(δ(s), γ(t))− Φ(δ(s), γ(s))) dx ≤ K(δ(t), γ(t))−K(δ(s), γ(s)) + Cψ′(0)‖δ(t)− δ(s)‖L2(Ω)

≤ C
∫ t

s
f(r) dr,

(3.22)
for a suitable f ∈ L1(0, T )+. In the first inequality above we employed (ii) in Proposition 1.4,
while we used (3.19) in the second one.

By combining (3.21) with (3.22) we finally obtain

C

∫ t

s
f(r) dr ≥ cη

∫
Bη(x̄)

(γ(t)− γ(s)) dx = cη‖γ(t)− γ(s)‖L1(Bη(x̄)), for all t̄− η ≤ s ≤ t ≤ t̄,

and so γ belongs to the space AC([t̄− η, t̄ ];L1(Bη(x̄))).
We now use Lemma 3.9, obtaining for a.e. t ∈ [t̄− η, t̄ ]

0 = lim
h→0

∫
Ω

Φ(δ(t), γ(t+ h))− Φ(δ(t), γ(t))

h
dx ≥ lim sup

h→0
cη

∫
Ω

γ(t+ h)− γ(t)

h
≥ 0,

whence γ is strongly differentiable in L1(Bη(x̄)) and γ̇(t) = 0 almost everywhere in [t̄ − η, t̄ ].

This implies that γ(t̄) = γ(t̄− η) +
∫ t̄
t̄−η γ̇(r) dr = γ(t̄− η) as an equality in L1(Bη(x̄)). Since γ

is continuous we thus obtain γ(t̄, x̄) = γ(t̄− η, x̄).
As a consequence, by using monotonicity of δh, inequality (3.20) is still true with t̄−η in place

of t̄; by repeating the previous argument we hence deduce that γ(t̄, x̄) = γ(0, x̄). This allows us
to conclude, indeed it yields

|u0
1(x̄)− u0

2(x̄)| = γ(0, x̄) = γ(t̄, x̄) > δh(t̄, x̄) ≥ δh(0, x̄) = |u0
1(x̄)− u0

2(x̄)|,
which is a contradiction. �

By collecting the results obtained in Propositions 3.3, 3.4, 3.5, 3.6, 3.10 and Corollary 3.8, we
finally conclude the proof of Theorem 1.7.
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4. Gradient damage model

In this last section we enhance the cohesive interface model by considering damageable elastic
materials, namely we allow the two layers to undergo a damage process. The literature on
damage models in elasticity is wide, we refer for instance to [17, 19] and to [18, Section 4.3.2]
regarding the mathematical community, and to [1, 2, 20, 23, 25] for a more engineering point of
view. Here, we focus on the so-called gradient damage models, characterized by the presence of
a diffusive energy term depending exactly on the gradient of the damage.

In order to incorporate the damaging process in the model, we introduce the additional
variable α(t) = (α1(t), α2(t)) evolving in time. The value αi(t, x) ∈ [0, 1] represents the amount
of damage at time t ∈ [0, T ] of the point x ∈ Ω of the i-th layer: the value 0 means that the
material is completely sound, while the value 1 corresponds to a fully damaged state. Since we
do not allow healing of the elastic composite, the variables αi are assumed to be nondecreasing
with respect to time.

In the current framework, the total energy of the system can be described by the functional
G : [0, T ]×H1(Ω;Rn)2 ×W 1,r(Ω)2 × L0(Ω)+ → [0,+∞] which reads as

G(t,u,α, γ) :=

{
Ẽ(u,α) +D(α) +K(|u1 − u2|, γ), if (u, α) ∈ (H1

D,w(t))
2 ×W 1,r(Ω; [0, 1])2,

+∞, otherwise,

where the elastic energy, which now depends also on the damage variable, is given by

Ẽ(u,α) =
2∑
i=1

1

2

∫
Ω
Ci(x, αi(x))e(ui(x)) : e(ui(x)) dx, (4.1)

while the internal and dissipated energy energy related to damage is defined by

D(α) =

2∑
i=1

∫
Ω

(
wi(αi(x)) +

1

r
|∇αi(x)|r

)
dx. (4.2)

We assume that the two elasticity tensors Ci : Ω × [0, 1] → Rn×n×n×n still satisfy conditions
(C1)-(C5), meaning that now they hold true for all (x, α) ∈ Ω× [0, 1]. Moreover we require

wi ∈ C0([0, 1])+, and r > n. (4.3)

The high integrability condition r > n, which affects the (gradient of the) damage variable α,
is needed to ensure enough spatial regularity, crucial for our arguments.

In this setting we are able to prove the following result.

Theorem 4.1. In addition to the hypotheses of Theorem 1.7 (except for (1.11)), assume (4.3)
and let the initial damage variable α0 belong to W 1,r(Ω; [0, 1])2. Then there exists a triple
(u,α, γ) ∈ B([0, T ];H1(Ω;Rn)2 ∩ C0,α(Ω′;Rn)2) × B([0, T ];W 1,r(Ω)2) × B([0, T ];C0,α(Ω′)) for
every α ∈ (0, 1) and every Ω′ ⊂⊂ Ω which attains the initial conditions u(0) = u0, α(0) = α0,
γ(0) = |u0

1 − u0
2| and satifies the following properties for all t ∈ [0, T ]:

(IR) the functions αi and γ are nondecreasing in time and γ(t) ≥ |u1(t)− u2(t)|;
(GSγ) G(t,u(t),α(t), γ(t)) ≤ G(t,v,β, γ(t)), for every (v,β) ∈ H1(Ω;Rn)2×W 1,r(Ω)2 such

that βi ≥ αi(t);
(EBγ) G(t,u(t),α(t), γ(t)) = G(0,u0,α0, |u0

1 − u0
2|) + W̃(t);

where now the work of the external forces takes the form

W̃(t) =

∫ t

0

∫
Ω

2∑
i=1

Ci(x, αi(s, x))e(ui(s, x)) : e(ẇ(s, x)) dx ds.
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Unlike Theorem 1.7, in the current situation we are not able to get rid of the fictitious
variable γ, showing the equality γ = δh. Indeed, the argument developed in Section 3.2, based
on time-continuity, here breaks down due to the lack of uniform convexity of the functional

(u,α) 7→ Ẽ(u,α) +D(α). As shown in [19, Lemma 5.1 and Corollary 5.4], the latter turns out
to be uniformly convex (under some structural assumption on the tensors Ci) if the exponent r
belongs to (1, 2]; on the other hand, as it will be explained later, we need to require r > n in
order to apply the key result Theorem 2.4.

4.1. Proof of Theorem 4.1. Theorem 4.1 can be proved following the same steps presented in
Sections 2 and 3. We now sketch the whole argument highlighting the changes which the presence
of the damage variable induces. We also refer to [4] for the details in the one-dimensional setting.

We first consider the regularized cohesive energy Kε introduced in Section 2 and, analogously
to Section 2.1, we perform the following Minimizing Movements scheme

(ukε , α
k
ε) ∈ argmin

v∈H1(Ω;Rn)2,

β∈W 1,r(Ω)2 s.t. βi≥(αi)
k−1
ε

Gε(tk,v,β, γk−1
ε ),

γkε := γk−1
ε ∨ |(u1)kε − (u2)kε |,

u0
ε := u0, α0

ε := α0, γ0
ε := |u0

1 − u0
2|,

(4.4)

where the constraint βi ≥ (αi)
k−1
ε is needed to enforce irreversibility of the damage variables.

We point out that the existence of minimizers again follows by the direct method of the Calculus
of Variations: coercivity in the weak topology of H1(Ω;Rn)×W 1,r(Ω)2 comes from the explicit
expressions (4.1) and (4.2), while lower semicontinuity, which is nontrivial only for the elastic

term Ẽ(u,α), follows by means of the Ioffe-Olach Theorem (see [6, Theorem 2.3.1]).
By arguing as in Proposition 2.3, but testing against the pair (w(tk),1), one deduces the

following uniform bounds:

max
k=0,...,T/τ

‖ukε‖H1(Ω)2 ≤ C, max
k=0,...,T/τ

‖αkε‖W 1,r(Ω)2 ≤ C. (4.5)

By computing the Euler-Lagrange equations of the functional u 7→ Gε(tk,u,αkε , γk−1
ε ), it turns

out that the discrete displacements ukε are weak solutions of{
−div(C1((α1)kε)e(u1)) = −∂yΦε(|u1 − u2|, γk−1

ε ) dir(u1 − u2), in Ω,

−div(C2((α2)kε)e(u2)) = ∂yΦε(|u1 − u2|, γk−1
ε ) dir(u1 − u2), in Ω.

From (4.5), since r > n, Sobolev Embedding Theorem yields that the damage variables αkε are
uniformly continuous in Ω with moduli of continuity independent of ε and τ (they are uniformly
α-Hölder for a suitable value of α ∈ (0, 1)).

This implies that we are still in a position to apply Theorem 2.4 and, arguing as in Proposi-
tion 2.5, we also deduce the additional bounds

max
k=0,...,T/τ

‖ukε‖C0,α(Ω
′
)2
≤ C, max

k=0,...,T/τ
‖γkε ‖C0,α(Ω

′
)
≤ C,

where α ∈ (0, 1) and Ω′ ⊂⊂ Ω are arbitrary. As a consequence, we deduce the same results of
Corollary 2.6 with in addition

αkεj
W 1,r(Ω)2−−−−−−⇀
j→+∞

αk,

and with (2.16) obviously replaced with the non-regularized version of (4.4).
We then consider the piecewise constant interpolants uτ , ατ and γτ as in (3.1). We now

observe that the following discrete energy inequality

G(tτ ,uτ (t),ατ (t), γτ (t)) ≤ G(0,u0,α0, |u0
1 − u0

2|) + W̃τ (t) +Rτ ,
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can be proven as in Proposition 3.1 by testing against (uj−1 +w(tj)−w(tj − 1),αj−1).
As in Proposition 3.3 we can extract convergent subsequences of the piecewise constant in-

terpolants: additionally, for the damage variable we have

ατj(t)(t)
W 1,r(Ω)2−−−−−−⇀
j→+∞

α(t), (4.6)

where α ∈ B([0, T ];W 1,r(Ω; [0, 1])2) is nondecreasing and attains the initial datum α(0) = α0.
The validity of (GSγ) for the triple (u,α, γ) follows by arguing as in Proposition 3.5 taking

as a competitor for the damage variable the function βτj(t) whose components are given by

β
τj(t)
i :=

(
βi + ‖ατj(t)i (t)− αi(t)‖C0(Ω)

)
∧ 1.

Since α
τj(t)
i (t)−αi(t) vanishes uniformly in Ω as j → +∞ due to (4.6) combined with Sobolev Em-

bedding Theorem, one can indeed prove that βτj(t) strongly converges in the sense of W 1,r(Ω)2

to the arbitrary function β.
The validity of (EBγ) instead can be proved exactly as in Propositions 3.4 and 3.6, and so

we finally conclude the proof of Theorem 4.1.
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