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Abstract. We discuss the minimization of a Kohler-Jobin type scale-invariant functional among open, con-

vex, bounded sets, namely

min
{
T2(Ω)

1
N+2 h1(Ω) : Ω ⊂ RN , open, convex, bounded

}
where T2(Ω) denotes the torsional rigidity of a set Ω and h1(Ω) its Cheeger constant. We prove the existence

of an optimal set and we conjecture that the ball is the unique minimizer. We provide a sufficient condition
for the validity of the conjecture, and an application of the conjecture to prove a quantitative inequality for

the Cheeger constant. We also show lack of existence for the problem above among several other classes of

sets. As a side result we discuss the equivalence of the several definitions of Cheeger constants present in the
literature and show a quite general class of sets for which those are equivalent.
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1. Introduction

Let Ω be an open, bounded set in RN . For 1 ≤ r < N and 1 ≤ q < Nr/(N − r), or for r ≥ N and
1 ≤ q < +∞, we define

λr,q(Ω) := inf

{ ∫
Ω
|∇u|rdx(∫

Ω
|u|qdx

) r
q

: u ∈W 1,r
0 (Ω) \ {0}

}
= inf

{ ∫
Ω
|∇u|rdx(∫

Ω
|u|qdx

) r
q

: u ∈ C∞c (Ω) \ {0}

}
, (1.1)

which can be interpreted as the principal frequency for the nonlinear eigenvalue problem

−∆ru = λ‖u‖r−qLq(Ω)|u|
q−2u in Ω, u = 0 on ∂Ω ,

where ∆ru = div(|∇u|r−2∇u) denotes the r-Laplacian of u. Alternatively, λr,q(Ω) can be defined as the
optimal constant C for the Poincaré-Sobolev inequality

C

(∫
Ω

|u|qdx
) r

q

≤
∫

Ω

|∇u|rdx ,

in the Sobolev space W 1,r
0 (Ω), that is the closure of C∞c (Ω) under the (semi)norm

u 7→
(∫

Ω

|∇u|rdx
)1/r

.

Some of the functionals defined above have been intensively studied in the literature; one of them is the
p-torsional rigidity (or just torsion):

Tp(Ω) := λ−1
p,1(Ω) =

(
p

(p− 1)
max

{∫
Ω

udx− 1

p

∫
Ω

|∇u|pdx : u ∈W 1,p
0 (Ω)

})p−1

. (1.2)

The equivalence between this definition and that in (1.1) can be shown by homogeneity. On the other
hand, λ2,2(·) is the classical first eigenvalue of the Dirichlet-Laplacian and, if Ω has regular enough boundary,
λ1,1(·) coincides with the Cheeger constant of Ω,

h1(Ω) := inf

{
P (E)

|E|
: E ⊂ Ω

}
,
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2 I. LUCARDESI, D. MAZZOLENI, AND B. RUFFINI

where P (·) denotes the Caccioppoli-De Giorgi’s perimeter, and | · | is the N -dimensional Lebesgue measure
(see Section 2). The Pólya-Szegö inequality, or the isoperimetric inequality if r = q = 1, ensures that balls
minimize λr,q(·) among sets of prescribed measure, that is (in a scale invariant form)

λr,q(Ω)|Ω|
r
N + r

q−1 ≥ λr,q(B)|B|
r
N + r

q−1 , (1.3)

for any ball B. Moreover, equality holds if and only if Ω is a ball, up to a set of null r−capacity. Of course,
this entails that balls maximize the p−torsional rigidity under measure constraint, that is (in a scale invariant
form)

Tp(Ω)|Ω|−
p+N(p−1)

N ≤ Tp(B)|B|−
p+N(p−1)

N ,

for any ball B. The latter is known as Saint-Venant inequality.
In this paper we will deal mostly with the functionals T2 and λ1,1 (which is equal to the Cheeger constant

h1 in the class of sets that we consider). We stress that many results hold for more general cases.

Pólya and Szegö in [20] conjectured that the product of the torsional rigidity (raised to a suitable power)
and the first eigenvalue of the Dirichlet-Laplacian was minimized by balls. Intuitively, this tells that the
minimality of balls for the eigenvalue is somehow more stable compared to their maximality for the torsion.
The conjecture was proved to be true by Kohler-Jobin, who showed, in [15, 16], that

T2(Ω)
2

N+2λ2,2(Ω) ≥ T2(B)
2

N+2λ2,2(B) , for all open, bounded Ω ⊂ RN , (1.4)

with equality if and only if Ω is a ball, up to a set of 2-capacity zero. The exponent 2/(N+2) is chosen so that
the functional is scale invariant. The Pólya and Szegö’s conjecture can be naturally extended to the more
general family of functionals T θp (·)λp,q(·). This nonlinear version of it was proved by Brasco in [4], where he
shows, with somehow simplified arguments, that

T θp (Ω)λp,q(Ω) ≥ T θp (B)λp,q(B) , for all open, bounded Ω ⊂ RN ,

whenever B is a ball, 1 < p < +∞, and 1 < q < Np/(N − p) if p < N , 1 < q < +∞ if p ≥ N . Again,
θ = θ(N, p, q) is chosen to make the functional homogeneous and equality holds only if Ω is a ball, up to a set
of p-capacity zero. We notice that the above class of parameters does not include the case T θp (·)λr,q(·) with
p 6= r and in particular the interesting case p = 2, r = q = 1 which involves the Cheeger constant and will
be the topic of this work. This latter choice of parameters has a substantial difference from the other cases:
for r > 1 it is not difficult to show the existence of a minimizer in the definition (1.1) of λr,q(Ω), while for
r = 1 this is not the case, since a minimizing sequence may relax to a function with jumps, not belonging
to W 1,1(Ω), so that a minimizer must be searched in the space of functions with bounded variation BV (Ω).
Moreover, the positive level sets of the BV minimizers turn out to be optimal sets for h1(Ω) (more details on
the Cheeger constant are given in Section 3 below).

We stress here that the existence of a minimizer for the functional T θp (·)λ1,q(·) is false if stated among

merely bounded open sets of RN , due to the fact that the functional λ1,q(·) is sensible to nontrivial 1-
capacitary modifications of a set (see Section 2 for a survey on capacities), while Tp(·) to p-capacitary ones.
More precisely: it is always possible to find a (compact) set K ⊂ B with cap1(K) = 0 and capp(K) > 0 for
p > 1 so that λ1,q(B \K) = λ1,q(B) for all q ∈ [1,+∞), but Tp(B) > Tp(B \K).
It is also possible to find a sequence of compacts Kn with the same property above so that Tp(B \Kn)→ 0
as n→∞, while λ1,q(B \Kn) = λ1,q(B). Therefore we have

inf
{
Tp(Ω)θλ1,q(Ω) : Ω ⊂ RN , open, bounded

}
= 0,

and the infimum is not attained by any open, bounded set.
This same holds for all functionals Tp(·)λr,q(·) whenever p 6= r, for all q ∈ [1,+∞).

In this paper we aim to study the extension of (1.4) to the functionals T
1

N+2

2 (·)λ1,1(·), among convex sets
(and in this class, λ1,1 coincides with h1). Restricting to the class of convex sets yields a well-posed problem,
as we show in our first result below.

Theorem 1.1. There exists a minimizer for the problem

min
{
T2(Ω)

1
N+2h1(Ω) : Ω ⊂ RN , open, convex, bounded

}
.

A definitely major problem is to show that also in this case the ball is the unique minimizer. We are not
able to accomplish this task and we propose it as an open problem.
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Conjecture 1.2. [Cheeger-Kohler-Jobin inequality] Let Ω ⊂ RN be an open, bounded convex set and B ⊂ RN
be any ball. The following inequality holds true:

T2(Ω)
1

N+2h1(Ω) ≥ T2(B)
1

N+2h1(B) . (1.5)

Moreover, equality holds in (1.5) if and only if Ω is equal to a ball.

In order to justify such a conjecture, we provide a proof of it subordinated to a technical assumption. For
the precise definition and motivation of the assumption we refer to Section 5. Here we limit ourselves to
explain its nature.

The proof of the Kohler-Jobin inequality makes use of a quite deep rearrangement technique which, after
the work of Brasco in [4], holds as long as the parameter p in the definition of λp,q is strictly greater than 1.
Such a rearrangement is done in a way such that, given a suitably chosen function u:

(1) the Lp norm of the gradient (i.e. the numerator in the Rayleigh quotient for λp,q) does not increase
as u is rearranged;

(2) the Lq norm of the function (i.e. the denominator in the Rayleigh quotient for λp,q) increases as u is
rearranged;

(3) the set {u > 0} is transformed into a ball with torsion lower than or equal to T2(Ω).

By suitably choosing the function u, this leads immediately to the Kohler-Jobin (and Brasco’s) inequality.
In this paper via an approximation argument we are able to construct an abstract rearrangement satisfying

(1) and (2), but we are not able to show that (3) is satisfied too (though we believe so).
The very precise statement of the hypothesis is given in (5.5), in Section 5.

Remark 1.3. Notice that the nature of the Cheeger constant may suggest to use level-by-level rearrange-
ments, for instance by exploiting coarea type formulas. Nevertheless such an approach appears doomed to
fail, as the Kohler-Jobin rearrangement changes the height of each rearranged level set of a function.

The subordinated result we have is the following.

Theorem 1.4. Let Ω ⊂ RN be an open, bounded convex set. If there exists a rearrangement u 7→ u] satisfying
Hypothesis 5.6, then the minimality of the ball stated in Conjecture 1.2 holds.

Remark 1.5. Note that we are not able to show, even subordinated to Hypothesis 5.6, anything about the
uniqueness of minimizers.

As a consequence of Conjecture 1.2, we are able to offer a new proof of the following quantitative version
of (1.3) for r = q = 1.

Corollary 1.6. Subordinated to the validity of Hypothesis 5.6, there exists a dimensional constant σ(N) > 0
such that for any Ω ⊂ RN open, bounded convex set and for any ball B ⊂ RN , we have

|Ω| 1
N h1(Ω)− |B| 1

N h1(B) ≥ σ(N)α(Ω)2 , (1.6)

where α(Ω) denotes the Fraenkel asymmetry of Ω, see (2.3). Moreover, the power 2 in (1.6) is sharp, in the
sense that it can not be replaced by any lower number.

This improvement of the Cheeger inequality was first showed by Figalli, Maggi, and Pratelli, among open
sets: in [10] they provide a short proof of this fact, based on the quantitative version of the isoperimetric
inequality [12, 9, 7].

The approach in this paper is quite different, and borrows an idea from [5], where Brasco, De Philippis,
and Velichkov showed that λ2,2(·) satisfies a (asimptotically sharp) quantitative estimate of the form

|Ω| 2
N λ2,2(Ω)− |B| 2

N λ2,2(B) ≥ C(N)α(Ω)2 ,

by relating the stability of λ2,2(·) to that of the torsional rigidity T2(·). In the very same spirit, we obtain (1.6)
by combining the Cheeger–Kohler-Jobin inequality (1.5), together with the quantitative stability of the 2-
torsional rigidity provided in [5]. Though this result is weaker than the one in [10], we believe it is an
interesting application of Conjecture 1.2, and it should be a stimulus toward proving (or disproving) it.

Plan of the paper. The article is organized as follows. After some preliminaries in Section 2 about the
geometric measure theory notions needed to define the Cheeger constant and some recalls on capacities, in
Section 3 we survey the (several) different definitions of the Cheeger constant appearing in literature. This
is in some sense of independent interest, even if it does not have any claim of novelty. Section 4 is devoted
to the proof of Theorem 1.1. After presenting in Section 5 the Kohler-Jobin rearrangement and the main
Hypothesis 5.6, in Section 6 we discuss Conjecture 1.2 and then we prove Theorem 1.4. Section 7 deals with
the proof of the quantitative estimate of Corollary 1.6.
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2. Preliminaries

In this section we collect some well-known facts on geometric measure theory, which will serve our scopes
later in the paper. We refer to [2, Chapter 3] for more details.

2.1. The perimeter and its properties. The measure theoretic perimeter (shortly: perimeter) of a Borel
set E ⊂ RN is the quantity

P (E) := sup

{∫
E

∇ · φ dx : φ ∈ C1
c (RN ,RN ), ‖φ‖∞ ≤ 1

}
.

If P (E) < +∞ then we say that E has finite perimeter. Equivalently, it can be defined in the setting of
functions of bounded variation as the total variation of the distributional derivative of characteristic functions.
We recall that if Ω ⊂ RN is an open set, u ∈ L1(Ω) is a function of bounded variation, and we write u ∈ BV (Ω),
when the distributional derivative Du of u is an RN -valued finite Radon measure. If E ⊂ RN is a set of finite
perimeter, then χE ∈ BV (RN ) and

P (E) = |DχE |(RN ) =: ‖DχE‖TV (RN ). (2.1)

Whenever it exists, the quantity

[0, 1] 3 θE(x) := lim
r→0

|E ∩Br(x)|
|Br(x)|

,

is called the density of a Borel set E at x. We denote by Et the subset of points of RN such that θE(x) = t,
and we call essential boundary of E the set ∂eE = E \ (E0∪E1). Eventually, we define the reduced boundary
of E as the set ∂∗E ⊂ ∂eE of points of the essential boundary such that the measure theoretic inner unit
normal

νE(x) := lim
r→0

DχE(Br(x))

|DχE |(Br(x))

exists.
The geometry of the boundary of sets of finite perimeter is described in the two cornerstones of geometric

measure theory: the De Giorgi’s and the Federer’s structure theorems.

Theorem 2.1 (De Giorgi’s Structure Theorem). Let E be a set of finite perimeter. Then ∂∗E is
HN−1−rectifiable and P (E) = HN−1(∂∗E). Moreover, if x ∈ ∂∗E, then (E − x)/r converges in L1

loc to
the hyperspace orthogonal to νE(x), as r → 0. Eventually, the following divergence formula holds true∫

E

∇ · φdx = −
∫
∂∗E

φ · νE dHN−1(x) ,

for any vector field φ ∈ C1
c (RN ,RN ).

Theorem 2.2 (Federer’s Structure Theorem). Let E be a set of finite perimeter. Then ∂∗E ⊂ E1/2 and
HN−1(∂eE \ ∂∗E) = 0. In particular ∂∗E, E1/2, and ∂eE are equivalent, up to a HN−1−negligible set.

2.2. The isoperimetric inequality and its quantitative improvement. The Kohler-Jobin inequality
is based on the simple principle of slicing the energy functionals defining λp,q and Tp horizontally, then
rearranging the level sets of the involved functions in a suitable way. The energies before and after the
rearrangement are compared by exploiting the isoperimetric inequality: for any set E of finite measure,

P (E)− P (B) ≥ 0

whenever B is a ball of measure |E|, with equality if and only if E coincides with B up to a negligible set.
Equivalently, by homogeneity, for all E ⊂ RN of finite measure it holds

P (E)−Nω1/N
N |E|(N−1)/N ≥ 0 ,

where ωN denotes the measure of the ball with unit radius in RN , and again equality holds if and only if E
is a ball. A stronger version of the isoperimetric inequality actually holds, see for example [12]: there exists
a dimensional constant CN such that, for any set E ⊂ RN of finite measure, it holds

P (E)−Nω1/N
N |E|(N−1)/N

Nω
1/N
N |E|(N−1)/N

≥ CNα(E)2, (2.2)

where α(E) is the Fraenkel asymmetry of the set E, namely

α(E) := inf
x∈RN

{
|E∆(B + x)|

|Ω|
: B ⊂ RN is a ball, |B| = |E|

}
, (2.3)
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and U∆V stands for the symmetric difference between the sets U and V .
It is worth stressing that the exponent 2 in the quantitative estimate (2.2) is sharp, in the sense that it can
not be replaced by any lower number.

2.3. Sobolev capacities. We briefly recall the definition of the p-capacity of a measurable set E ⊂ RN , for
1 ≤ p < N . We refer for more properties and details about it to [8]. We define (here A◦ stands for the open
interior of a set A ⊂ RN )

capp(E) := inf

{∫
RN

|∇u|p dx : u ≥ 0, u ∈ Lp
∗
(RN ), ∇u ∈ Lp(RN ;RN ), {u ≥ 1}◦ ⊃ E

}
,

and clearly for all K ⊂ RN compact it becomes

capp(K) = inf

{∫
RN

|∇u|p dx : u ∈ C∞c (RN ), u ≥ χK
}
.

The only properties that we highlight here are the link of the p-capacity with Hausdorff and Lebesgue measures
of a set. Namely that there exist constants C1(N, p), C2(N, p) > 0 such that, for all E ⊂ RN

capp(E) ≤ C1HN−p(E), LN (E) ≤ C2capp(E)
N

N−p , for 1 ≤ p < N.

3. On the different definitions of the Cheeger constant

A main role in this paper is played by the Cheeger constant of a set. Such a constant was introduced in [6]
to obtain lower bounds for the first eigenvalue of the Laplace-Beltrami operator. While its original definition
is given on Riemannian compact manifolds without boundary, it has lately found many applications in the
Euclidean setting, where it can be defined in several ways. Here we briefly survey such different definitions
(for more details, see [17]), and we offer a criterion under which all the corresponding constants coincide.
This allows us to switch from one definition to the other in the rest of the paper.

Definition 3.1. Let Ω be an open, bounded set in RN . Then the Cheeger constant is either

h1(Ω) := inf

{
P (E)

|E|
: E ⊂ Ω

}
, or

h(Ω) := inf

{
P (E)

|E|
: E b Ω

}
, or

λ1(Ω) := inf

{‖Du‖TV (RN )

‖u‖L1(Ω)
: u ∈ BV (Ω) \ {0}, u|RN\Ω = 0

}
, or

λ1,1(Ω) := inf

{‖∇u‖L1(RN )

‖u‖L1(Ω)
: u ∈ C∞c (Ω) \ {0}

}
.

We say that EΩ is a Cheeger set for Ω if h1(Ω) = P (EΩ)
|EΩ| and that Ω is self–Cheeger if Ω = EΩ up to sets of

1-capacity zero.

The functional h1 is the one in the spirit of the original work by Cheeger [6]. Now, we can see that two of
the above infima are actually minima.

Lemma 3.2. Let Ω be an open, bounded set of RN , then the infima in the definition of h1 and λ1 are actually
minima. Moreover, λ1(Ω) is attained by a characteristic function.

Proof. We show the existence of a minimum for h1, the case of λ1 is similar, see [11, Theorem 8] for the last
claim. It is clear that h1(Ω) < +∞. Let (En)n ⊂ Ω be a minimizing sequence for h1(Ω) such that

P (En)

|En|
≤ h1(Ω) +

1

n
.

Then, using the isoperimetric inequality, we obtain

Nω
1/N
N |En|1−

1
N ≤ P (En) ≤ (h1(Ω) +

1

n
)|En|, hence, |En|1/N ≥ C.

On the other hand,

P (En) ≤ (h1(Ω) +
1

n
)|En| ≤ (h1(Ω) +

1

n
)|Ω|, hence, P (En) ≤ C.
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By the equiboundedness of the perimeter, we can find a nonrelabeled subsequence and a nonempty set of
finite perimeter E ⊂ Ω such that En → E in L1. By the lower semicontinuity of the perimeter, we conclude

P (E)

|E|
≤ lim inf

n→+∞

P (En)

|En|
= h1(Ω) . �

By coarea formula, it is not difficult to show that any minimizer in the definition of λ1 has the property
that each of its level sets is a Cheeger set of Ω, that is, a minimizer of h1(Ω), see [11]. Nonetheless, the above
defined constants are not the same in general.

Example 3.3. Let us consider B1, the ball centered at 0 of radius 1 in R2. Let U = [−τ, τ ]× {0} for some
τ ∈ (0, 1) and Ω = B1 \ U . One can easily show by the minimality of the ball for the Cheeger constant (see
(1.3)) that h(Ω) > h(B1). By a more delicate argument one might show also that

h(Ω) ≥ P (B1)

|B1|
+ 2H1(U) ≥ h1(B1) + 2τ

as long as τ is small enough. The very same example holds for λ1,1 in place of h.

Notice that in the previous examples we removed a (N-1)-dimensional manifold from a regular set (the
ball). We wish to investigate if this condition is somehow close to be sharp. The answer happens to be
positive, as shown in the next proposition.

Proposition 3.4. Let Ω be an open, bounded set of RN such that

P (Ω) = HN−1(∂Ω) < +∞ .

Then h1(Ω) = h(Ω) = λ1(Ω) = λ1,1(Ω).

Proof. We claim that, since P (Ω) = HN−1(∂Ω), the same happens for a minimizer E of h1(Ω), which exists
by Lemma 3.2. To show this, we first split the reduced boundary of E in the following way

∂∗E = (∂∗E ∩ ∂Ω) ∪ (∂∗E \ ∂Ω) .

From De Giorgi’s Theorem, it is well known that outside the contact points, i.e. in ∂∗E \ ∂Ω, the set E
is regular, so that HN−1(∂∗E \ ∂Ω) = HN−1(∂E \ ∂Ω), see for example [17, Proposition 3.5 (iv)]. As for
the contact points, we clearly have HN−1(∂∗E ∩ ∂Ω) ≤ HN−1(∂E ∩ ∂Ω). On the other hand, HN−1−a.e.
x ∈ ∂E ∩ ∂Ω belongs to ∂E ∩ ∂∗Ω, from our hypothesis on Ω and Federer’s Theorem. Finally, thanks to
[17, Prop. 3.5, point (vii)], any x ∈ ∂∗Ω ∩ ∂E belongs to ∂∗E (namely: ∂E meets ∂Ω tangentially), so that
HN−1(∂∗E ∩ ∂Ω) = HN−1(∂E ∩ ∂Ω). Summing up all the informations, we have

P (E) = HN−1(∂∗E)

= HN−1(∂∗E ∩ ∂Ω) +HN−1(∂∗E \ ∂Ω) = HN−1(∂∗E ∩ ∂Ω) +HN−1(∂E \ ∂Ω)

= HN−1(∂E ∩ ∂Ω) +HN−1(∂E \ ∂Ω) = HN−1(∂E) .

This shows the claim. From this fact, we can exploit [22, Theorem 1.1], which ensures the existence of a
sequence of smooth sets En compactly contained inside E, which approximate E both in L1 and in perimeter.
In particular,

h1(Ω) ≤ h(Ω) ≤ lim
n→+∞

P (En)

|En|
=
P (E)

|E|
= h1(Ω),

namely h1(Ω) = h(Ω).
Taking the same approximating sequence above En b E ⊂ Ω, we construct a sequence (un)n ⊂ C∞c (Ω)

such that ∫
Ω
|∇un|dx∫

Ω
|un|dx

=
P (E)

|E|
+ on(1). (3.1)

The sequence (un)n is defined as follows: we take un := ρε/2 ∗ (χEε
n
), where Aε is the set of points of A

whose distance from ∂A is larger than ε, and ρt is a positive mollifying kernel of total mass 1 and such
that the support of ρ1 is contained in a ball of radius 1. Notice that such a construction is admissible since
dist(∂E, ∂En) > 0. Moreover, the sequence satisfies (3.1). Recalling the definitions of λ1 and λ1,1, (3.1)
implies that λ1(Ω) ≤ λ1,1(Ω) ≤ h(Ω) = h1(Ω).

In order to conclude the proof, it is then enough to show that λ1(Ω) ≥ h1(Ω). To this aim, we recall that,
thanks to Lemma 3.2, λ1(Ω) is attained by a characteristic function of a set F ⊂ Ω, hence, recalling also the
characterization of the perimeter (2.1),

λ1(Ω) =
‖DχF ‖TV (RN )

‖χF ‖L1(Ω)
=
P (F )

|F |
≥ h1(Ω) . �
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We note that if Ω ⊂ RN is open, bounded and convex, then P (Ω) = HN−1(∂Ω), therefore all the definitions
of Cheeger constant are equivalent. In the rest of the paper, since we will be dealing with convex sets, we are
allowed to use any of the definitions, depending on what is more convenient.

Remark 3.5. Notice that, for sets of finite perimeter, the inequality P (E) ≤ HN−1(∂E) is always true, but
the equality does not hold in general as long as the HN−1− measure of E0 ∩ ∂E and E1 ∩ ∂E is nonzero,
as a consequence of Federer’s Theorem. The condition HN−1(E0 ∩ ∂E) > 0 is quite pathological. Indeed,
due to the fact that sets of finite relative perimeter satisfy density estimates on their boundary, whenever
this happens to be true, then E can not even support a relative isoperimetric inequality. For a proof see [21,
Lemma 3.5]. On the other hand, the condition HN−1(E1 ∩ ∂E) > 0 can hold even for self–Cheeger sets, as
shown in [18, Section 2].

Some important and difficult topics related to the Cheeger problem are, given an open, bounded set
Ω ⊂ RN , to study if its Cheeger set is unique, its regularity and whether Ω is self–Cheeger or not. In
particular, for our purposes, it is important to know that if Ω is convex, then EΩ is unique and has the
same regularity of Ω. This result has been proved by Alter and Caselles [1, Theorem 1], we recall it for
completeness.

Theorem 3.6 (Alter-Caselles). There is a unique Cheeger set inside any non-trivial open, bounded convex
set in RN . The Cheeger set is convex and of class C1,1.

4. Proof of Theorem 1.1

This section is devoted to the proof of the existence result of a minimizer for the shape functional T
1

N+2

2 h1

among bounded open convex sets.
A key tool will be the adaptation of the well-known John’s Lemma [14]. We state it on the class of open,

bounded convex sets, though it is more often stated in the class of convex bodies. Clearly the two formulations
are equivalent.

Here and in the rest of the paper we say that A . B if there exists a constant C depending only on the
dimension N such that A ≤ CB. We say that A ' B if A . B . A.

Lemma 4.1. Let Ω ⊂ RN be an open, bounded convex set. Then there exists a (open) parallelepiped K such
that

K ⊂ Ω ⊂ C(N)K,

where C(N) > 0 is a constant which only depends on the dimension N . In particular, |Ω| ' |K| and
diam(Ω) ' diam(K).

Proof of Theorem 1.1. Let (Ωn)n be a minimizing sequence for T
1

N+2

2 h1 among open convex sets of RN .
Since the functional is scale invariant, we may assume that |Ωn| = 1 for every n ∈ N. Let us prove that the
diameters (diam(Ωn))n are uniformly bounded. Assume by contradiction that this is not true, hence there
exists a subsequence (not relabeled) with diameters diverging to +∞.

Let us consider the associated sequence (Kn)n of parallelepipeds provided by Lemma 4.1. By construction,
we have that

|Kn| ' 1, diam(Kn)→ +∞.
It is now convenient to rewrite Kn as a scaling of a parallelepid of volume 1, as follows:

Kn = |Kn|1/NQn with |Qn| = 1.

Without loss of generality (up to a rotation and a translation), we may take Qn of the form

Qn := (0, `
(n)
1 )× . . .× (0, `

(n)
N ),

with
ΠN
i=1`

(n)
i = 1

and with ordered sides
0 < `

(n)
i ≤ `(n)

j ∀ 1 ≤ i < j ≤ N.
The assumption diam(Kn) → +∞ entails that also diam(Qn) → +∞. This fact, together with |Qn| = 1,
implies that for n→∞

`
(n)
N → +∞ and `

(n)
1 → 0.

Using the monotonicity of T2 and h1 with respect to set inclusion, we infer that

T
1

N+2

2 (Ωn)h1(Ωn) ≥ 1

C(N)
T

1
N+2

2 (Kn)h1(Kn) =
1

C(N)
T

1
N+2

2 (Qn)h1(Qn), (4.1)
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where C(N) is the constant appearing in Lemma 4.1. Let us bound from below the two functionals h1 and
T2, computed at Qn. On the one hand, we exploit the following estimate, proved in [3, Corollary 5.2]: for
every Ω ⊂ RN open bounded convex set, there holds

h1(Ω) ≥ 1

N

P (Ω)

|Ω|
.

Taking Ω = Qn, recalling the assumption |Qn| = Πi`
(n)
i = 1, and computing

P (Qn) =

N∑
i=1

Πi6=j`
(n)
j =

N∑
i=1

1

`
(n)
i

≥ 1

`
(n)
1

,

we infer that

h1(Qn) ≥ 1

N

1

`
(n)
1

. (4.2)

Let us now pass to the torsional rigidity. By definition, for every u ∈W 1,2
0 (Qn) \ {0}, we have

T2(Qn) ≥

(∫
Qn

u(x) dx
)2∫

Qn
|∇u(x)|2 dx

.

Writing RN 3 x = (x1, . . . , xN ), we take u(x) := ΠN
i=1 sin(πxi/`

(n)
i ). The function u clearly belongs to

W 1,2
0 (Qn) \ {0}. The numerator of the Rayleigh quotient above is a constant, which only depends on N :∫

Qn

u(x) dx = ΠN
i=1

∫ `
(n)
i

0

sin(πxi/`
(n)
i ) dxi = ΠN

i=1

`
(n)
i

π

∫ π

0

sin(t) dt =

(
2

π

)N
ΠN
i=1`

(n)
i =

(
2

π

)N
.

As for the denominator, since

(∇u(x))i =
π

`
(n)
i

cos(πxi/`
(n)
i )Πj 6=i sin(πxj/`

(n)
j ),

we obtain∫
Qn

|∇u(x)|2 dx = π2
N∑
i=1

1(
`
(n)
i

)2

∫ `
(n)
i

0

cos2(πxi/`
(n)
i ) dxiΠj 6=i

∫ `
(n)
j

0

sin2(πxj/`
(n)
j ) dxj =

π2

2N

N∑
i=1

1(
`
(n)
i

)2 .

All in all we obtain

T2(Qn) ≥ 4N

πN+2

 N∑
i=1

1(
`
(n)
i

)2


−1

≥ 4N

πN+2

N 1(
`
(n)
1

)2


−1

=
4N

NπN+2

(
`
(n)
1

)2

, (4.3)

where, in the second inequality, we have used the assumption `
(n)
i ≥ `(n)

1 .
By combining (4.2) with (4.3) we get

T
1

N+2

2 (Qn)h1(Qn) ≥ C̃(N)
1(

`
(n)
1

) N
N+2

where for brevity we have set C̃(N) := 4
N

N+2 /(πN1+ 1
N+2 ).

Letting n → ∞, we conclude that T
1

N+2

2 (Qn)h1(Qn) goes to +∞. This, together with (4.1), provides a
contradiction.

We have thus showed that the minimizing sequence (Ωn)n with |Ωn| = 1 has uniformly bounded diameter.
In order to conclude, we apply the Blaschke selection theorem: this guarantees the existence of a subsequence
converging to an open, bounded convex Ω∗, with respect to the complementary Hausdorff distance; with
respect to such a convergence, both T2 and h1 are continuous (see, e.g., [13] for the continuity of T2 and [19]
for the continuity of h1), implying that the shape Ω∗ is a minimizer. This concludes the proof. �
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5. Kohler-Jobin rearrangement technique

We present here a possible strategy to attack Conjecture 1.2, which is based on the Kohler-Jobin radial
rearrangement technique, later extended by Brasco to the nonlinear case p 6= 2. In this section we write
a short explanation of this tool and its application in our setting (see Lemma 5.7). At the same time, we
introduce some notations used in the sequel.

Remark 5.1. In this section we shall work with the p-torsion and its associated Kohler-Jobin rearrangement
for general p > 1. This will allow us to construct a peculiar rearrangement by means of a limit argument as
p→ 1.

The cornerstone of the Kohler-Jobin inequality is a rearrangement inequality which acts as follows: given
1 < p < +∞ and a non-negative function u in the Sobolev space W 1,p

0 (Ω), one constructs a rearrangement

u∗ of u, belonging to W 1,p
0 (B) for some ball B with Tp(Ω) ≥ Tp(B), such that∫

Ω

|∇u|pdx =

∫
B

|∇u∗|pdx and

∫
Ω

|u|qdx ≤
∫
B

|u∗|qdx , q ∈ [1,+∞) . (5.1)

A somehow natural idea, in order to obtain the Kohler-Jobin inequality, is to consider the function u∗ such
that any level set of u∗ is a ball Br(t) centered at 0 with

Tp(Br(t)) = Tp({u > t}) .

Unfortunately this idea fails. In particular, the second requirement in (5.1) can not hold in general: if {u > t}
is not a ball for too many values of t, then∫

Ω

|u|qdx >
∫
B

|u∗|qdx ,

from the Saint-Venant inequality (while nothing can be said on the Lp-norms of the gradients).
This suggests that the rearrangement must somehow take into account the other level sets of u. The

successful idea of Kohler-Jobin was to introduce the following modification of the torsional rigidity.

Definition 5.2 ([4, 15]). Let Ω be an open, bounded set and 1 < p < +∞. We say that u ∈W 1,p
0 (Ω)∩L∞(Ω)

is a reference function for Ω if u ≥ 0 in Ω and

t 7→ |{x ∈ Ω : u(x) > t}|∫
{u=t} |∇u|p−1 dHN−1

∈ L∞([0, ‖u‖L∞(Ω)]) . (5.2)

We call Ap(Ω) the set of all (p-)reference functions for Ω.
Then, for any u ∈ Ap(Ω), the modified torsional rigidity is the functional, depending on p, Ω and u, defined
by

Tp,mod(Ω, u) =

(
p

p− 1
sup

{∫
Ω

g ◦ udx− 1

p

∫
Ω

|∇g ◦ u|pdx : g ∈ Lip[0, ‖u‖L∞(Ω)], g(0) = 0

})p−1

.

We note that with g(x) = x in the definition of Tp,mod we are back to the usual torsional rigidity, see (1.2).
The features of Tp,mod that will be used later are collected in the next Lemma (for the proof, we refer to

[4, Proposition 3.8] and [15]).

Lemma 5.3. Let 1 < p < +∞, Ω ⊂ RN be an open, bounded set, and u ∈ Ap(Ω). Then

(i) Tp,mod(Ω, u) ≤ Tp(Ω);
(ii) if B is a ball such that Tp,mod(Ω, u) = Tp(B), then |B| ≤ |Ω|. Equality holds in the latter if and only

if Ω = B and u is a radial function.

The idea in [15, 16, 4] is then the following: given u ∈ Ap(Ω), define u∗ as the function such that for any
t ∈ [0, ‖u‖L∞(Ω)], the set {u∗p > ψ(t)} is a ball with p−torsional rigidity equal to Tp,mod({u > t}, (u − t)+),
where for a function f we call f+ = max{f, 0} the positive part of f . Here ψ(t) is a suitably chosen decreasing
function. Its definition is quite implicit and it is the core of the rearrangement. Here we only stress that
in general if Ω is not a ball, ψ can not be the identity. With this construction, it is possible to show a
rearrangement result as follows (for a proof we refer to [4, Proposition 4.1 and Remark 4.3] and [15]).

The following theorem contains the key features of the aforementioned rearrangement.
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Theorem 5.4 (Kohler-Jobin Rearrangement Theorem). Let 1 < p < +∞, Ω ⊂ RN be an open, bounded set,
u ∈ Ap(Ω), and Bp the origin centered ball such that Tp(B

p) = Tp,mod(Ω, u). Then, for every q ≥ 1, there

exists a radially symmetric decreasing function u∗p ∈W
1,p
0 (Bp), such that∫

Ω

|∇u|pdx =

∫
Bp

|∇u∗p|pdx and

∫
Ω

|u|qdx ≤
∫
Bp

|u∗p|qdx .

Moreover, if q > 1, equality holds in the latter if and only if u is already a radially decreasing function.

In the sequel we will call such an u∗p Kohler-Jobin rearrangement of u.

Remark 5.5. We note that while in [4, Proposition 4.1] the case q = 1 is not included, it is observed in [4,
Remark 4.3] that it still holds (though the lack of strong convexity of the power does not allow to treat the
equality cases).

We can not apply directly the Kohler-Jobin rearrangement for our aims, but a sort of limiting version will
serve our purposes. To this scope let us consider a function u ∈ A(Ω), where

A(Ω) :=
⋂

r∈(1,2]

Ar(Ω).

Then, for every r ∈ (1, 2], it is well-defined

u∗r ∈W
1,r
0 (Br) ⊂ BV0(Br) = {v ∈ BV (Br) : v = 0 outside of Br },

the Kohler-Jobin rearrangement of u, whereBr is a ball centered at the origin such that Tr(B
r) = Tr,mod(Ω, u).

We extend to zero u∗r outside Br, if needed. Let us first show that the balls Br have radii uniformly bounded,
thus they are all contained in a big ball BR for some R > 1. In fact, first of all, using the monotonicity of Tr
and the definition of Tr,mod, we have (using also the Saint-Venant inequality)

Tr(B
r) = Tr,mod(Ω, u) ≤ Tr(Ω) ≤ Tr(B1)

(
|Ω|
ωN

) r(N+1)−N
N

.

On the other hand, by scaling, calling ρ(r) the radius of Br, we have

Tr(B
r) = ρ(r)r(N+1)−NTr(B1),

where B1 is the ball with unit radius centered in the origin. Therefore, we have that

ρ(r) ≤ C(N)|Ω|1/N ,

and we conclude that ρ(r) is uniformly bounded for r ∈ (1, 2], whence the balls Br are uniformly bounded as
desired, namely all contained in a big ball BR for some R > 1.

Now, we observe that, using Hölder inequality and the fact that u ∈W 1,r(Ω) for all r ∈ (1, 2],∫
BR

|∇u∗r |dx =

∫
Br

|∇u∗r |dx ≤ |Br|1/r
′
(∫

Br

|∇u∗r |r dx

)1/r

≤ |BR|1/r
′
(∫

Ω

|∇u|r dx

)1/r

≤ C,

for some positive constant C = C(u,Ω) independent of r. Thus (u∗r)r is uniformly bounded in W 1,1
0 (BR) ⊂

BV0(BR), hence u∗r ⇀ u] weakly in BV0(BR) as r → 1+ for some u] ∈ BV0(BR). As a consequence there
holds, using also the lower semicontinuity of the total variation,

‖Du]‖TV (B]) ≤ lim inf
r→1

∫
Br

|∇u∗r |dx = lim inf
r→1

lim
s→1

∫
Br

|∇u∗r |s dx

= lim inf
r→1

lim
s→1

∫
Ω

|∇u|s dx =

∫
Ω

|∇u|dx, (5.3)∫
B]

|u]|q dx = lim inf
r→1

∫
Br

|u∗r |q dx ≥
∫

Ω

|u|q dx, (5.4)

for all q ∈ [1, 1∗), and calling B] := {u] > 0}. Notice that the support of u], B], is a ball. We are now in
position to state our hypothesis.

Main hypothesis 5.6. Let u ∈ A(Ω). Let u] be the function constructed above and let B] := {u] > 0}. Let
BΩ,u be the ball such that T2(BΩ,u) = T2,mod(Ω, u).

We assume that

B] ⊆ BΩ,u. (5.5)
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We shall apply Hypothesis 5.6 to a particular family (ϕn)n of functions in A(Ω), which are a minimizing
sequence for the Cheeger constant of Ω, that is,∫

Ω
|∇ϕn|dx∫

Ω
|ϕn|dx

−→ λ1,1(Ω), as n→∞ .

The existence of such an approximating sequence (ϕn)n is not guaranteed in general, but it can be found for
Ω regular enough and self–Cheeger, as we prove in the next Lemma.

Lemma 5.7. Let Ω be an open, bounded, convex set and self–Cheeger. For n ∈ N \ {0} we call Ωn :=
{x ∈ Ω : dist(x, ∂Ω) > 1/n} , and we define

ϕn(x) :=

{
1 if x ∈ Ωn

n dist(x, ∂Ω) if x ∈ Ω \ Ωn.

For all n ∈ N such that Ωn 6= ∅, we have ϕn ∈ A(Ω) and moreover, as n→∞,

R(ϕn) :=

∫
Ω
|∇ϕn|dx∫

Ω
|ϕn|dx

−→ λ1,1(Ω).

Proof. The fact that ϕn ∈W 1,2
0 (Ω)∩L∞(Ω) is immediate because the functions are by construction Lipschitz

continuous on a bounded set. Moreover, since

|∇ϕn(x)| =

{
0 if x ∈ Ωn

n if x ∈ Ω \ Ωn,

one easily deduces that ϕn ∈ Ap(Ω) for all 1 < p ≤ 2, because for all t ∈ (0, 1), the isoperimetric inequality
entails that

|{x ∈ Ω : ϕn(x) > t}|∫
{ϕn=t} |∇ϕn|p−1 dHN−1

=
|{ϕn > t}|

np−1HN−1({ϕn = t})
≤ C(N)

np−1
|{ϕn > t}|1/N ,

so condition (5.2) is satisfied. We compute now∫
Ω

|ϕn|dx =

∫
Ωn

1 dx+

∫
Ω\Ωn

|ϕn|dx = |Ωn|+
∫

Ω\Ωn

|ϕn|dx ≤ |Ωn|+ |Ω \ Ωn| −→ |Ω| as n→∞ ,

using also the fact that ϕn ≤ 1. We observe moreover that, by coarea (and recalling that Ω1/t = {x ∈ Ω :
dist(x, ∂Ω) > t}),∫

Ω

|∇ϕn|dx = n

∫
Ω\Ωn

|∇dist(x, ∂Ω)|dx = n |Ω \ Ωn| = n

∫ 1/n

0

HN−1(∂Ω1/t) dt→ HN−1(∂Ω)

as n → ∞. Notice that the map t 7→ HN−1(∂Ω1/t) is continuous as Ω is convex. The conclusion of the
Lemma easily follows from the assumption that Ω is self–Cheeger. �

6. Proof of Theorem 1.4

This section is devoted to the proof of Theorem 1.4, which shows the validity of Conjecture 1.2, under the
assumption concerning the existence of a suitable rearrangement, explained in Section 5.

6.1. The Cheeger-Kohler-Jobin inequality for convex sets. We begin with a simple but useful result,
which states that the minimization of T2(·)θλ1,1(·) among convex sets can be equivalently performed in the

subclass of self–Cheeger sets, that is, if λ1,1(Ω) = P (Ω)
|Ω| .

Lemma 6.1. Let θ = 1
N+2 . Then

inf
{
T2(Ω)θλ1,1(Ω) : Ω ⊂ RN , open, bounded and convex

}
= inf

{
T2(Ω)θλ1,1(Ω) : Ω ⊂ RN , open, bounded, convex and self–Cheeger

}
.

(6.1)

Proof. The left hand side is clearly smaller than or equal to the right hand side. In order to prove equality, we
assume for the sake of contradiction that the strict inequality holds. Then, given a convex set Ω, its Cheeger
set EΩ is convex too (see [1]) and by definition it satisfies λ1,1(EΩ) = λ1,1(Ω). Moreover we can consider EΩ

to be open without loss of generality, because the convexity entails λ1,1(EΩ) = λ1,1(E◦Ω); hence EΩ ⊂ Ω. If
Ω is not self–Cheeger, then cap1(Ω \ EΩ) > 0; in particular cap2(Ω \ EΩ) > 0, so that T2(Ω) > T2(EΩ). All
in all, EΩ is a better competitor for T2(·)θλ1,1(·) in the left hand side in (6.1). Clearly EΩ is self–Cheeger,
thus the strict inequality does not hold and we have reached a contradiction. �
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We are now in position to prove Theorem 1.4, namely the Cheeger-Kohler-Jobin inequality, if Hypothesis 5.6
holds.

Proof of Theorem 1.4. We consider an open, bounded convex set Ω ⊂ RN . Without loss of generality we
suppose it is also self–Cheeger, thanks to Lemma 6.1. Thus, we can apply Lemma 5.7, in order to build a
sequence of non-negative functions (ϕn)n ⊂ A(Ω), for n ∈ N, such that

R(ϕn) :=

∫
Ω
|∇ϕn|dx∫

Ω
|ϕn|dx

−→ λ1,1(Ω), as n→∞ .

By applying the rearrangement described in Section 5 to ϕn ∈ A(Ω), exploiting the bounds (5.3) and (5.4)
with q = 1, we find a function ϕ]n such that

R(ϕn) ≥ R(ϕ]n) =

∫
B],n
|∇ϕ]n|dx∫

B],n
|ϕ]n|dx

,

where, with a slight abuse of notation, we have denoted B],n the ball {ϕ]n > 0}, while we will call Bn the ball
such that T2(Bn) = T2,mod(Ω, ϕn) . This yields, for θ = 1

N+2 ,

T2(Ω)θR(ϕn) ≥ T2,mod(Ω, ϕn)θR(ϕn) = T2(Bn)θR(ϕn) ≥ T2(Bn)θR(ϕ]n) ≥ T2(Bn)θλ1,1(B],n) ,

where the first inequality follows from Lemma 5.3, while the last one is true since ϕ]n is an admissible function
for the infimum defining λ1,1(B],n). Using now Hypothesis 5.6, namely B],n ⊂ Bn, and the monotonicity of
λ1,1, we deduce

T2(Ω)θR(ϕn) ≥ T2(Bn)θλ1,1(B],n) ≥ T2(Bn)θλ1,1(Bn) . (6.2)

We observe that the quantity on the right-hand side of the chain of inequalities in (6.2) is constant since the
functional T θ2 (·)λ1,1(·) is scale invariant and Bn are all balls. Hence, passing to the limit as n → ∞ on the
left-hand side, we obtain

T2(Ω)θλ1,1(Ω) = lim sup
n→∞

T2(Ω)θR(ϕn) ≥ T2(Bn)θλ1,1(Bn) = T2(B)θλ1,1(B) ,

where B is any ball. �

7. Proof of the quantitative estimate for the Cheeger constant

We offer here the proof of Corollary 1.6, assuming that Conjecture 1.2 holds. We remark that it is a
modification of the combination of a Kohler-Jobin type inequality with a quantitative Saint-Venant inequality
proposed in [5]. We recall that the quantitative Saint-Venant inequality proved in [5, Section 5, Proof of Main
Theorem] reads as

T2(B)|B|−
N+2
N − T2(Ω)|Ω|−

N+2
N ≥ τ(N)α(Ω)2 , (7.1)

where τ = τ(N) > 0 is a dimensional constant and α the Fraenkel asymmetry defined in (2.3).

Proof of Corollary 1.6. Since inequality (1.6) is scale invariant, we may assume without loss of generality
that Ω and B have the same measure, say 1. Moreover, for brevity of notation, we will denote by θ the
homogeneity exponent θ := 1/(N + 2), and by τ the dimensional constant appearing in (7.1). Thanks to the
Cheeger–Kohler-Jobin estimate (1.5), we have

h1(Ω)

h1(B)
− 1 ≥

(
T2(B)

T2(Ω)

)θ
− 1 .

We now distinguish two cases: T2(B)/T2(Ω) > 2 and T2(B)/T2(Ω) ∈ [1, 2]. In the former, exploiting the
easy bound τα2(Ω) ≤ T2(B), we obtain

h1(Ω)

h1(B)
− 1 ≥ 2θ − 1 ≥ (2θ − 1)

τα2(Ω)

T2(B)
. (7.2)

In the latter, we use the concavity of the function x 7→ xθ, being 0 < θ = 1/(N + 2) < 1. For every x ∈ [1, 2],
we have

xθ = ((2− x) + 2(x− 1))θ ≥ (2− x) + 2θ(x− 1) , (7.3)
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since 2− x and x− 1 are both in [0, 1] and their sum is 1. By applying (7.3) to x = T2(B)/T2(Ω), we obtain

h1(Ω)

h1(B)
− 1 ≥

(
2− T2(B)

T2(Ω)

)
+ 2θ

(
T2(B)

T2(Ω)
− 1

)
− 1 = (2θ − 1)

(
T2(B)

T2(Ω)
− 1

)
≥ (2θ − 1)

τα2(Ω)

T2(Ω)
≥ (2θ − 1)

τα2(Ω)

T2(B)
.

(7.4)

Finally, combining (7.2) and (7.4), we conclude the proof of (1.6) with

σ :=
τ(2θ − 1)h1(B)

T2(B)
,

where B denotes an N -dimensional ball of unit measure.
Eventually, we notice that the exponent 2 is sharp. Indeed it is enough to consider the family of ellipsoids

Ωε = γε

{
(x1, . . . , xN ) :

N−1∑
i=1

x2
i + (1 + ε)x2

N ≤ 1
}
,

where γε > 0 is such that |Ωε| = 1. A simple computation shows that P (Ωε) − P (B) ' ε2 while α(Ωε) ' ε
as ε→ 0. On the other hand, since B is self-Cheeger,

h1(Ωε)− h1(B) ≤ P (Ωε)− P (B) ' ε2 .

This concludes the proof. �

References

[1] F. Alter, V. Caselles, Uniqueness of the Cheeger set of a convex body, Nonlinear Anal. 70, no. 1, 32–44 (2009)

[2] L. Ambrosio, N. Fusco, D. Pallara, Functions of bounded variation and free discontinuity problems, Oxford Mathematical
Monographs, Oxford University Press, New York, 2000.

[3] L. Brasco, On principal frequencies and inradius in convex sets, Bruno Pini Mathematical Seminar 9, 78–101 (2018)

[4] L. Brasco, On torsional rigidity and principal frequencies: an invitation to the Kohler-Jobin rearrangement technique,
ESAIM: COCV 20, no. 2, 315–338 (2014)

[5] L. Brasco, G. De Philippis, B. Velichkov, Faber-Krahn inequalities in sharp quantitative form, Duke Math. J. 164, no. 9,

1777–1831 (2015)
[6] J. Cheeger. A lower bound for the smallest eigenvalue of the Laplacian. In problems in analysis (papers dedicated to Solomon

Bochner, 1969, 195-199). Princeton Univ. Press, 1970.

[7] M. Cicalese, G. P. Leonardi, Best constants for the isoperimetric inequality in quantitative form, J. Eur. Math. Soc. 15,
1101–1129 (2013)

[8] L. C. Evans, R. F. Gariepy, Measure theory and fine properties of functions, CRC Press, Advanced Studies in Mathematics,
1992.

[9] A. Figalli, F. Maggi, A. Pratelli, A mass transportation approach to quantitative isoperimetric inequalities, Invent. Math.

182, 167–211 (2010)
[10] A. Figalli, F. Maggi, A. Pratelli, A note on Cheeger sets, Proc. Amer. Math. Soc. 137, no. 6, 2057–2062 (2009)

[11] V. Fridman, B. Kawohl, Isoperimetric estimates for the first eigenvalue of the p-Laplace operator and the Cheeger constant,

Comment. Math. Univ. Carolin. 44, no. 4, 659–667 (2003)
[12] N. Fusco, F. Maggi, A. Pratelli, The sharp quantitative isoperimetric inequality, Ann. of Math. 168, 941–980 (2008)

[13] A. Henrot, Extremum problems for eigenvalues of elliptic operators, Frontiers in Mathematics. Birkhäuser Verlag, Basel,
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