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1. Introduction

The k-bubble problem consists in separating k given volumes with the least perimeter. An important
literature is dedicated to this problem, which is very well described in the beautiful book of Morgan [49]. In
particular, in the special case k = 1, the k-bubble problem simplifies to the isoperimetric problem. For k = 2,
Plateau [55] empirically observed that the optimal configuration is the standard double bubble, that is two
spherical caps separated by a spherical cap or a flat disk, meeting at angles of 120 degrees. This observation
has been stated as a conjecture by Foisy-Morgan-Sullivan [23,48,61]. The 2-bubble conjecture was solved by
Foisy-Alfaro-Brock-Hodges-Zimba in R2 [24], see also the important contributions of Morgan-Wichiramala
[50], of Dorff-Lawlor-Sampson-Wilson [18] and of Cicalese-Leonardi-Maggi [5]. In R3, the 2-bubble conjecture
for bubbles of equal volume was settled by Hass-Hutchings-Schlafly in [28] and by Hass-Schlafly [31], and for
general volumes it was solved by Hutchings-Morgan-Ritoré-Ros [32, 33], see also the structural analysis of
2-bubbles by Hutchings [31]. The 2-bubble conjecture was then solved by Heilmann-Lai-Reichardt-Spielman in
R4 [29] and by Reichardt in Rn [56], see also the alternative proof of Lawlor [38] for arbitrary interface weights.
Morgan-Sullivan [61] have conjectured the optimal shape for every k, referring to it as the standard k-bubble:

Conjecture ([61]). The standard k-bubble in Rn (1 ≤ k ≤ n+ 1) is the unique minimizer enclosing k regions
of prescribed volume.

In R2 the 3-bubble conjecture was proved by Wichiramala [65], and the 4-bubble conjecture for bubbles
of equal volume was proved by Paolini-Tortorelli-Tamagnini [52, 53]. Recently, Milman-Neeman proved
the above conjecture for all k ≤ min{4, n} both in Rn and in Sn in the groundbreaking result [46], that
is, they reproved the 2-bubble conjecture for n ≥ 2 and they solved the 3-bubble conjecture for n ≥ 3 and
the 4-bubble conjecture for n ≥ 4. In a previous work [47], they also solved this problem in the Gaussian setting.

For k = 1, finite unions of minimizers can be also characterized as the only critical points for the isoperimetric
problem. This is the celebrated Alexandrov’s theorem [2] for smooth bubbles, which has been generalized
to finite perimeter sets by Delgadino-Maggi [17]. Afterwards, an alternative proof has been provided for
anisotropic perimeters [12]. Moreover, quantitative stability versions of these rigidity theorems have been
showed in [10,11, 15]. However, to the best of our knowledge, the characterization of the critical points of the
k-bubble problem is completely open for k ≥ 2.

In this paper we start investigating critical points for k ≥ 2. More precisely, we characterize the criti-
cal configurations of the 2-bubble problem in Rn and the 3-bubble problem in R3, in the case the bubbles are
convex. These problems will be referred to as the double bubble and the triple bubble problem, respectively,
throughout the paper. To achieve this, we combine a variety of tools, among which structural analysis of
stationary varifolds, the moving plane method, convex analysis, conformal geometry and the regularity theory
for free boundary problems. Our results can be informally summarized as follows.

Theorem. For the k-bubble problem under the convexity assumption, the only stationary configurations are:
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• if k = 2:
– two disjoint (possibly tangent) balls;
– the standard double bubble;

• if k = 3:
– three disjoint (possibly tangent) balls;
– a ball and a standard double bubble, disjoint but possibly tangent;
– a lined-up triple bubble, as in Definition 5.1;
– the standard triple bubble, as in Definition 5.2.

With a more articulated combinatorics and with a similar machinery to the one developed in this paper, one
could investigate the critical points for k ≥ 4. This would pave the way to better understand the conjecture
above for the missing case k = 4 in R3 and k ≥ 5 in Rn, in case the bubbles have equal volumes. Clearly a
significant amount of work in this direction is still needed, as a crucial step would be to prove that a minimizer
for the k-bubble problem with bubbles of equal volumes consists of convex bubbles.

We provide here a brief outline of the proof of the main theorem. The first step is to use fine proper-
ties in convex analysis to locally parametrize in a suitable way the bubbles on the stationary tangent varifolds
at every point. Subsequently, combinatorial arguments together with the stationarity of the cluster, provide a
finite amount of configurations of bubbles separated by hyperplanes. One of the most difficult parts of the
paper is to uniquely characterize, or at least extract enough information on, the shape of the single bubbles
in these configurations. To this aim, we first prove the regularity of the bubbles up to the free boundary of
the contact regions with the separating hyperplanes. In particular, we deduce the well-known fact that the
bubbles are constant mean curvature surfaces, meeting at almost every point the separating hyperplanes with
a constant angle of 120 degrees. Thus we can forget about the whole k-bubble and focus separately on the
single bubbles forming the cluster. Indeed, a crucial part of the proof consists in studying capillary surfaces in
various geometric configurations. Due to the importance of the theory of capillarity in our proof, let us briefly
review the main techniques and results concerning them, to put our strategy into context. Given the vastness
of the topic, we cannot provide an exhaustive literature review on capillary surfaces and we refer the reader to
[4, 7, 34,40,42,51,54] and references therein for a more complete state of the art.

A capillary hypersurface S in a container C is a constant mean curvature hypersurface whose boundary
touches the boundary ∂C forming a constant angle γ. Due to their importance in geometry and physics, these
objects have a long history, see the introduction to [21], and have been considered under various assumptions on
S, C and γ. Various questions can be formulated about these objects, but in our case the most interesting one
is whether, for specific C and γ, S can be characterized. In most instances, the actual question is whether S has
to be a piece of a sphere. In our case, S is the boundary of a convex set, C is either a half-space, or a strip or
a wedge, i.e. a convex sector bounded by two hyperplanes meeting at a line, and γ will always be equal to 120
degrees. The case in which C is a half-space or a strip can be handled by the Alexandrov moving plane method,
which requires the regularity of S up to the boundary. At present, other methods are available to study in much
more detail at least the case in which C is a half-space, see for instance the recent papers [16, 63]. The case in
which C is a wedge gives rise to many more complications, and it is the reason why we need to restrict ourselves
to R3 in the case k = 3. In particular, restricting to surfaces of dimension two allows the use of powerful tools
from conformal geometry. Let π1, π2 be the two half-hyperplanes defining ∂C and meeting at a line L. We
assume S intersects both π1 and π2 in sets of dimension two. If the surface S does not touch L, then we can
employ the spherical reflection method developed in [42,54] to infer that S is part of a sphere. If S touches
L in a segment, then we need to adapt [7], which in turn is based on a careful study of the so-called Hopf
differential of S. The case in which S touches L in a single point is by far the most complicated, see Section
3.4. In fact, we are not able to show a priori that a convex capillary surface with those properties is necessarily
part of a sphere, but we will be able to infer enough information on the single surface S that we can completely
characterize the 3-bubble to which it belongs. One of the difficulties in this case is that S may not be smooth
up to the intersection point with L, and hence we cannot employ the very recent work [34] to conclude that S is
part of a sphere. Once we have deduced enough information on the single surfaces forming the 3-bubble, we can
then study the cluster as a whole and, with further arguments, conclude whether it is a stationary cluster or not.

We conclude the introduction by outlining the structure of the paper. In Section 2 we give the notation used
throughout the paper. In Section 3 we prove important consequences of the convexity assumption on the
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bubbles and of the stationarity of the clusters. In Section 4-5 we prove the main theorem respectively for
k = 2 and k = 3. To conclude, in Appendix A we recall the computation of the first variation for the k-bubble
problem.

Acknowledgments. A. De Rosa has been partially supported by the NSF DMS Grant No. 1906451, the NSF
DMS Grant No. 2112311 and the NSF DMS CAREER Award No. 2143124. Both authors are grateful to
Bozhidar Velichkov and Xavier Fernández-Real for useful discussion about free boundary regularity and to
Jonas Hirsch for his insights about conformal geometry.

2. Notation

2.1. Basic notation. Given A,B ∈ Rn×n and v, w ∈ Rn, we denote the inner products as 〈A,B〉 :=∑n
ij=1AijBij and (v, w) :=

∑n
i=1 viwi. |A| and |v| will be the norms induced by the previous inner products.

At will denote the transpose of A.

For a set E ⊂ Rn, we write E, int(E) and ∂E for the closure, the interior and the boundary of the set,
respectively. For a set E, the symbol sE for s > 0 denotes the dilation of E by s. Eventually, for every
m-dimensional plane π of Rn, we will denote by pπ the orthogonal projection onto π. Given any set A ⊂ Rn,
we denote with Bε(A) := {x ∈ Rn : dist(x,A) < ε} the ε-tubular neighborhood of A. For two distinct points
x1, x2 ∈ Rn, we write [x1, x2] for the closed segment connecting x1 and x2 and (x1, x2) for the open one. For
every subset X ⊂ Rd, we define the convex hull of X as co (X). The open ball in Rn of radius r and center
x ∈ Rn will be denoted with Br(x), while we will denote with Bπr (z) := Br(z) ∩ π the m-dimensional ball
contained inside the m-dimensional plane π of radius r centered in z ∈ π. Given a plane π and α, β > 0, we
define the cylindrical neighborhoods of the point x ∈ π ⊂ Rn as follows:

Bπα,β(x) := {y ∈ Rn : pπ(y) ∈ Bπα(x) and dist(y, π) < β}.

If ϕ : π → R is a function and π is a hyperplane with normal ν, we will denote the epigraph of ϕ with

Epiπ(ϕ) := {y + aν ∈ Rn : a > ϕ(y), y ∈ π}.

2.2. Measures and rectifiable sets. Given a locally compact separable metric space Y , we denote byM(Y )
the set of positive Radon measure on Y . Given a Radon measure µ we denote by spt(µ) its support. For a
Borel set E, µxE is the restriction of µ to E, i.e. the measure defined by [µxE](A) = µ(E ∩A) for all Borel
set A. If η : Rn → Rn is a proper (i.e. η−1(K) is compact for every K ⊂ Rn compact), Borel map and µ is
a Radon measure, we let η#µ = µ ◦ η−1 be the push-forward of µ through η. Let Hm be the m-dimensional
Hausdorff measure. A set K ⊂ Rn is said to be m-rectifiable if it can be covered, up to an Hm-negligible set,
by countably many C1 m-dimensional submanifolds. Given a m-rectifiable set K, we denote with TxK the
approximate tangent space of K at x, which exists for Hm-almost every point x ∈ K, [59, Chapter 3].

2.3. Varifolds. We will useG(n,m) to denote the Grassmanian of (un-oriented)m-dimensional linear subspaces
in Rn, often referred to as m-planes. Moreover, we identify the spaces

G(n,m) = {P ∈ Rn×n : P = P t, P 2 = P, tr(P ) = m}. (2.1)

Notice that form = n−1, every element P ∈ G(n,m) can be written as P = idn−ν⊗ν, for a unit vector ν ∈ Rn.

An m-dimensional varifold V in Rn is a Radon measure on Rn × G(n,m). The varifold V is said to be
rectifiable if there exists an m-rectifiable set Γ and an HmxΓ-measurable function θ : Γ→ (0,∞) such that

V (f) =
ˆ

Γ
f(x, TxΓ)θ(x)dHm(x), ∀f ∈ Cc(Rn ×G(n,m)).

In this case, we denote V = (Γ, θ). If moreover θ takes values in N, V is said integer rectifiable. If θ = 1
HmxΓ-a.e., then we will write V = JΓK. We will use ‖V ‖ to denote the projection in Rn of the measure V , i.e.

‖V ‖(A) := V (A×G(n,m)), ∀A ⊆ Rn, A Borel.

Hence ‖V ‖ = p#V , where p : RN ×G(n,m)→ Rn is the projection onto the first factor and the push-forward
is intended in the sense of Radon measures. With a slight abuse of notation, we will often write V xA rather
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than V x(A×G(n,m)). Given an m-rectifiable varifold V = (Σ, θ) and ψ : Σ→ Rn Lipschitz and proper, the
image varifold of V under ψ is defined by

ψ#V := (ψ(Σ), θ̃), where θ̃(y) :=
∑

x∈Σ∩ψ−1(y)

θ(x).

Since ψ is proper, we have that θ̃Hmxψ(Σ) is a Radon measure. By the area formula we get

ψ#V (f) =
ˆ
ψ(Σ)

f(x, TxΣ)θ̃(x)dHm(x) =
ˆ

Σ
f(ψ(x), dxψ(TxΣ))Jψ(x, TxΣ)θ(x)dHm(x),

for every f ∈ C0
c (RN ×G(n,m)). Here dxψ(S) is the image of S under the linear map dxψ(x) and

Jψ(x, S) :=
√

det
((
dxψ

∣∣
S

)t ◦ dxψ∣∣S)
denotes the m-Jacobian determinant of the differential dxψ restricted to the m-plane S, see [59, Chapter 8].
The area of a rectifiable varifold V = (Γ, θ) is

A(V ) := ‖V ‖(Rn) =
ˆ

Γ
θ(z)dHm(z).

We define the first variation of V = (Γ, θ) as

[δV ](g) := d

dε

∣∣∣∣
ε=0
‖((Φε)#(V ))‖, ∀g ∈ C1

c (Rn,Rn),

where Φε is the flow associated1 to g. By [9, Lemma A.2] we have:

[δV ](g) =
ˆ
Rn
〈TxΓ, Dg(x)〉d‖V ‖.

We say that a rectifiable varifold V = (Γ, θ) has bounded mean curvature in U ⊂ Rn if there exists a map
H ∈ L∞(Γ ∩ U,Rn;HmxΓ) such that

[δV ](g) = −
ˆ
RN

(H(x), g(x))d‖V ‖(x), ∀g ∈ C1
c (U,Rn). (2.2)

If H ≡ 0 we say that V is stationary and if H is constant we say that V has constant mean curvature. A
blow-up of a rectifiable varifold V at x ∈ Rn is any weak-star accumulation point of the family of measures

Vx,r := η#
x,r(V ),

where ηx,r(y) := y−x
r is the dilation map centered at x. If V has bounded mean curvature, as a consequence of

the monotonicity formula there exists at least one limit point of the family {Vx,r}r, and every limit point is a
cone, see [59, Theorem 7.3]. One of the possible stationary limits of this procedure is the varifold obtained by
the sum (in the varifold sense) of three m-dimensional planes intersecting at their common boundary that is an
(m− 1)-dimensional plane, and forming pairwise angles of 120 degrees. We name this configuration a Y cone.
The graph Γu of a Lipschitz function u : Ω ⊂ Rm → Rn−m defines an m-dimensional varifold with multiplicity
1. Without loss of generality, we can suppose that the graph is parametrized on the first m coordinates, so
that Γu := {(x, y) ∈ Rn : y = u(x)}. We will also use the notation Γu,A := {(x, u(x)) : x ∈ A}, for A ⊂ Rm. If
u is defined on an m-dimensional plane π in Rn, then we will write Γπu to denote the graph of u in Rn. For
notational purposes, we define the following maps:

M(X) :=
(
idm
X

)
, and A(X) :=

√
det(M(X)tM(X)), ∀X ∈ R(n−m)×m, (2.3)

where A(X) simply corresponds to the area element of X, and

h : R(n−m)×m → Rn×n, h(X) := M(X)(M(X)tM(X))−1M(X)t. (2.4)

Recalling (2.1), it is easily seen that h(R(n−m)×m) ⊆ G(n,m), and that h is injective.

1Namely Φε(x) = γx(ε), where γx is the solution of the ODE γ′(t) = g(γ(t)) subject to the initial condition γ(0) = x.
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2.4. Finite perimeter and convex sets. For a set E ⊂ Rn of finite perimeter, we denote with ∂∗E its
reduced boundary, see [20, Definition 5.4], and by nE its exterior measure theoretic normal, so thatˆ

E

div Φ(x)dx =
ˆ
∂∗E

(nE(x),Φ(x))dHn−1(x), ∀Φ ∈ C∞c (Rn,Rn).

We will mostly consider convex sets. When we write that C is convex, we implicitly mean that it is an open and
bounded set, and otherwise it will always be made explicit. Recall that for a convex set there is a well defined
notion of dimension: the dimension of the convex set C ⊂ Rn is the largest number d such that C contains
d+ 1 points x0, . . . , xd with {x1−x0, . . . , xd−x0} linearly independent. Given any plane π ⊂ Rn, we have that
π ∩C is a convex set, and we will write ∂π(π ∩C) to denote the boundary of π ∩C with respect to the induced
topology on π. We will say that two convex sets C1, C2 are separated if there exists an (n− 1)-dimensional
plane π such that C1 lies in one of the connected component of Rn \ π and C2 lies in the other one.

3. The k-bubble problem, stationarity and convexity

In this paper we consider the k-bubble problem. For an introduction to the subject we refer the reader to
[41, Part IV] and [49, Chapter 13]. Consider k disjoint open sets of locally finite perimeter E1, E2, . . . , Ek ⊂ Rn,
and let E = {E1, E2, . . . , Ek}. Define the (n− 1)-dimensional integer rectifiable varifold in Rn

VE := 1
2

k∑
i=1

∂∗Ei + 1
2∂
∗

[(
k⋃
i=1

Ei

)c]
. (3.1)

We denote VE = (ΓE , θ). We say that VE is stationary for the k-bubble problem if
d

dt

∣∣∣∣
t=0
A((Φt)#(VE)) = 0, ∀Φt flow of a field g ∈ C∞c (Rn,Rn) satisfying |Φt(Ei)| = |Ei| ∀t ∈ R. (3.2)

Assuming, as we will do in the rest of the paper, that Ei is convex ∀1 ≤ i ≤ k, we can show the following

Proposition 3.1. If Ei is convex for all 1 ≤ i ≤ k, VE is stationary for the k-bubble problem if and only if
there exist λi ∈ R such that

ˆ
Rn
〈TxΓE , Dg〉d‖VE‖ =

k∑
i=1

λi

ˆ
∂∗Ei

(nEi , g)θdHn−1, ∀g ∈ C∞c (Rn,Rn). (3.3)

We will sketch the proof of Proposition 3.1 following closely the lines of [47, Appendix B-C] in Appendix A.

3.1. Geometric consequences of convexity.

Lemma 3.2. Let Ei be convex for all 1 ≤ i ≤ k. Then, the multiplicity θ of VE = (ΓE , θ) is equal to 1 for
Hn−1-a.e. x ∈ ΓE .

Proof. Let 1 ≤ i < j < ` ≤ k be arbitrary. Since ∂∗E ⊂ ∂E, the proof follows from the following simple
observation:

Hn−1(∂Ei ∩ ∂Ej ∩ ∂E`) = 0, and Hn−1

(
∂Ei ∩ ∂Ej ∩ ∂

[(
k⋃
r=1

Er

)c])
= 0. (3.4)

�

Proposition 3.1 and Lemma 3.2 immediately imply the following crucial results, which will be the only
information we will use in the rest of the paper concerning stationary k-bubbles.

Corollary 3.3. Let Ei be convex for all 1 ≤ i ≤ k and let VE be stationary for the k-bubble problem. Then, the
mean curvature of VE is bounded. Moreover, the varifolds J∂Ei \

⋃k
j=1,j 6=i ∂EjK are of constant mean curvature

λi for all i. Finally if Hn−1(∂Ei ∩ ∂Ej) 6= 0, then λi = λj.

Proof. The fact that VE has bounded mean curvature and that J∂Ei \
⋃k
j=1,j 6=i ∂EjK are of constant mean

curvature λi for all i easily follows from (2.2) and (3.3). To show the last statement, assumeHn−1(∂Ei∩∂Ej) 6= 0.
As Ei and Ej are convex, ∂Ei ∩ ∂Ej is an (n− 1)-dimensional convex subset of an (n− 1)-dimensional plane π.
Take a point x0 ∈ intπ(∂Ei ∩ ∂Ej). Then, convexity easily yields the existence of a small δ > 0 such that

Bδ(x0) ∩ spt(‖VE‖) = ∂∗Ei ∩ ∂∗Ej ∩Bδ(x0) ⊂ π. (3.5)
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Taking test vector fields g with spt(g) ⊂ Bδ(x0), by (3.4) and the divergence theorem we see that (3.3) reads

0 = λi

ˆ
∂∗Ei

(nEi , g)dHn−1 + λj

ˆ
∂∗Ej

(nEj , g)dHn−1 = (λi − λj)
ˆ
π

(nEi , g)dHn−1,

the last equality being true since nEj = −nEi on π. The arbitrarity of g yields λi = λj . �

Moreover, Corollary 3.3 together with [59, Chapter 4] implies the following:

Corollary 3.4. Let VE be stationary for the k-bubble problem. Then, at all x ∈ spt(VE), there exists at least
one blow-up W of VE . W is a cone with vertex at x, i.e. (ηx,r)#W = W, ∀r > 0, and W is stationary.

It is well known, see for instance [27, Corollary 1.2.2.3], that

Proposition 3.5. Let C ⊂ Rd be a bounded convex set of dimension d. Then, C is a Lipschitz domain, and
in particular for all points x ∈ ∂C, there exists δ = δ(x) > 0, a supporting hyperplane π to ∂C with normal ν
and a convex function ϕ : Bπδ (x)→ R such that:

∂C ∩Bπδ,Lip(ϕ)δ(x) = {y + ϕ(y)ν : y ∈ Bπδ (x)}

and
C ∩Bπδ,Lip(ϕ)δ(x) = {y + aν ∈ Bπδ,Lip(ϕ)δ(x) : a > ϕ(y), y ∈ Bπδ (x)}.

Proposition 3.6. Let C ⊂ Rd be a bounded convex set of dimension d, and let V = J∂CK. Then, the blow-up
JKK at every x ∈ ∂C of V is unique, and it is a cone that bounds a convex set. In particular, with the notation
of Proposition 3.5 at x, then the blow-up of JKK at x is the graph over π′ := π − x of the convex and positively
one-homogeneous function

H(w) := lim
r→0+

ϕ(x+ rw)− ϕ(x)
r

, ∀w ∈ π′. (3.6)

The convergence in the previous limit is uniform and in W 1,p for all p < +∞ on every fixed ball Bπ′s ⊂ π′.
Finally, C lies in the open, convex set Epiπ′(H) + x.

Proof. The limit in (3.6) is well defined because the left and right derivatives of a 1-variable convex function
always exist. We just need to show that the limit is uniform and in W 1,p for all p < +∞ on every fixed
ball Bπ′s ⊂ π. It is enough to show that the sequence Hr := ϕ(x+r·)−ϕ(x)

r satisfies the property that DHr

is equibounded in BV . Indeed BV compactly embeds in Lp for every p < d/(d − 1) and, since DHr are
equibounded in L∞, we would deduce the strong convergence in Lp for all p < +∞ by standard interpolation.
The fact that DHr is equibounded in BV follows from the following Lemma 3.7, observing that Hr is convex.
The strong convergence of the gradients, together with [13, Theorem 5.2], implies that JKx,rK

∗
⇀ JΓH,π′K in the

sense of varifolds. �

Lemma 3.7. There exists a constant C(d) > 0 such that, for every convex function f : B2 ⊂ Rd → R, it holds

‖D2f‖(B1) ≤ C‖f‖L∞(B2),

where ‖D2f‖ denotes the total variation of the measure D2f .

Proof. By standard mollification, it is enough to assume f ∈ C∞. We computeˆ
B1

∆f =
ˆ
∂B1

(Df, nB1)dHn−1 ≤ ‖f‖Lip(B1)Hd−1(∂B1) ≤ C‖f‖L∞(B2), (3.7)

where the last inequality holds because f is convex. Since D2f is valued in the set of positive semidefinite
matrices, then the pointwise Frobenius norm |D2f | of D2f is controlled as follows:

|D2f | ≤ C(d)∆f,

which, combined with (3.7), concludes the claim. �

Corollary 3.8. Let C ⊂ Rd be a bounded convex set of dimension d, and let V = J∂CK. Then, ∂C is a C1

domain if and only if the blow-up at every x ∈ ∂C is contained in a (d− 1)-dimensional linear subspace of Rd.
In this case, the function ϕ of Proposition 3.5 can be chosen to be C1.
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Proof. If ∂C is a C1 domain, then trivially the blow-up at every x ∈ ∂C is contained in a (d− 1)-dimensional
linear subspace of Rd. For the reverse implication, assume that at every x the blow-up Wx of ∂C is contained in
a hyperplane π. By Proposition 3.6, Wx is a cone such that Wx = J∂UK, where U ⊂ Rd is a convex non-empty
open set. Assume by contradiction that ∂U 6= π, then there exists y ∈ π \ ∂U . Moreover there exists z ∈ U \ π.
Hence, the segment joining y with z intersects ∂U at least once, contradicting the fact that ∂U ⊂ π. Whence
Wx = JπK. The conclusion follows from the fact that a convex function that is differentiable at every point of
an open set must be C1 in the open set. �

Corollary 3.9. Let E1 and E2 be convex sets of Rn separated by the hyperplane π. Assume that E1∩π = E2∩π
is an (n− 1)-dimensional convex set. Let L be any supporting (n− 2)-dimensional plane L ⊂ π to ∂π(E1 ∩ π).
Let π1 and π2 be the two half hyperplanes bounded by L inside π, with E1∩π ⊂ π1. Eventually, let E = {E1, E2}.
Then, the blow-up W of VE at x ∈ ∂π(E1 ∩ π) is unique and can be characterized as follows:

W = JKK + JK1K + JK2K,

where
• JKK, JK ∪K1K and JK ∪K2K are the blow-ups respectively of JE1 ∩ πK, J∂E1K and J∂E2K. Moreover K
is a convex cone of dimension n− 1 with vertex at 0 and entirely contained in π1;
• K1 and K2 are two cones with Ki ∩K = ∂πK, i = 1, 2, K1 and K2 are entirely contained respectively
in each of the two half-spaces bounded by π. Furthermore, for i = 1, 2, Ki is the graph of the restriction
of a positively one-homogeneous convex function to a subset Ai of a supporting hyperplane πi of Ei at
x. Ai need not to be convex, but it is a connected cone and Aci is a convex cone inside πi.

Proof. In a small ball Bδ(x), we have that

VExBδ(x) = JE1 ∩ πKxBδ(x) + J∂E1 \ πKxBδ(x) + J∂E2 \ πKxBδ(x) =: V1 + V2 + V3.

Since clearly a blow-up of a varifold is local and linear, we can study separately the blow-ups of the three
addenda of the previous expression. In particular, the study of the blow-up of V3 is entirely analogous to the
one of V2, hence we can reduce ourselves to study the blow-ups of the first two addenda. The key point here is
that we can express these objects as graphs of convex functions through Proposition 3.5.

In particular, take any supporting hyperplane π1 for E1 at x ∈ ∂π(E1∩π) for which we can apply Proposition
3.5 at x with the plane π1. Hence we find a convex function ϕ as in the statement of Proposition 3.5, defined
on Bπ1

δ (x). Notice that, possibly taking a smaller ball, ϕ can be chosen to be Lipschitz in Bπ1
δ (x). Moreover:

ϕ(y) ≥ 0, ∀y ∈ Bπ1
δ (x), and ϕ(x) = 0. (3.8)

We further simplify the study of the blow-ups in the following way. We write

J∂E1KxBδ(x) = JE1 ∩ πKxBδ(x) + J∂E1 \ πKxBδ(x). (3.9)

If we show separately that the blow-up of J∂E1KxBδ(x) at x is given by the graph of the positively one-
homogeneous convex function H1 defined on π1 as in (3.6), and that the blow-up of JE1 ∩ πKxBδ(x) is given by
the graph of H1 on a subset A of π1, then it readily follows that also the blow-up of J∂E1 \ πKxBδ(x) is unique
and is given by the graph of H1 on π1 \A.

Blow-up of J∂E1KxBδ(x). Without loss of generality, we can assume π1 = {y ∈ Rn : yn = 0}. Let ε > 0 be
sufficiently small such that

∂E1 ∩Bπ1
ε,Lip(ϕ)ε(x) = {(y, ϕ(y)) : y ∈ Bπ1

ε (x)}.

The blow-up of J∂E1K at x coincides with that of J∂E1 ∩Bπ1
ε,Lip(ϕ)ε(x)K. Recalling the notation of Subsection

2.3, by the area formula it readily follows that for r sufficiently small

(J∂E1 ∩Bπ1
ε,Lip(ϕ)ε(x)K)x,r = JΓϕr,Bπ1

ε/r
(0)K, where ϕr(w) := ϕ(x+ rw)− ϕ(x)

r
. (3.10)

Since ϕ is convex, by Proposition 3.6, we infer that for every fixed s, JΓϕr,Bπ1
s (x)K

∗
⇀ JΓH1,B

π1
s (0)K in the sense

of varifolds. It then follows that the blow-up of J∂E1KxBδ(x) coincides with JΓH1K.
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Blow-up of JE1 ∩ πKxBδ(x). With the same notation of the previous case, the convex set A ⊂ Bπ1
ε (x)

A := pπ1(E1 ∩ π ∩Bπ1
ε,Lip(ϕ)ε(x)),

satisfies
E1 ∩ π ∩Bπ1

ε,Lip(ϕ)ε(x) = {(y, ϕ(y)) : y ∈ A}.

The blow-up of JE1 ∩ πK at x coincides with that of JE1 ∩ π ∩Bπ1
ε,Lip(ϕ)ε(x)K. As in (3.10), we have

JE1 ∩ π ∩Bπ1
ε,Lip(ϕ)ε(x)Kx,r =

r
Γϕr,A−xr

z
.

Since A is a convex set inside π1, we can find a supporting (n− 2) dimensional plane L′ for A at x, on which
∂π1A ∩Bρ(x) can be written as the graph of some convex function ψ defined on BL′ρ (x). The existence of a
sufficiently small ρ > 0 with this property is again guaranteed by Proposition 3.5. Moreover, A∩Bρ(x) is given
by the open epigraph of ψ. Since the rescaling family ψr of ψ, defined analogously to (3.10), are equi-Lipschitz
and convex, we deduce that they uniformly converge to a convex one-homogeneous function G. This yields the
strong local convergence in L1 of the characteristic functions χA−x

r
→ χB , where B ⊂ π1 is the epigraph of G.

Now we will show that r
Γϕr,A−xr

z
∗
⇀ JΓH1,BK .

Indeed for every f ∈ Ec(Rn ×G(n, n− 1)) we compute
r

Γϕr,A−xr
z

(f) =
ˆ

Γ
ϕr,

A−x
r

f(y, TyΓϕr,A−xr )dHn−1(y) =
ˆ
A−x
r

f(y′, ϕr(y′), h(Dϕr(y′)))A(Dϕr(y′))dy′

=
ˆ
π1

(χA−x
r

(y′)− χB(y′))f(y′, ϕr(y′), h(Dϕr(y′)))A(Dϕr(y′))dy′

+
ˆ
π1

χB(y′)f(y′, ϕr(y′), h(Dϕr(y′)))(A(Dϕr(y′))−A(DH1(y′)))dy′

+
ˆ
π1

χB(y′)f(y′, ϕr(y′), h(Dϕr(y′)))A(DH1(y′))dy′.

(3.11)

The first term in the last equality converges to zero, as f(y′, ϕr(y′), h(Dϕr(y′)))A(Dϕr(y′)) is locally equi-
bounded in L2, f is compactly supported, and χA−x

r
→ χB strongly in L2

loc. The second term con-
verges to zero, as χB(y′)f(y′, ϕr(y′), h(Dϕr(y′))) is compactly supported and equibounded in L∞ and
A(Dϕr(y′)) → A(DH1(y′)) strongly in L1

loc. Hence, by dominated convergence and reapplying the area
formula r

Γϕr,A−xr
z

(f)→
ˆ
π1

χB(y′)f(y′, H1(y′), h(DH1(y′)))A(DH1(y′))dy′ = JΓH1,BK (f).

This concludes the proof of the Corollary. �

Corollary 3.10. Let E1, E2 and E3 be convex disjoint sets of R3, and let as usual E = {E1, E2, E3}. Define
the planes πij to be the planes separating Ei from Ej for 1 ≤ i 6= j ≤ 3. Assume:

(H1) π12 ∩ π13 = L, where L is a line;
(H2) E1 ∩ π12 = E2 ∩ π12, and these are two dimensional sets;
(H3) E1 ∩ π13 = E3 ∩ π13, and these are two dimensional sets;
(H4) H2(∂E2 ∩ ∂E3) = 0;
(H5) ∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L 6= ∅.

Let Σj, j ∈ {1, 2, 3, 4}, be the four open convex sectors in which π12 and π13 subdivide R3, with

E1 ⊂ Σ1, E2 ⊂ Σ2 ∪ Σ4 and E3 ⊂ Σ3 ∪ Σ4.

Fix x ∈ ∂E1 ∩ L. Then, the unique blow-up W of VE at x is a 2-dimensional rectifiable varifold and can be
characterized as follows:

W = JKK + JK2K + JK3K,
where
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• JKK is the blow-up of J∂E1K at x and K is the 2-dimensional boundary of a convex cone with vertex at
0 and entirely contained in Σ1 − x;

• For i = 2, 3, Ki is a cone with Ki ∩K = ∂π1i(K ∩ π1i), and is the blow-up of J∂Ei \ (∂Ej ∪ ∂Ek)K,
with {i, j, k} = {1, 2, 3}. Moreover, Ki is the graph of the restriction of a positively one-homogeneous
convex function to a subset Ai of a supporting hyperplane πi of ∂Ei at x. Ai needs not to be convex,
but it is a connected cone and Aci is a convex cone inside πi. Finally, Ki ⊂ Σi ∪ Σ4 − x, for i = 2, 3.

Proof. The proof is analogous to the one of Corollary 3.9, once we notice that in a sufficiently small ball Bδ(x),

VExBδ(x) = J∂E1KxBδ(x) + J∂E2 \ (∂E1 ∪ ∂E3)KxBδ(x) + J∂E3 \ (∂E1 ∪ ∂E2)KxBδ(x),

and hence that the three blow-ups can be computed separately. In particular, JKK is the blow-up of J∂E1KxBδ(x),
JK2K is the blow-up of J∂E2 \ (∂E1 ∪ ∂E3)KxBδ(x) and JK3K is the blow-up of J∂E3 \ (∂E1 ∪ ∂E2)KxBδ(x). �

3.2. Classification of surfaces. In a few instances, we will need to know a priori that the surface under
consideration is, roughly speaking, equivalent to a disk in R2 or to an annulus in R2. Below we give sufficient
conditions to infer this. We will use the terminology from [22,42,54].

Definition 3.11. Let S ⊂ R3 be a smooth surface with piecewise smooth boundary. Then, S is of disk-type (or
topologically a disk) if there exists a homeomorphism r : B1(0) ⊂ R2 → S. S is of ring-type if it is a compact,
connected, orientable surface with two boundary components and Euler-Poincaré characteristic zero.

3.2.1. Ring-type surfaces.

Proposition 3.12. Let E ⊂ R3 be a convex subset. Let C1 and C2 be two closed, disjoint 2-dimensional faces
of ∂E. Then ∂E \ C1 ∪ C2 is of ring-type according to Definition 3.11.

Proof. Let Σ := ∂E \ C1 ∪ C2. Σ is clearly compact, it is orientable since ∂E is orientable, and it has two
boundary components, that is the disjoint Lipschitz curves ∂C1 and ∂C2, where with a slight abuse of notation
∂ is denoting the boundary in the induced topology on ∂E. The Euler characteristic χ(Σ) is:

χ(Σ) = χ(∂E)− χ(C1 ∪ C2) + χ(Σ ∩ (C1 ∪ C2)) = χ(∂E)− χ(C1)− χ(C2) + χ(∂C1) + χ(∂C2).

In this chain of equalities we have used that C1 ∩ C2 = ∅ and Σ ∩ (C1 ∪ C2) = ∂C1 ∪ ∂C2. Since ∂E is
homeomorphic to a sphere, we have χ(∂E) = 2. Moreover, since C1 and C2 are convex two-dimensional sets,
they are homeomorphic to disks, and hence χ(C1) = χ(C2) = 1. Finally, ∂C1 and ∂C2 are simple closed loops
homeomorphic to a circle, and hence χ(∂C1) = χ(∂C2) = 0. Hence χ(Σ) = 0.

We are just left to prove that Σ is connected. To this aim, consider x, y ∈ Σ. Since ∂E is path connected,
we find γ : [0, 1]→ ∂E such that γ(0) = x, γ(1) = y. If Im(γ) ∩ (C1 ∪ C2) = ∅, then there is nothing to prove.
Otherwise, assume without loss of generality that Im(γ) ∩ C1 6= ∅. In this case let

t1 = min{t ∈ [0, 1] : dist(γ(t), C1) = 0}, t2 = max{t ∈ [0, 1] : dist(γ(t), C1) = 0}.

Notice that these are well-defined since γ is continuous and C1 is closed, and that γ(t1), γ(t2) ∈ ∂C1. Since
∂C1 is path connected, we may find η : [t1, t2]→ ∂C1 such that η(ti) = γ(ti),∀i = 1, 2. By replacing γ with η
in [t1, t2], we can define a new path γ̄ connecting x and y which does not intersect the interior of C1 in the
relative topology of ∂E. Now we can further consider the two cases in which Im(γ̄)∩C2 = ∅ or Im(γ̄)∩C2 6= ∅.
In the first case, there is nothing to prove. In the second, we can reason as above to replace γ̄ with a continuous
curve which connects x, y and that does not intersect the interior of C2. �

3.3. Properties of stationary convex sets.

Proposition 3.13. Let L : Rn → R be C2 and uniformly convex on compact sets. If D ⊂ Rn is an open and
connected domain and u : D → R is a locally convex function that satisfies in the sense of distributions

div(DL(Du)) = 0, (3.12)

then u must be affine on D.

Proof. Take any convex subdomain D′ ⊂ D where u is Lipschitz. On this subdomain, by (3.12) we deduce that
u ∈W 2,2, see for instance [25, Proposition 8.6]. Therefore, we can write (3.12) in the strong form a.e. in D′:

〈D2L(Du), D2u〉 = 0. (3.13)
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Given two matrices A being positive definite and B being positive semidefinite, if A =
∑n
i=1 λiei ⊗ ei with

λi > 0 and {ei} an orthonormal basis of eigenvectors for A, then

〈A,B〉 =
∑
i

λi〈ei ⊗ ei, B〉 =
∑
i

λi(Bei, ei) ≥ 0,

with equality if and only if B = 0. This observation together with (3.13) yields the thesis. �

Corollary 3.14. Let π be an hyperplane in Rn and ϕ : π 7→ R be a convex function. If ‖δJΓϕK‖(Bδ(x)) = 0
for some x ∈ Γϕ and δ > 0, then JΓϕKxBδ(x) must be a plane.

Proof. By [30, Proposition 5.8], we find that the function u is stationary for the parametric area functional,
that is uniformly convex on compact sets. In particular (3.12) holds for ϕ, choosing L = A. Hence Proposition
3.13 concludes the proof. �

Proposition 3.15. Let C be a bounded convex set. Assume that for x ∈ ∂C there exists a ball Bδ(x) such
that ∂C ∩Bδ(x) has constant mean curvature, i.e. that there exists λ ∈ R such that:ˆ

∂∗C

〈Tx∂C,Dg〉dHn−1 = λ

ˆ
∂∗C

(nC , g)dHn−1, (3.14)

for all g ∈ C∞c (Bδ(x),Rn). Then, ∂C ∩Bδ(x) is a smooth submanifold of Rn.

Proof. ∂C is locally the graph of a convex function ϕ, hence locally Lipschitz. Hence, analogously to [8, Lemma
7.3], we can write equation (3.14) as the elliptic PDE div(DA(Dϕ)) = λ for ϕ. Standard elliptic regularity, see
[25, Chapter 8], yields the claim. �

Proposition 3.16. Let C ⊂ Rn be a bounded convex set of dimension n. Let x ∈ ∂C and S a (possibly empty)
closed set of dimension d < n. If there exist an hyperplane π 3 x, δ > 0 and a convex function ϕ : Bπδ (x)→ R
such that ∂C ∩Bπδ,Lip(ϕ)δ(x) = Γπϕ,Bπ

δ
(x), and ϕ satisfies in the sense of distributions

div(DA(Dϕ))(y′) = λ, ∀y′ ∈ Bπδ (x) \ pπ(S), (3.15)
then ∂C has constant mean curvature λ ∈ R in a neighborhood of x except for S. Conversely, if ∂C is of
constant mean curvature λ ∈ R in a neighborhood of x except for S, then for every convex function ϕ for which
Proposition 3.5 holds, ϕ satisfies (3.15) on Bπε (x) \ pπ(S) for some sufficiently small ε > 0.

Proof. This readily follows from [8, Lemma 7.3]. �

Lemma 3.17. Let Φ : B1 ⊂ Rd → Rd be continuous. Suppose that there exists a convex set S ⊂ B1 with
Hd(S) = 0 and f ∈ L1

loc(B1) such that div(Φ) = f in the sense of distributions in B1 \ S. Then, div(Φ) = f in
the sense of distributions in B1.

Proof. Since S is convex and Hd(S) = 0, S is contained in a hyperplane π, that up to a rotation we can
suppose to be π = {y ∈ Rd : yd = 0}. Let ε ∈

(
0, 1

2
)
, consider ρε ∈ C∞c (Bε/2) to be the usual radial mollifier.

Denote Φε = Φ ∗ ρε, fε = f ∗ ρε and observe that div(Φε)(x) = fε(x) for every x ∈ B1−ε \ Bε(π). Denote
D+
ε = {y ∈ B1 : yd ≥ ε}, D−ε = {y ∈ B1 : yd ≤ −ε}, σ+

ε = {y ∈ B1 : yd = ε} and σ−ε = {y ∈ B1 : yd = −ε}.
Fix any ψ ∈ C∞c (B1). Then, by the divergence theorem, for all ε small enough it holds:ˆ

B1−ε\Bε(π)
(Φε(x), Dψ(x))dx+

ˆ
B1−ε\Bε(π)

fε(x)ψ(x)dx =
ˆ
B1−ε\Bε(π)

div(ψ(x)Φε(x))dx

=
ˆ
D+
ε

(div(ψ(x)Φε(x))dx+
ˆ
D−ε

(div(ψ(x)Φε(x))dx = −
ˆ
σ+
ε

(Φε, ed)ψdHn−1 +
ˆ
σ−ε

(Φε, ed)ψdHn−1,

where ed is the d-th element of the canonical basis of Rd. By the strong convergence in L1
loc(B1) of Φε and fε

respectively to Φ and f , we see thatˆ
B1−ε\Bε(π)

(Φε(x), Dψ(x))dx+
ˆ
B1−ε\Bε(π)

fε(x)ψ(x)dx→
ˆ
B1

(Φ(x), Dψ(x))dx+
ˆ
B1

f(x)ψ(x)dx.

Moreover by continuity of Φ,

−
ˆ
σ+
ε

(Φε, ed)ψdHn−1 +
ˆ
σ−ε

(Φε, ed)ψdHn−1 → 0, as ε→ 0+,

which concludes the proof. �
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3.4. A capillarity theorem. The main result of this section is Theorem 3.21, which is a rigidity result
for capillary surfaces lying in a wedge. To prove Theorem 3.21, we will obtain some intermediate results:
Proposition 3.18, Lemma 3.19 and Lemma 3.20.

Proposition 3.18. Consider two planes in R3, π and π′, intersecting in a line L. Let Σ be one of the open,
convex cylindrical sectors of R3 \ (π ∪π′) with opening angle α < π. Suppose E is an open, non-empty, bounded
and convex set with E ⊂ Σ with the following properties:

(1) ∂E ∩ L = {p0};
(2) H2(∂E ∩ π) 6= 0 6= H2(∂E ∩ π′) and ∂E intersects π \L and π′ \L with constant angle of 120 degrees;
(3) ∂E ∩ Σ has constant mean curvature.

Then, E is symmetric with respect to the plane π′′ orthogonal to L and passing through p0.

We will first need the following technical result.

Lemma 3.19. Consider the assumptions of Proposition 3.18, and suppose without loss of generality that
p0 = (0, 0, 0), L = {(x, 0, 0) : x ∈ R}, π′′ = {(0, y, z) : y, z ∈ R}. Let S := ∂E ∩ Σ and for every r > 0 let

Sr := S ∩ {(x, y, z) ∈ R3 : y2 + z2 ≤ r2} and Tr := Bπ
′′

r (0) ∩ Σ,

Then, there exists δ > 0 such that Sδ is the union of the graphs of two functions f, g, defined on Tδ with
f(0, 0) = g(0, 0) = 0, f ≤ g, f convex and g concave.

Proof. We will be using the fact that S is a smooth manifold with smooth boundary, excluding p0 = 0. Indeed,
it is a smooth surface in the interior by Proposition 3.15, while smoothness up to the boundary (except for
p0) will be shown in Subsection 4.0.3. Define d1 = maxp∈∂E dist(p, L), and let p̄ ∈ ∂E be a point that realizes
the maximum. Next, parametrize the sets ∂E ∩ π, ∂E ∩ π′ respectively with parametrizations σi : [0, 1]→ R3

which are simple, Lipschitz, smooth in (0, 1) and σi(0) = σi(1) = p0 = 0, for all i = 1, 2. For every r > 0, we
denote Dr := {p ∈ Σ : dist(p, L) ≤ r}. By convexity of ∂E ∩ π and ∂E ∩ π′, there exists d2 > 0 such that σ′i(t)
is not parallel to L for every t ∈ (0, 1) such that σi(t) ∈ Dd2 . We claim we can choose 0 < δ ≤ min{d1

2 ,
d2
2 }

such that
pπ′′(Sδ) = Dδ ∩ π′′ = Tδ. (3.16)

Indeed, pπ′′(Sδ) ⊆ Tδ is immediate from the definitions. To see the reverse inclusion, simply notice that by
our choice of d2, pπ′′(σi ∩ Dδ) = T iδ , for i = 1, 2, where T 1

δ := Tδ ∩ π and T 2
δ := Tδ ∩ π′. Furthermore, by

boundedness and convexity of E and the linearity of pπ′′ , we deduce that pπ′′(Sδ) = pπ′′(E ∩Dδ) is convex.
Thus, the triangle co(T 1

δ ∪ T 2
δ ) ⊆ pπ′′(Sδ). We can choose δ′ < δ such that Tδ′ ⊂ co(T 1

δ ∪ T 2
δ ). Then, up to

replace δ with δ′, (3.16) holds. Finally, we show that, if δ is sufficiently small, for all x ∈ Tδ, we have that

p−1
π′′ (x) ∩ Sδ = {a(x), b(x)} (3.17)

with the first components satisfying a1(x) ≤ b1(x). Notice that we are not excluding that a(x) = b(x). We
already know that p−1

π′′ (x) ∩ Sδ is non-empty, and, due to the convexity of E, to prove (3.17) we only need
to show that it is not a non-trivial segment. If x ∈ T 1

δ ∪ T 2
δ and p−1

π′′ (x) ∩ Sδ were a non-trivial segment, it
would be parallel to L, against our choice of d2. Now suppose by contradiction that for a sequence δn with
δn < δ and δn → 0 we have x ∈ Tδn \ T 1

δn
∪ T 2

δn
and p−1

π′′ (x) ∩ Sδn is a non-trivial segment. Then ∂E ∩Σ ∩Dδn

contains a non-trivial segment parallel to L. Let yn be any point in the interior of that segment. Due to the
smoothness of the surface, the blow-up of ∂E at yn must be a plane πn ⊃ L. Furthermore, by convexity, E
must lie in one of the two open half-spaces C1

n, C
2
n of R3 \ {πn + yn}. We may always suppose E ⊂ C1

n. Notice
that 0 ∈ C1

n, indeed if 0 ∈ ∂C1
n = πn + yn, then πn + yn would cut Σ into two halfs, one containing π ∩ Σ and

one containing π′ ∩ Σ. As E needs to be contained in one of the two halfs, this would go against Assumption
(2). Thus, 0 ∈ C1

n. Let L1
n := (πn + yn) ∩ π ⊂ ∂Σ and L2

n := (πn + yn) ∩ π′ ⊂ ∂Σ. Then, either

lim inf
n→∞

dist(L1
n, L) = 0 or lim inf

n→∞
dist(L2

n, L) = 0.

Since
E ⊂

⋂
n

C1
n,
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we deduce that either ∂E∩π = {p0} or ∂E∩π′ = {p0}. This yields once again a contradiction with Assumption
(2). This shows (3.17) up to choosing δ > 0 small enough. We can then define f and g in the following way.
Given (0, y, z) ∈ Tδ, consider the only (possibily identical) vectors a = (a1, y, z), b = (b1, y, z) with

p−1
π′′ ((0, y, z)) ∩ Sδ = {a, b}

and a1 ≤ b1. Then, define f(y, z) = a1 and g(y, z) = b1. Of course, f ≤ g on Tδ. To see that f is convex, take
any point p ∈ intTδ with Bρ(p) ⊂ intTδ and notice that Epi(f)∩ (Bρ(p)×L) is a convex set since E is convex.
The proof that g is concave is analogous. �

Proof of Proposition 3.18. We exploit Alexandrov’s moving plane method as in [39, Theorems 4.1.1-4.1.16].
After a rotation and a translation, we can suppose L = {(x, 0, 0) : x ∈ R}, p0 = 0 and thus π′′ = {(0, y, z) :
y, z ∈ R}. For t ∈ R, define π′′t = {(x, y, z) ∈ R3 : x = t}, so that π′′0 = π′′. For large |t|, π′′t does not intersect
E. Let t2 < 0 < t1 be the minimum and the maximum t for which π′′t ∩E 6= ∅. Then, either p0 6∈ π′′t1 or p0 6∈ π′′t2 ,
as otherwise E would not be open. Suppose, without loss of generality, that p0 6∈ π′′t1 . Let S := ∂E ∩ Σ. With
the notation of [39], we define for A ⊂ R3

A+
t := A ∩ {(x, y, z) ∈ R3 : x ≥ t}, A−t := A ∩ {(x, y, z) ∈ R3 : x ≤ t}

and finally A∗t as the reflection of A+
t with respect to π′′t . First we claim that there exists ε > 0 such that for

t ∈ (t1 − ε, t1), the following two properties hold:
(a) S∗t \ ∂S∗t ⊂ E, where here ∂ is the boundary in the manifold sense;
(b) S+

t is a graph on π′′t .
We define the validity of both (a)-(b) as Property (Pt). To show the claim, we will use the fact that S is
a smooth manifold with smooth boundary, excluding p0 = 0, as in Lemma 3.19. With this observation at
hand, the claim is easily proved. Indeed, at any point p′ ∈ π′′t1 ∩ S, the tangent plane to S must be π′′t1 by the
Lagrange Multiplier Theorem. In particular, we deduce that π′′t1 ∩S does not contain any point of ∂S \{p0} due
to the constant angle condition (2). For a small ε > 0 and t ∈ (t1 − ε, t1), Property (Pt) is now a consequence
of embeddedness of S, which in turn is a consequence of the convexity of E, see [39, Theorems 4.1.1] for details.
Now we can define t0 := inf{t : (Ps) holds ∀s ∈ (t, t1)}. Notice that this set is non-empty by the claim above,
hence t0 < t1. We wish to show that t0 = 0. We observe that 0 ≤ t0, as otherwise ∂E ∩ L would contain more
elements than just p0. Let us now exclude by contradiction the case t0 > 0. If t0 > 0, then either (a) does not
hold for a sequence of values Tn ∈ (0, t0), with Tn → t0, and it holds for every t ∈ (t0, t1), and hence

S∗t0 intersects S−t0 at an interior point (3.18)
or (b) does not hold for a sequence of values Tn ∈ (0, t0), with Tn → t0, and it holds for every t ∈ (t0, t1), and
hence

∂(S∗t0) intersects ∂(S−t0) \ {p0} tangentially. (3.19)
In case (3.18) holds, we see as in [39, Theorem 4.1.1] that, since t0 is the first intersection time, S∗t0 is tangent
to S−t0 at an intersection point p. Moreover, the two surfaces have the same mean curvature and S∗t0 ≤ S

−
t0 in a

neighborhood of p, i.e. writing the two surfaces in a neighborhood of p as the graphs of u and v respectively
over the common tangent plane, we have u ≤ v. A similar situation happens in case (b) occurs. In any case we
may apply [39, Corollary 3.2.5] to conclude that S∗t0 and S−t0 agree on some neighborhood. As in [39, Theorem
4.1.1], one can then prove that S∗t0 = S−t0 , which anyway is in contradiction with the fact that p0 ∈ S. Thus,
t0 = 0. We then have that S+

0 is a graph over π′′0 = π′′. Now, if S−0 = S∗0 , then the proof is concluded. We
may suppose, by contradiction, that this is not the case. By the definition of t0, S∗t does not intersect S−t for
any t > 0. Thus, if S−0 6= S∗0 , we see that S−0 cannot intersect S∗0 except at p0 = 0. Otherwise, we may use
again [39, Corollary 3.2.5] to conclude S−0 = S∗0 as above. We apply Lemma 3.19 to infer the existence of δ > 0
such that

S−0 ∩ {(x, y, z) ∈ Σ : y2 + z2 ≤ δ2} (3.20)
is the graph over Tδ ⊂ π′′ of a convex function f : Tδ → R. By (2)-(3) and Proposition 3.16, we find that, for
some λ, γ ∈ R, f satisfies in the weak sense the system

div(DA(Df)) = λ, in intπ′′ Tδ,
(DA(Df), νπ) = − cos γ, on T 1

δ ,

(DA(Df), νπ′) = − cos γ, on T 2
δ ,

(3.21)
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where T 1
δ , T

2
δ are the two segments contained in ∂Tδ, νπ and νπ′ are the outer normals of T 1

δ and T 2
δ respectively.

Furthermore, since 0 ∈ S−0 , we find that f(0, 0) = 0. Since S+
0 is a graph over π′′, also S∗0 is. Let v be the

function that describes S∗0 . v satisfies the same system (3.21) as f on Tδ, and fulfills v(0, 0) = 0, since 0 ∈ S+
0 .

As S∗0 does not intersect S−0 except at 0, we further get f < v in Tδ \ {0}. By compactness, for a small ε > 0,
fε := f + ε still solves system (3.21) and is such that

fε < v on {(0, y, z) ∩ Σ : y2 + z2 = δ2} ⊂ Tδ.
Furthermore, fε(0, 0) = ε > v(0, 0) = 0. This is in contradiction with [21, Theorem 5.1], which implies that
fε < v throughout Tδ. Thus, f = v, and hence S∗0 = S−0 and π′′ is a plane of symmetry for ∂E, as wanted. �

We need one last lemma before proving Theorem 3.21.

Lemma 3.20. Consider the assumptions and conclusion of Lemma 3.19. Then, if the functions f , g : Tδ → R
of Lemma 3.19 additionally satisfy

|Df(x)|+ |Dg(x)| ≤ C, ∀x ∈ Tδ \ {0}, (3.22)
then

f, g ∈ C1,1(Tδ) ∩ C∞(Tδ \ {0}) (3.23)
and for every η ∈ (0, 1) there exists C > 0 and R0 > 0 such that for every R ∈ (0, R0),

[D2f ]Cη(Tδ∩BcR(0)) + [D2g]Cη(Tδ∩BcR(0)) ≤
C

Rη
. (3.24)

Proof. We only need to show the assertion for f , the conclusion for g is analogous. (3.23) will be shown in
Subsection 4.0.3. It is enough to show (3.24). To this end, recall that f solves (3.21). As in [45, Section 2], we
introduce the stream function ψ such that

∂yψ = −(DA(Df))2 + λ

2 z, ∂zψ = (DA(Df))1 −
λ

2 y. (3.25)

The regularity of f yields ψ ∈ C1,1(T δ) ∩ C∞(T δ \ {(0, 0)}). Again in the notation of Lemma 3.19, we have
Tδ ⊂ π′′. Assuming that Σ has opening angle α ∈ (0, π), we can assume after a rotation that T iδ is parametrized
in π′′ ∼ R2 by sai for s sufficiently small and

ai =
(

cos
(α

2

)
, (−1)i+1 sin

(α
2

))
.

By (3.25) we find that
d

ds
(ψ(sai)) = (−1)i+1 cos γ.

Since a1
2 = −a2

2 and since we can assume without loss of generality that ψ(0, 0) = 0, it follows that

ψ(y, z) = cos γ
sin
(
α
2
)z = kz on T 1

δ ∪ T 2
δ .

As in [44], we invert (3.25) to get

∂yf = F2√
1− F 2

, ∂zf = F1√
1− F 2

where
F1 = −∂yψ + λ

2 z, F2 = ∂zψ + λ

2 y, F 2 = F 2
1 + F 2

2 = |Df |2

1 + |Df |2 .

Thus,

div(B(y, z,Dψ)) = 0, where B := (−∂zf, ∂yf) =
(
− F1√

1− F 2
,

F2√
1− F 2

)
. (3.26)

It is easy to see that B is smooth in all variable in its domain of definition. Moreover, for every (y, z), a direct
computation shows that DpB(y, z, p) is a symmetric matrix, which is uniformly positive definite since

max
Tδ

F 2 = max
Tδ

|Df |2

1 + |Df |2
(3.22)
< 1.

We rewrite (3.26) as
〈A(y, z), D2ψ(y, z)〉 = h(y, z) in intTδ, and ψ = kz on T 1

δ ∪ T 2
δ ,
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where A and f are Lipschitz in Tδ and A is uniformly bounded from below. Now w := ψ − kz solves

〈A(y, z), D2w(y, z)〉 = h(y, z) in intTδ, and w = 0 on T 1
δ ∪ T 2

δ . (3.27)

Notice that, since w ∈ C1,1(Tδ) and w = 0 on T 1
δ ∪ T 2

δ , then Dw(0) = 0 and hence

|w(p)| ≤ C|p|2 and |Dw(p)| ≤ C|p|, ∀p ∈ Tδ. (3.28)

To conclude, we only need to show (3.24) for w, which would imply the same estimate for f . To do so, we fix
η ∈ (0, 1) and we first consider annular sectors of the form

KR = {(r cos θ, r sin θ) : R ≤ r ≤ 2R} and K ′R = {(r cos θ, r sin θ) : 1
2R ≤ r ≤ 4R}.

Fix R > 0 and much smaller than δ > 0. Let ϕ = ϕ(t) be a smooth non-negative cut-off function of [1, 2] inside[ 1
2 , 4
]
and set u(x) := ϕ(|x|). Instead of studying w directly, consider w0(x) := u

(
x
R

)
w(x), which solves

〈A(x), D2w0(x)〉 = h1,R(x) in Tδ,

with

h1,R(x) := u
( x
R

)
h(x) + 1

R

〈
A(x), Dw(x)⊗Du

( x
R

)
+Du

( x
R

)
⊗Dw(x)

〉
+ w(x)

R2

〈
A(x), D2u

( x
R

)〉
.

Due to the definition of K ′R and (3.28):

‖h1,R‖C0(K′
R

) ≤ C, [h1,R]Cη(K′
R

) ≤
C

Rη
. (3.29)

This step is crucial to obtain the additional information that w0 is zero near the curvilinear boundaries of K ′R.
Further, recall that w0 is zero on T 1

δ ∪ T 2
δ . Now consider w0,R := w0(Rx), which solves

〈AR(x), D2w0,R(x)〉 = h0,R(x) in K ′1, where AR(x) := A(Rx) and h0,R(x) := R2h1,R(Rx).

Using the rescalings and Schauder estimates of [26, Theorem 6.6], we find

R2‖D2w0‖L∞(K′
R

) +R2+η[D2w0]Cη(K′
R

) = ‖D2w0,R‖Cη(K′1)

≤ C(‖w0,R‖C0(K′1) + ‖h0,R‖Cη(K′1))
(3.28)
≤ C(R2 +R2‖h1,R‖C0(K′

R
) +R2+η[h1,R]Cη(K′

R
))

(3.29)
≤ CR2.

This shows (3.24) for w0 in K ′R. Since w0(x) = u
(
x
R

)
w(x), we see that then (3.24) holds for w in KR. We

conclude the same for f . Thus, (3.24) is proved. �

Theorem 3.21. Consider two planes in R3, π and π′, intersecting in a line L. Let Σ be one of the open,
convex cylindrical sectors with opening angle 0 < α < π of R3 \ (π ∪ π′). Suppose E is an open, non-empty,
bounded and convex set with E ⊂ Σ, with the following properties:

(1) ∂E ∩ L = {p0};
(2) H2(∂E ∩ π) 6= 0 6= H2(∂E ∩ π′) and ∂E intersects π \ L and π′ \ L with constant angle of 120 degrees;
(3) ∂E ∩ Σ has constant mean curvature.

If α 6= π
3 , no such surface exists. If α = π

3 , the two curves Γ1 := ∂E ∩ π and Γ2 := ∂E ∩ π′ intersect L
tangentially at p0, and more precisely the blow-up of J∂EK at p0 is given by

Jπ ∩ ΣK + Jπ′ ∩ ΣK. (3.30)

Proof. Rotating and translating, we suppose that p0 = 0, L = {(x, 0, 0) ∈ R3 : x ∈ R}, π′′ = {(0, y, z) : y, z ∈ R}
and that the lines π ∩ π′′ and π′ ∩ π′′ form angles of opening α

2 and −α2 with the line {(0, y, 0) : y ∈ R}. By
Proposition 3.18, we will focus just on

S := ∂E ∩ Σ ∩ {(x, y, z) : x ≥ 0}.

By Lemma 3.19 we can write S in a neighborhood of p0 as the graph of a bounded concave function u over the
triangle Tδ = Bπ

′′

δ (0) ∩ Σ. This function u solves system (3.21). We divide the proof in three cases:

The case α < π
3 . We can simply apply [6], see also [7, Section 2], to infer that no such u exists.
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The case α = π
3 . We can employ [62] to deduce that the normal to S is continuous up to 0, and furthermore

lim
(0,y,z)→0,(0,y,z)∈Tδ\{0}

(−1, uy, uz)√
1 + u2

y + u2
z

= (0,−1, 0).

It follows that the blow-up of S at p0 is L. Hence, by Proposition 3.6, (3.30) readily follows.

The case α > π
3 . We first analyze the regularity of S, and then use it to show that S is a subset of the sphere.

The third and last step is to prove the technical claim (3.38).

The regularity of S: By (2)-(3), ∂E ∩ Σ is a smooth manifold with smooth boundary outside 0, see Subsection
4.0.3. S is bounded by the three curves γ1, γ2 and γ3, where γi := Γi ∩ {(x, y, z) : x ≥ 0} for i = 1, 2 and
γ3 := ∂E ∩ π′′ ∩ Σ. The concatenation of γ1, γ2 and γ3 is the boundary in the sense of manifolds of S. γ1
intersects γ2 at 0 and γ3 at x1, while γ2 and γ3 intersect at x2. These three points will be named vertices. From
the regularity of ∂E ∩ Σ, we infer that S is smooth up to the boundary (including the vertices x1, x2) except
for the vertex 0, i.e., at all points but 0 the surface S can be written as the graph of a smooth function defined
on a disk (if at an interior point), on the complement of a smooth convex set (if at a boundary non-vertex
point) as in Subsection 4.0.3 and on a sector-like domain (if at x1, x2). Concerning the vertex 0, since α > π

3
we can employ [58, Theorem 1] to infer that the function u representing S in Tδ as above is such that

u ∈ C1(Tδ). (3.31)

Thus, using Lemma 3.20, we infer that u is actually C1,1(Tδ) ∩ C∞(Tδ \ {0}), and, fixed any η ∈ (0, 1), we
have the following controlled blow-up of [u]C2,η for all small enough R > 0:

[D2u]Cη(Tδ∩BcR(0)) ≤
C

Rη
. (3.32)

From now on, we fix η ∈ (0, 1). In conclusion, S is globally a C1,1 manifold with boundary, smooth except at 0,
where we have the additional information (3.32). Moreover, due to its smoothness and Proposition 3.18,

S intersects the curve γ3 with an angle of 90 degrees, (3.33)

γi intersects γ3 with an angle of 90 degrees at xi, for i = 1, 2, (3.34)
and, from (3.31), we also have that

the curves γ1 and γ2 intersect at 0 forming an angle 0 < β < π. (3.35)

Notice that the curves enjoy the following property

γi is a C1,η curve for all i = 1, 2, 3. (3.36)

S must be part of a sphere and contradiction: Our aim is to show that combining (3.33) and assumption (2)
we obtain that S is actually part of a sphere. If we manage to do so, we get a contradiction. Indeed, denoting
with 0 and p the points given by S ∩ {(0, y, 0), y ∈ R}, we see from (3.33) that S must intersect γ3 at p with
an angle of 90 degrees, and from (3.31) that S must intersect L at 0 with an angle of less than 90 degrees.
Thus, S ∩ {(x, y, 0) : x, y ∈ R} cannot be part of a circle and S cannot be part of a sphere.

To show that S is part of a sphere, we adapt [22, Section 2]. Recalling that β is defined in (3.35), let

Q :=
{

(x, y) ∈ R2 : x ≤ 0, y ∈
[
−β
2 ,

β

2

]}
(3.37)

and p1 := (0,−β/2), p2 := (0, β/2). We claim that:

there exists a conformal parametrization Φ : Q→ S ⊂ R3 satisfying the following properties: (3.38)

Φ(pi) = xi,∀i = 1, 2, lim
z→∞,z∈Q

Φ(x) = 0;

additionally, for some δ ∈ (0, 1), we have that Φ ∈ C1,δ(Q), Φ ∈ C2,δ(Q \ {p1, p2}) and, crucially,

lim
z→∞,z∈Q

|D2Φ(z)| → 0, |D2Φ(z)| ≤ C

dist(z, pi)1−δ , for all z close to pi. (3.39)
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Recall that Φ is said to be conformal if, everywhere in intQ,
(∂xΦ, ∂yΦ) = 0 and |∂xΦ| = |∂yΦ|. (3.40)

We will prove claim (3.38) later. Assuming its validity, we now conclude the proof of Theorem 3.21. Consider
the second fundamental form of S in these coordinates

II =
(

L M
M N

)
.

It is useful now to introduce the complex coordinates z = x+ iy. The computations of [4, Section 1] show that
in conformal coordinates, the so-called Hopf differential

f(z) := L−N − 2iM
is holomorphic in intQ, due to the fact that S has constant mean curvature. Since Φ is C2,δ in Q \ {p1, p2},
f is continuous in the same domain. Recall in fact that L,M,N are given by the scalar product of second
derivatives of Φ with the unitary normal of S. We apply the Terquem-Joachimsthal Theorem [60, Theorem 9,
Chapter 4], which states that, if a smooth curve γ is a line of curvature for M1, i.e. if γ′ is at all times an
eigenvector of the shape operator of M1, then another surface M2 intersects M1 along γ with a constant angle
if and only if γ is also a line of curvature for M2. Since for a plane the shape operator is the zero matrix, every
curve on the plane is a line of curvature. Thus, the constant angle condition of (2)-(3.34) yields that γi is a
line of curvature for S, for all i = 1, 2, 3. Due to our choice of Q and the fact that the shape operator is given
by I−1II, denoting e1, e2 to be the canonical basis of R2, this amounts to ask that:

I−1II(te1 +pi)e1 = ki(t)e1, ∀i = 1, 2, ∀t ∈ (−∞, 0); I−1II

(
β

2 se2

)
e2 = k(s)e2, ∀s ∈ (−1, 1), (3.41)

for some functions ki, k representing the eigenvalues of the shape operator. Equivalently, since (3.40) implies
that the first fundamental form is diagonal, we can rewrite (3.41) as

(II(te1 + pi)e1, e2) = 0, ∀i = 1, 2, ∀t ∈ (−∞, 0);
(
e1, II

(
β

2 se2

)
e2

)
= 0, ∀s ∈ (−1, 1). (3.42)

This implies that M = 0 on ∂Q \ {p1, p2}. Suppose for a moment that M extends continuously on {p1, p2} and
hence that M = 0 on ∂Q. Then, by (3.52) and the maximum principle for harmonic functions, we would find
that M ≡ 0 on Q. This shows that, since f is holomorphic, L−N ≡ c ∈ R. Using once again (3.52), we find
that c = 0 and hence that L = N on Q, M = 0 on Q, i.e. that S is part of a sphere, as wanted. Hence we are
only left to show that M extends continuously to pi.

Upon translating, suppose pi = 0. Then, we have an harmonic function M defined on a subset of a quadrant
of R2, say on Ω := Br(0) ∩ {(x, y) : x ≤ 0, y ≤ 0} \ {0}, with the properties that M ∈ C∞(int Ω) ∩ C0(Ω)
and M(0, y) = 0,M(x, 0) = 0, for |x|, |y| ≤ r, x < 0, y < 0. Moreover, by (3.39), |M(z)| ≤ C|z|δ−1 for some
δ ∈ (0, 1). We extend M to Br in the following way, which is a simple variant of Schwarz Reflection Principle:

v(x, y) :=


M(x, y), if x, y ≤ 0,
−M(−x, y), if x ≥ 0, y ≤ 0,
−M(x,−y), if x ≤ 0, y ≥ 0,
M(−x,−y), if x ≥ 0, y ≥ 0.

(3.43)

With this extension, v is continuous in Br \ {0}, and fulfills the local mean value property, hence we can use
[3, Theorem 1.24] to infer that v is also harmonic in Br \ {0}. By construction, we still have that

|v(z)| ≤ C

|z|1−δ
(3.44)

for some δ ∈ (0, 1), and v(0, y) = 0, v(x, 0) = 0, for |x|, |y| ≤ r, (x, y) 6= 0. To show that 0 is a removable
singularity, we use [3, Theorem 9.7] to write v = v1 + v2, where v1 is harmonic in Br and v2 is harmonic in
R2 \ {0} with

lim
|z|→∞

(v2(z)− b log(|z|)) = 0,

for some constant b. It is therefore convenient to rewrite v = v1 + v3 + b log(|z|), where v3 := v2 − b log(|z|)
is such that limz→∞ v3 = 0. Our aim is to show that v3 ≡ 0 and b = 0. Let us start by showing v3 ≡ 0.
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First, considering v4(z) := v3

(
z
|z|2

)
, we see that v4 is harmonic in R2 \ {0} with lim|z|→0 v4(z) = 0. Thus, v4

extends to an harmonic function in R2. Moreover, from (3.44), we see that v4 satisfies |v4(z)| ≤ C|z|1−δ for all
z sufficiently large. The mean value property shows that Dv4 ≡ 0 in R2 and, since v4(0) = 0, we obtain v4 ≡ 0,
which implies v3 ≡ 0. Thus, v = v1 + b log(|z|), and hence

0 = v(x, 0) = v1(x, 0) + b log(|x|), ∀0 < |x| < r.

Since v1 is harmonic inside Br, then v1 is bounded inside Br. This yields b = 0 and concludes the proof.

Proof of claim (3.38): We need to build Φ as in (3.38). The map Φ will be obtained in (3.51) as a composition
of maps with suitable properties. We start from the following parametrization of S. Using the convexity of E,
we write S as the graph GF of a function F over a subset S′ of a sphere S contained in E. Let p̃ be the point
of S′ such that GF (p̃) = 0. Then, due to the regularity of S, F : S′ → (0,+∞) is a smooth function outside of
p̃, it is globally C1,1 and its second derivatives fulfill estimate (3.24) near p̃. Now we extend F to F ′ : S→ S
in such a way that, for some C > 0:
(a) F ′ ∈ C1,1(S);
(b) F ′ is smooth in S′ \ {p̃} and C2,η(S \ {p̃});
(c) for every small R > 0,

[D2F ′]Cη(S\BR(p̃)) ≤
C

Rη
.

One way to do so is to consider the stereographical projection πq : S \ {q} → R2 for some q /∈ S′ and extend
F ′′ := F ◦ π−1

q from πq(S′) to the whole R2 in such a way that the extension F ′′′ fulfills
• F ′′′ = F ′′ in πq(S′);
• F ′′′ ∈ C1,1

loc (R2);
• F ′′′ is smooth in R2 \ πq(p̃);
• for every small R > 0,

[D2F ′′′]Cη(R2\BR(πq(p̃))) ≤
C

Rη
.

Once this is achieved, we can set F ′ := ϕF ′′′ + (1− ϕ), where ϕ is a suitable non-negative cut-off function of
the compact set πq(S′). This gives the required extension F ′. The precise assumptions to do so and a sketch of
the proof is given in Lemma 3.24 below, see also Remark 3.25.

Let M := GF ′(S). Consider any point q0 ∈ S \ S′ and define

G′ := GF ′ ◦ π−1
q0

: R2 →M ⊂ R3,

where πq0 : S→ R2, is the stereographical projection based in q0, as above. In these charts, we introduce the
metric tensor given by

gij(y) = (∂iG′((G′)−1(y)), ∂jG′((G′)−1(y))), ∀y ∈M, ∀ 1 ≤ i, j ≤ 2, (3.45)

Due to (a) and the fact that GF ′ is a (radial) graph, (gij) is a Lipschitz tensor which is bounded from below
and from above by two positive constants in the sense of quadratic forms. We employ [35, Theorem 3.1.1] to
find a new C1,η parametrization h : S→M which is a conformal diffeomorphism. We introduce Ψ := h ◦ π−1

q ,
for any (fixed) q /∈ h−1(S). Since πq is a smooth conformal diffeomorphism, Ψ ∈ C1,η(R2,M \ {h(q)}) is a
conformal diffeomorphism. Define the compact set

T̃ := Ψ−1(S).

Furthermore, notice that, after a translation of the domain, we can further suppose that

0R2 ∈ T̃ and Ψ(0R2) = 0R3 ∈ S. (3.46)

From now on, we will not denote differently 0 ∈ R2 and 0 ∈ R3. Notice that, since the stereographic projection
is smooth and due to our choice of q ∈ S \ h−1(S), (a)-(b)-(c) imply the following properties of G′:

• G′ ∈ C1,1(R2,M \ {GF ′(q)}) is a C1,1
loc diffeomorphism;

• G′ ∈ C2,η
loc (R2 \ {0},M \ {GF ′(q)}) and (G′)−1 ∈ C2,η

loc (M \ {GF ′(q)},R2 \ {0});
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• given a ball B′ ⊂ R2 containing (G′)−1(S) in its interior and for every small R > 0, if s0 := (G′)−1(0),

[D2G′]Cη(B′\BR(s0)) + [D2(G′−1)]Cη(B′\BR(s0)) ≤
C

Rη
.

Finally, let us define
v1 := (G′−1 ◦Ψ)1, v2 := (G′−1 ◦Ψ)2. (3.47)

Since h is conformal, then Ψ satisfies the following conformality relations, see [35, (3.1.9)],∑
i,j

gij(Ψ(x))∂xvi∂xvj =
∑
i,j

gij(Ψ(x))∂yvi∂yvj ,
∑
i,j

gij(Ψ(x))∂xvi∂yvj = 0.

By (3.45), the metric is chosen to preserve the standard scalar product in R3, hence Ψ is conformal in the
sense of (3.40). Now we wish to show the following properties of Ψ:
(A) Ψ ∈ C1,η(R2,M \ {h(q)}) is a C1,η diffeomorphism;
(B) Ψ ∈ C2,η in R2 \ {0} and Ψ−1 ∈ C2,η in M \ {0};
(C) given an open ball B ⊂ R2 containing T̃ and for every small R > 0,

‖D2Ψ‖L∞(B\BR(0)) + ‖D2(Ψ−1)‖L∞(B\BR(0)) ≤
C

R1−η , [D2Ψ]Cη(B\BR(0)) + [D2(Ψ−1)]Cη(B\BR(0)) ≤
C

R
.

We already know (A). We only need to show (B)-(C). To this aim, by (3.47), we only need to prove the
analogous properties for v1, v2 and their inverse (w1, w2) := (v1, v2)−1. However, v1, v2 and w1, w2 solve the
elliptic systems of [35, (3.1.14) and (3.1.19)] respectively, and hence the required regularity follows from classical
elliptic estimates, see [26, Theorem 6.2, Corollary 6.3]. Near the singular point 0, one can use the same
reasoning we employed at the end of Lemma 3.20.

So far, we have obtained a conformal, C1,η map Ψ : B → M ⊂ R3, which is a diffeomorphism onto its
image. Recall that B is an open ball which contains T̃ = (πq ◦ h−1)(S) = Ψ−1(S). Roughly speaking, we wish
to substitute the domain T̃ with the reference triangular domain

T :=
{

(R cos θ,R sin θ) : R ∈ [0, 1], θ ∈
[
−β
2 ,

β

2

]}
.

To do so, we will use the Riemann Mapping theorem, which preserves conformality of Ψ. First, we need to
study the regularity of the domain T̃ . In particular, we wish to show that T̃ is a curvilinear triangle according
to the definition below.

Definition 3.22. Let η ∈ (0, 1). A compact set D ⊂ R2 is called a curvilinear triangle if the following
conditions are fulfilled. D is a connected and simply connected Lipschitz set. Moreover, its boundary is the
concatenation of three simple curves, σi ∈ C1,η([0, 1],R2), i = 1, 2, 3, such that σi((0, 1)) ∩ σj((0, 1)) = ∅, for
i 6= j. Moreover, σi intersects σj in exactly one point forming an opening angle in (0, π). The three distinct
points x1, x2, x3 at which the curves intersect are called vertices, and the corresponding angles are denoted by
γi ∈ (0, π). Furthermore, every point y of ∂D fulfills one of the following two conditions.

(I) If y ∈ ∂D \ {x1, x2, x3}, then there exists an open neighborhood V = V (y), and a C2,η diffeomorphism
Fy : V → B1(0) ⊂ R2 such that

Fy(D ∩ V ) = B1(0) ∩ {(a, b) : a ≥ 0}, Fy((∂D) ∩ V ) = B1(0) ∩ {(0, b) : b ∈ R}.

(II) If y ∈ {x1, x2, x3}, say y = xi, then there exists an open neighborhood V = V (y), and a C1,η diffeomor-
phism Fy : V → B1(0) ⊂ R2 with DFy(y) being a positive multiple of a rotation, such that

Fy(D ∩ V ) = B1(0) ∩
{

(R cos θ,R sin θ) : R > 0, θ ∈
[
−γi

2 ,
γi
2

]}
,

Fy((∂D) ∩ V ) = B1(0) ∩ ∂
{

(R cos θ,R sin θ) : R > 0, θ ∈
[
−γi

2 ,
γi
2

]}
.

and there exists R0 > 0 such that

‖D2Fy‖L∞(V \BR(0)) ≤
C

R1−η , [D2Fy]Cη(V \BR(0)) ≤
C

R
, ∀R ≤ R0.
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Remark 3.23. Let us comment on Definition 3.22. First, the regularity we asked on the boundary is tailored
to our needs, but of course different requirements are possible. In particular, notice that some vertices of
T̃ , namely yi := Ψ−1(xi) for i = 1, 2, see (3.34), admit charts of C2,η regularity. However, we will treat all
vertices 0, x1, x2 in the same way and hence we do not need to give different definitions. Secondly, in case
y ∈ {x1, x2, x3}, we added to the definition that DFy(y) is a multiple of a rotation, which will simplify some
future computations. This is not restrictive. Indeed, denote v1 = e−iγi/2, v2 = eiγi/2 in the complex variables
R2 ∼ C. After a rotation of the domain, we have that DFy(y)v1 = λvi and DFy(y)v2 = µvj with λ, µ > 0 and
{vi, vj} = {v1, v2}, due to the requirement that

Fy((∂D) ∩ V ) ⊂ {av1 : a > 0} ∪ {bv2 : b > 0}.

We consider the new diffeomorphism F̃ (z) := kDFy(y)−1Fy(z), where k > 0 is a constant. It is not hard to see
that F̃ fulfills all the required properties, once we consider a possibly smaller neighborhood of the point y.

Since T̃ = Ψ−1(S), Ψ is a homeomorphism and S is a connected, simply connected set, then the topological
conditions of Definition 3.22 are verified. Moreover, its boundary is given by the concatenation of α1 := Ψ−1◦γ1,
α2 := Ψ−1 ◦ γ2, and α3 := Ψ−1 ◦ γ3. The regularity of Ψ−1 expressed in (A)-(B)-(C) and (3.36) imply that αi
are C1,η curves. Moreover, their images only intersect at the distinct vertices yi = Ψ−1(xi) and 0 = Ψ−1(0).
Since Ψ is conformal and (3.34)-(3.35) hold, we see that, for i = 1, 2,

αi intersects α3 at an angle of 90 degrees at yi := Ψ−1(xi) (3.48)
and also

the curves α1 and α2 intersect at 0 ∈ R2 forming an opening angle β ∈ (0, π). (3.49)
From the regularity of S that we discussed and the regularity of Ψ expressed in (A)-(B)-(C), we see that T̃
fulfills (I) and (II). Hence T̃ is a curvilinear triangle in the sense of Definition 3.22. It can be checked, by the
explicit definition of T , that T is a curvilinear triangle as well.

By the Riemann Mapping Theorem, there exist δ, c, C > 0 and a map g : T → T̃ such that:
(i) g is biholomorphic from the interior of T to the interior of T̃ , and is a homeomorphism of T to T̃ ;
(ii) g ∈ C2,δ(T \ {0, g−1(y1), g−1(y2)});
(iii) g(0) = 0 and for all small R > 0 and all z ∈ BR(0) ∩ T , c|z| ≤ |g(z)| ≤ C|z|. Analogously, for all i = 1, 2

and all z ∈ T sufficiently close to zi it holds c|z − zi| ≤ |g(z)− g(zi)| ≤ C|z − zi|;
(iv) |g′(z)| ≤ C for all z ∈ T \ {0, g−1(y1), g−1(y2)}, and for all small R > 0,

‖g′′‖L∞(T\[BR(0)∪BR(g−1(y1))∪BR(g−1(y2))]) ≤
C

R1−δ .

Indeed, since T̃ is a compact simply connected domain of R2, (i) follows from the Riemann Mapping Theorem,
see [35, Theorem 3.2.1] or [37, Theorem 4.0.1, 5.1.1]. As written in [35, Theorem 3.2.1], we can prescribe the
values of three points of the boundary of T for g:

g(0) = 0, g(z1) = y1, g(z2) = y2, where z1 :=
(

cos
(
β

2

)
, sin

(
β

2

))
, z2 :=

(
cos
(
β

2

)
,− sin

(
β

2

))
. (3.50)

A map g fulfilling (i) and (3.50) is unique, see [35, Corollary 3.2.1]. We will sketch the proof of (ii)-(iii)-(iv) in
Lemma 3.26 below.

To conclude the present proof, we need one last map, this time explicit. Let Q be as in (3.37). Then,
the exponential map ez maps Q biholomorphically inside T , once we consider C ∪ {∞} and we write, with a
small abuse of notation, ez|Q(∞) = 0. We can finally set

Φ := Ψ ◦ g ◦ ez. (3.51)
By the regularity of Ψ in (B) and g in (ii), we immediately obtain Φ ∈ C2,δ(Q \ {p1, p2}), for some δ > 0.
Furthermore, we are composing a conformal map Ψ in the sense of (3.40) with the holomorphic map g ◦ ez,
thus Φ is still conformal, as a direct computation shows. In order to show (3.39), we recall that

p1 =
(

0,−β2

)
, p2 =

(
0, β2

)
,
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and we claim the more precise bounds:

|D2Φ(z)| ≤ C|ez| if z ∈ Q and |z| is sufficiently large (3.52)

and
|D2Φ(z)| ≤ C

dist(z, pi)1−δ , if z ∈ Q is sufficiently close to pi. (3.53)

Write, for f := ez and any a = 1, 2, 3, i = 1, 2, j = 1, 2:

∂iΦa =
∑
k,`

∂kΨa(g ◦ f)∂`gk(f)∂if `,

and

∂ijΦa =
∑
r,s,k,`

∂krΨa(g ◦ f)∂sgr(f)∂jfs∂`gk(f)∂if ` +
∑
k,`,r

∂kΨa(g ◦ f)∂`rgk(f)∂jfr∂if `

+
∑
k,`

∂kΨa(g ◦ f)∂`gk(f)∂ijf `.

Thus, noticing that |∂if |, |∂ijf | ≤ |ez| for all i, j, z ∈ Q and using (A) and (iii)-(iv), we can first estimate:

|∂ijΦa| ≤ C
∑
r,k

|∂krΨa(g ◦ f)||ez|2 + C|g′′(ez)||ez|2 + C|ez|.

Now (3.52)-(3.53) readily follow again from (C) and (iii)-(iv). This concludes the proof of claim (3.38) and
hence the proof of Theorem 3.21. �

Lemma 3.24. Let K be a compact subset of R2 with non-empty interior, and let η ∈ (0, 1], a ∈ ∂K. Assume
that for all couple of points x, y there exist differentiable curves γi : [0, 1]→ K such that γi(0) = y, γi(1) = x,
and, for all t, s ∈ [0, 1],

|γ′1(t)| ≤ C|x− y|; |γ′2(t)| ≤ C|x− y|; |γ′2(t)− γ′2(s)| ≤ C|x− y|1+η;

|γ′1(t)− γ′1(s)| ≤ C

Rη
|x− y|1+η and |γ1(t)− a| ≥ cR, if |x− a|, |y − a| ≥ R ≥ 0.

(3.54)

Assume F ∈ C2(intK) ∩ C1,η(K) satisfies for all R > 0 sufficiently small

‖D2F‖L∞(K\BR(a)) ≤
C

R1−η , [D2F ]Cη(K\BR(a)) ≤
C

R
, if η < 1, (3.55)

or for some α ∈ (0, 1),

‖D2F‖L∞(K\BR(a)) ≤ C, [D2F ]Cα(K\BR(a)) ≤
C

Rα
, if η = 1. (3.56)

If η = 1, the curve of (3.54) is assumed to fulfill

|γ′1(t)− γ′1(s)| ≤ C

Rα
|x− y|1+α.

Then, there exists an extension F ′ ∈ C2,η
loc (R2 \ {a})∩C1,η

loc (R2) with the same properties (3.55) or (3.56) where
the estimates are in BM (a) for any M > 0, rather than in K, and the constant C depends on M .

(Sketch of) Proof. The complete proof of this result is technical and lengthy, but is based on the classical
Whitney extension Theorem, see [64]. We will follow the proof given in [20, Theorem 6.10]. We will define a
candidate extension F ′, which has to be chosen with some care in order to take into account the singular point
a. Thus, we will omit the proof that F ′ is an extension with the properties above, as all the computations are
rather standard, see [20, Theorem 6.10] for the first order estimates.

We start by noticing that assumption (3.54) implies the following: for every couple x, y ∈ K,

|F (x)− F (y)| ≤ C‖DF‖∞|x− y|, (3.57)
|F (x)− F (y)− (DF (y), x− y)| ≤ C‖F‖C1,η |x− y|1+η, (3.58)



THE DOUBLE AND TRIPLE BUBBLE PROBLEM FOR STATIONARY VARIFOLDS: THE CONVEX CASE 21

and, if |x− a|, |y − a| ≥ R:

|DF (x)−DF (y)| ≤ C min
{
|x− y|η, |x− y|

R1−η

}
, (3.59)

|DF (x)−DF (y)−D2F (y)(x− y)| ≤ C

R
|x− y|1+η, (3.60)

|F (x)− F (y)− (DF (y), x− y)− 1
2D

2F (y)[x− y, x− y]| ≤ C

R
|x− y|2+η. (3.61)

(3.57)-(3.58)-(3.59)-(3.60) are immediate. (3.61) easily follows from the following equalities for γ1 as in (3.54):

F (x)− F (y)− (DF (y), x− y)− 1
2D

2F (y)[x− y, x− y]

=
ˆ 1

0

ˆ t

0
(D2F (γ1(s))γ′1(s), γ′1(t))dsdt− 1

2D
2F (y)[x− y, x− y]

=
ˆ 1

0

ˆ t

0
(D2F (γ1(s))[γ′1(s)− (x− y)], γ′1(t))dsdt+

ˆ 1

0

ˆ t

0
(D2F (γ1(s))(x− y), γ′1(t)− (x− y))dsdt

+
ˆ 1

0

ˆ t

0
[D2F (γ1(s))−D2F (y)][x− y, x− y]dsdt.

As already mentioned, we follow [20, Theorem 6.10]. Let U := R2 \ K. As in the proof of [20, Theorem
6.10], we can consider a family of disjoint balls {Brj (xj)}j∈N such that

⋃
j B5rj (xj) = U . For all x ∈ U , let

r(x) := 1
20 min{1,dist(x,K)}. By [20, Theorem 6.10], we know that, if

Sx = {xj : B10r(xj)(xj) ∩B10r(x)(x) 6= ∅},

then H0(Sx) is uniformly bounded and
1
3 ≤

r(x)
r(xj)

≤ 3, ∀xj ∈ Sx.

With the same procedure of [20, Theorem 6.10], we can consider a partition of unity {χj}j∈N subordinate to
{Brj (xj)}j∈N with the properties that for all j, i ∈ N, x ∈ U

spt(χj) ⊂ B10r(xj)(xj),
∑
j

χj(x) = 1,
∑
j

D(i)χj(x) = 0, |D(i)χj(x)| ≤ C

ri(x) .

Now define F ′ by F ′ = F on K and, for x ∈ U ,

F ′(x) =
∑
j

(F (sj) + (DF (sj), x− sj) + 1
2D

2F (sj)[x− sj , x− sj ])χj(x),

where sj ∈ K is chosen in the following way. Let ρ = maxy∈K |y − a|. Given any x ∈ U , find b(x) ∈ ∂K such
that

|x− b(x)| ≤ C dist(x, ∂K) and |b(x)− a| ≥ min{ρ, |x− a|}
10 . (3.62)

This is possible with a constant independent of x. Indeed, consider a point y ∈ ∂K such that dist(x, ∂K) = |x−y|.
If |y − a| ≥ min{ρ,|x−a|}

10 , then set b(x) := y. Otherwise, take b ∈ ∂K ∩ ∂Bmin{ρ,|x−a|}(a), which exists since K
is connected, due to (3.54). Thus, b ∈ ∂K and |b− a| = min{ρ, |x− a|} by construction. Furthermore, we have

min{ρ, |x− a|} ≤ |x− a| ≤ |x− y|+ |y − a| ≤ dist(x, ∂K) + min{ρ, |x− a|}
10 .

Thus, min{ρ, |x− a|} ≤ C dist(x, ∂K), and hence

|x− b| ≤ |x− y|+ |y − a|+ |a− b| ≤ dist(x, ∂K) + 11
10 min{ρ, |x− a|} ≤ C dist(x, ∂K).

We can thus set b(x) := b. Now we define sj := b(xj).

Using this setup, namely (3.57)-(3.58)-(3.59)-(3.60)-(3.61) and the definition of F ′, xj and sj , it is possi-
ble to show that F ′ is the required extension of F . We will omit the details. �
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Remark 3.25. Let us briefly explain how to use Lemma 3.24 to extend F ′′ from πq(S′) to R2 as we did
in the proof of Theorem 3.21. In particular, let us explain how to construct the curves γi satisfying (3.54).
Due to the regularity of S, and hence of S′, the only delicate region to construct the curves is near the vertex
a = πq(p̃). However, the regularity of S and in particular Lemma 3.20 easily provides us with a diffeomorphism
P : Tδ → V ∩ T̃ , where V is a neighborhood of πq(p̃), and P ∈ C1,1(Tδ)∩C2,η(Tδ \{0}) with the usual estimates
on [D2P ]Cη(Tδ\BR(0)). Having fixed x, y ∈ T̃ , let p = P−1(x), q = P−1(y). If p = reiθ1 , q = seiθ2 , θi ∈ (−π, π)
for all i, then the curve γ1 of (3.54) is given by the image through P of the curve

α1(t) = (tr + (1− t)s)ei(tθ1+(1−t)θ2), for t ∈ [0, 1].

The curve γ2 is simply the image through P of the segment connecting p and q.

Lemma 3.26. Let T and T̃ be curvilinear triangles in the sense of Definition 3.22. Let x1, x2, x3 and y1, y2, y3
be the vertices of T and T̃ respectively, and suppose that the angles γi are the same at xi and yi, for all i. Let
g be the unique biholomorphism given by the Riemann Mapping theorem between intT and int T̃ which maps
xi to yi for all i. Then, there exists δ > 0 such that

g ∈ C2,δ(T \ {x1, x2, x3}, T̃ ), g′ ∈ L∞(T, T̃ ), (3.63)

and for all i = 1, 2 and all z sufficiently close to xi
c|z − xi| ≤ |g(z)− g(xi)| ≤ C|z − xi| (3.64)

and for all sufficiently small R > 0,

‖g′′‖L∞(T\[BR(x1)∪BR(x2)∪BR(x3)]) ≤
C

R1−δ . (3.65)

(Sketch of) Proof. Since this result is rather classical and the details are quite lengthy, we will only sketch its
proof. We need to handle separately the case z0 ∈ ∂T \ {x1, x2, x3} and the case z0 = xi for some i. We note
that g is a homeomorphism up to the boundary by [37, Theorem 5.1.1]. Let us start with the first case.

z0 ∈ ∂T \ {x1, x2, x3}: We set y0 = g(z0). We employ the proof suggested in [37, Problem 2, Section
5]. Take a smooth closed curve Γ in int T̃ , and define Ω ⊂ int T̃ to be the domain bounded by ∂T̃ and Γ.
Observe that Ω is a C2,η domain at all points of ∂Ω = ∂T̃ ∪ Γ except for {y1, y2, y3}. Furthermore, since g is
biholomorphic from intT to int T̃ and g is a homeomorphism that maps vertices into vertices, we have that
Ω′ = g−1(Ω) is again a C2,η set except for the points {x1, x2, x3}. After a rotation, we can suppose that the
normal n(y0) to ∂T̃ at y0 ∈ ∂T̃ ⊂ ∂Ω is given by n(y0) = −e1 = (−1, 0). Thus, since T̃ is a C2,η set near y0,
we can suppose that ρ is sufficiently small such that

|n(y) + e1| ≤ ε, ∀y ∈ ∂Ω ∩Bρ(y0) = (∂T̃ ) ∩Bρ(y0), (3.66)

for some ε > 0 to be chosen later. Now we solve the Dirichlet problem{
∆f = 0, in Ω,
f = ϕ, in ∂Ω,

where ϕ is a smooth non-negative function with compact support in R2 with ϕ ≡ 0 on Γ and ϕ ≡ 1 on ∂T̃ .
Since Ω is a Lipschitz domain due to Definition 3.22 and our choice of Γ, this problem is solvable for some
f ∈W 1,2(Ω) via classical variational methods, with the boundary datum attained in the sense of traces. We
have that f is smooth in the interior and C2,η up to the boundary except possibly at the points {y1, y2, y3} by
classical regularity theory. Furthermore, since ϕ ≡ 1 on ∂T̃ and ϕ ≡ 0 on Γ, the classical maximum principle
and Hopf Lemma [19, Section 6.4.2] imply the existence of c = c(z0) > 0 such that:

|Df(y)| = |(Df(y), n(y))| ≥ c, ∀y ∈ ∂Ω ∩ ∂T̃ ∩Bρ(g(z0)). (3.67)

Consider now f̃ := f ◦ g, which, since g fulfills (i), solves{
∆f̃ = 0, in Ω′

f̃ = 1 on ∂T, f̃ = 0 on g−1(Γ).
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The same reasoning as above yields that f̃ is C2,η up to the boundary at all points of T except possibly at
{x1, x2, x3}. Thus, for all z ∈ intT near z0 we have for some constant C = C(z0) > 0 and for all i = 1, 2:

|(∂ig(z), Df ◦ g(z))| = |∂i(f ◦ g)| = |∂if̃ |(z) ≤ C. (3.68)
The regularity of f and the fact that g is a homeomorphism up to the boundary allows us to combine (3.66)
and (3.67) to deduce that, if ε and ρ are chosen sufficiently small,

|(∂ig(z), e1)| ≤ 2C, ∀i = 1, 2.
Since g solves the Cauchy-Riemann equations in the interior of T , the latter is enough to show that Dg stays
bounded near z0. Similar computations can be performed for every higher order derivative, through which we
deduce that g is C2,η up to the boundary near z0.

z0 = xi for some i: As above, let y0 = g(z0). Upon translating, we can assume z0 = 0, y0 = 0. The
corresponding angle is γi = π

γ , with γ > 1. The idea is to reduce ourselves to a case analogous to the previous
one by opening up the sets T and T̃ near the relevant vertices. Let F0 : V → B1(0) and F̃0 : Ṽ → B1(0) be the
diffeomorphisms provided by (II) of Definition 3.22. From (II) of Definition 3.22, we know that the differentials
at 0 of the maps are positive multiples of rotations. Thus, we rotate the domains in such a way that the
differentials at 0 are positive multiples of the identity. It is convenient to define, for all α > 0, the cone

Cα :=
{
R(cos θ, sin θ) : θ ∈

[
− π

2α,
π

2α

]}
.

In particular, we find that, for all γ′ < γ, there exists r > 0 such that
T ∩Br(0) ⊂ Cγ′ and T̃ ∩Br(0) ⊂ Cγ′ . (3.69)

Furthermore, in the complex notation R2 ∼ C, we consider the opening maps: for α > 0 define fα := zα, for
which we choose the following determination. In polar coordinates, if θ ∈ (−π, π), R ≥ 0,

fα(R cos θ + iR sin θ) := Rα cos(αθ) + iRα sin(αθ).
In particular, fα is defined in O := C \ {x+ iy : x < 0}, is holomorphic in C \ {x+ iy : x ≤ 0} and continuous
in its domain of definition. Employing (3.69), we choose r > 0 sufficiently small so that T ∩Br(0) ⊂ V and
Dr := fγ(T ∩Br(0)) ⊂ O. We also set D̃r := fγ(g(T ∩Br(0))). Again, if r is small enough, we can assume that
D̃r ⊂ Ṽ and D̃r ⊂ O. We open the vertices by considering G := fγ ◦ F0 ◦ f 1

γ
and G̃ := fγ ◦ F̃0 ◦ f 1

γ
, defined in

Dr and D̃r respectively. Lengthy but direct computations show that, using the regularity properties of F0, F̃0
expressed in (II) of Definition 3.22, if r > 0 is chosen sufficiently small, then

G ∈ C1, ηγ (Dr,R2) ∩ C2, ηγ (Dr \ {0},R2), G̃ ∈ C1, ηγ (D̃r,R2) ∩ C2, ηγ (D̃r \ {0},R2)
and for all R > 0 sufficiently small,

‖D2G‖L∞(Dr\BR(0)), ‖D2G̃‖L∞(D̃r\BR(0)) ≤
C

R1− ηγ
; [D2G]

C
η
γ (Dr\BR(0))

, [D2G̃]
C
η
γ (D̃r\BR(0))

≤ C

R
. (3.70)

Moreover,
DG(0) = aγ id and DG̃(0) = (ã)γ id, (3.71)

provided DF0(0) = a id, DF̃0(0) = ã id. Using Lemma 3.24, we can extend G and G̃ to maps defined in a full
neighborhood of 0 and having the same regularity properties. We will not denote these extensions differently.
Finally, due to (3.71), we may restrict these neighborhoods and still enforce that G and G̃ are diffeomorphisms
between neighborhoods of 0 ∈ R2. This shows that Dr and D̃r are classical C1, ηγ sets close to 0. To conclude,
define h := fγ ◦ g ◦ f 1

γ
on Dr. Notice that this is still a biholomorphic map from the interior of Dr to the

interior of D̃r, which is a homeomorphism up to the boundary. By using arguments similar to the ones of the
previous step, we can thus show that, for all R > 0 sufficiently small,

h ∈ C1, ηγ (Dr, D̃r), <(h′(0)) 6= 0, and ‖h′′‖L∞(Dr\BR(0)) ≤
C

R1− ηγ
,

where < denotes the real part of a complex number. Finally, we can transform back the map as g = f 1
γ
◦h ◦ fγ ,

and again direct computations show that, for some δ > 0, g ∈ C1,δ(T ∩Br(0)) ∩ C2,δ(T ∩Br(0) \ {0}) and g
enjoys properties (3.64)-(3.65), as wanted. This concludes the proof. �
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4. The double bubble: k = 2

Throughout this section, we assume that k = 2. This corresponds to considering the critical points of the
double bubble problem.

Theorem 4.1. Assume E1, E2 are convex sets such that VE for E = {E1, E2} satisfies (3.3). Then either
E1, E2 are disjoint (possibly tangent) balls of equal volume or they are the standard double bubble.

Proof. We start by noticing that, as E1, E2 are convex, then by Hahn-Banach there exists a hyperplane π
separating the two convex sets. We can, up to rotating and translating, assume that π = e⊥n . Furthermore,
∂E1 ∩ ∂E2 ⊂ π, E1 ⊂ {xn > 0} and E2 ⊂ {xn < 0}. In particular ∂E1 ∩ ∂E2 is convex. We divide the proof
in two cases: Hn−1(∂E1 ∩ ∂E2) = 0 and Hn−1(∂E1 ∩ ∂E2) 6= 0.

Case 1: Hn−1(∂E1 ∩ ∂E2) = 0. We plug in (3.3) any vector field g that coincides with the identity in a
neighborhood of E1 ∪ E2. By the divergence theorem and Lemma 3.2, we compute

λ1n|E1|+ λ2n|E2| =
2∑
i=1

λi

ˆ
∂∗Ei

(nEi , g)dHn−1 (3.3)=
ˆ
∂∗E1∪∂∗E2

〈TxΓE , Dg〉dHn−1

=
ˆ
∂∗E1∪∂∗E2

〈TxΓE , idn〉dHn−1 =
ˆ
∂∗E1

〈TxΓE1 , idn〉dHn−1 +
ˆ
∂∗E2

〈TxΓE2 , idn〉dHn−1

= (n− 1)Hn−1(∂∗E1) + (n− 1)Hn−1(∂∗E2),

where the fourth equality follows from Hn−1(∂E1 ∩ ∂E2) = 0. In particular, it follows that

λ1|E1|+ λ2|E2| =
n− 1
n

(
Hn−1(∂∗E1) +Hn−1(∂∗E2)

)
. (4.1)

Since ∂E1 and ∂E2 have constant mean curvature in {xn > 0} and {xn < 0} respectively, then by Proposition
3.15 they are smooth submanifolds when restricted respectively to {xn > 0} and {xn < 0}. In particular,
denoting by Hi the pointwise mean curvature for the convex set Ei as introduced in [57, Section 2], by (3.3) we
deduce that Hi = λi holds (Hn−1x∂Ei)-a.e., for i = 1, 2. By the Heintze-Karcher inequality [57, Theorem 1.2]

λ1|E1|+ λ2|E2| ≤
n− 1
n

λ1

ˆ
∂∗E1

dHn−1

H1
+ n− 1

n
λ2

ˆ
∂∗E2

dHn−1

H2

= n− 1
n
Hn−1(∂E1) + n− 1

n
Hn−1(∂E1).

The latter, combined with (4.1), implies that equality holds in [57, Theorem 1.2], and by the rigidity part of
[57, Theorem 1.2] applied separately to E1 and E2, we find that E1 and E2 must be balls. Since they are
disjoint, either E1 and E2 are disjoint or they touch tangentially. This concludes the proof of this case.

Case 2: Hn−1(∂E1 ∩ ∂E2) 6= 0. We make a list of claims and show how these imply that VE must be the
standard double bubble. We defer the proof of these claims to the end of the section. First, we claim that

∂E1 ∩ π = ∂E2 ∩ π. (Claim 1)
If (Claim 1) holds, we can apply Corollary 3.9. Using this, we claim that at every point x ∈ ∂π(E1 ∩ π),

the blow-up of VE at x is a Y cone containing a half hyperplane contained in π − x. (Claim 2)
and
∂Ei ∩ π is a C∞ domain in π and ∂Ei \ π is a smooth manifold with boundary for every i = 1, 2. (Claim 3)
From (Claim 2) and Corollary 3.9 we infer that the blow-up Wx of VE at x ∈ ∂π(E1 ∩ π) is a Y cone:

Wx = JKK + JK1K + JK2K,

where K, K1, K2 are half hyperplanes intersecting at the (n− 2)-dimensional tangent plane Tx(∂π(E1 ∩ π)),
with K1 ⊂ {xn ≥ 0} and K2 ⊂ {xn ≤ 0}. Since JK ∪KiK is the blow-up of J∂EiK at x, we infer that ∂Ei
forms an angle of 120 degrees with π at every x ∈ ∂π(Ei ∩ π), for all i = 1, 2. This, combined with the fact
that ∂E1 ∩ {xn > 0} and ∂E2 ∩ {xn < 0} have constant mean curvature and the regularity of ∂Ei ∩ π of
(Claim 3), allows us to apply Alexandrov moving plane method [39, Theorem 4.1.16]. We remark that, although
[39, Theorem 4.1.16] is stated in R3, its proof generalizes to Rn with no major changes. We deduce that E1
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and E2 are balls intersected respectively with {xn > 0} and {xn < 0}. Since E1 ∩ π = E2 ∩ π and ∂Ei forms
an angle of 120 degrees with π, then we deduce that VE is the standard double bubble. �

4.0.1. Proof of Claim 1: By contradiction, suppose (Claim 1) does not hold. Since ∂E1 ∩ π is a convex set and
Hn−1(∂E1 ∩ π) 6= 0, then it has non-empty interior in π. Then, without loss of generality, we can assume that
there exists a point x ∈ intπ(∂E1 ∩ π) such that x /∈ ∂E2. This implies that there exists a ball Bπδ (x) such that
Bπδ (x) ⊂ ∂E1 \ ∂E2. Hence, by Corollary 3.3, J∂E1 \ ∂E2K is a varifold with zero mean curvature. As ∂E1 is
the boundary of a convex set, Corollary 3.14 shows that each connected component T of ∂E1 \ π is contained
in a hyperplane πT . We observe that ∂E1 \ π has only one connected component: indeed, if we fix two points
x, y ∈ ∂E1, and the segment Lx,y ⊂ E1 joining them, it is enough to radially project Lx,y into ∂E1 \π from any
point z ∈ ∂E1 ∩ π, to obtain a path connecting x and y in ∂E1 \ π. This in turn implies that ∂E1 is contained
in the union of two hyperplanes, which contradicts the fact that E1 is an open bounded nonempty set.

4.0.2. Proof of Claim 2: We assume without loss of generality that x = 0. By Corollary 3.9, the blow-up Wx of
VE at x ∈ ∂π(E1 ∩ π) is unique and can be obtained as

Wx = JKK + JK1K + JK2K.

Since VE is stationary for the double bubble problem, the varifold Wx must be stationary for the area functional,
see Corollary 3.4. We wish to say that K, K1, K2 are three half hyperplanes intersecting at 120 degrees on
an (n− 2)-dimensional plane L contained in π and passing through to 0. We need to consider different cases,
depending on whether Ki is contained in π or not.

K1 and K2 are contained in π. By Proposition 3.6 and Corollary 3.9 we deduce that K ∪ K1 = π and
K ∪K2 = π. In particular K1 = K2. It follows that Wx = 2Hn−1x(π \K) +Hn−1xK. This is in contradic-
tion with the constancy theorem for stationary varifolds, see [59, Theorem 8.4.1]. Hence this case is not possible.

Only one between K1 and K2 is contained in π. Without loss of generality, we can suppose K1 ⊂ π. By
Proposition 3.6 and Corollary 3.9 we deduce that K∪K1 = π. We first observe that K2∩{xn < 0} is connected,
otherwise K2 ∪K could not be the boundary of a convex cone. By Corollary 3.9, we have that K2 is a graph
of a convex function u over a subset of a hyperplane π′. Since Wxx{xn < 0} = JK2 ∩ {xn < 0}K and Wx is
stationary, we then find that JK2K is stationary in {xn < 0}. By Proposition 3.13 and the connectedness of
K2 ∩ {xn < 0}, it follows that u is affine, and hence K2 is subset of a hyperplane. Since Ki ∩K = ∂πK, for
i = 1, 2, see Corollary 3.9, it then follows that K,K1 an K2 are all half hyperplanes meeting at a common
(n− 2)-dimensional plane. Denoting with T, Ti the tangent hyperplanes to K and Ki respectively, then the
stationarity of Wx yields

0 =
〈
T,

ˆ
K

Dg(x)dHn−1(x)
〉

+
〈
T1,

ˆ
K1

Dg(x)dHn−1(x)
〉

+
〈
T2,

ˆ
K2

Dg(x)dHn−1(x)
〉
, (4.2)

for all g ∈ C∞(Rn,Rn). If T = idn−v ⊗ v, Ti = idn−vi ⊗ vi with |v|, |vi| = 1 for i = 1, 2, one can see that
(4.2) is equivalent to v + v1 + v2 = 0, up to changing orientation to the vectors v, v1, v2. The only solution to
this equation among unit vectors is precisely given by triples of vectors lying on a two-dimensional plane that
pairwise form an angle of 120 degrees. Since K ∪K1 = π, though, their normals v and v1 must coincide (up to
a change of orientation). Hence we discard also this case.

K1 and K2 are not contained in π. Arguing as in the previous case, it follows that K1 and K2 are half
hyperplanes meeting at a common (n− 2)-dimensional plane, and hence also K is a half hyperplane contained
in π intersecting the same (n− 2)-dimensional plane. As in (4.2), by stationarity we infer that Wx is a Y cone.

4.0.3. Proof of Claim 3. By Corollary 3.9, K coincides with the blow-up at x of E1 ∩ π. Since K must be a
half hyperplane (as proved above), it follows that the blow-up at any x ∈ ∂π(E1 ∩ π) is an (n− 2)-dimensional
plane. From Corollary 3.8 we deduce that ∂Ei ∩ π is a C1 domain in π. In order to prove (Claim 3), let us
show how to upgrade this regularity to C∞. To this aim, we fix x ∈ ∂E1 ∩ π. Since Wx is a Y cone and
hence ∂Ei intersects the plane π at an angle of 120 degrees, we can parametrize ∂Ei over π in the sense of
Proposition 3.5 in a small neighborhood of x. Thus, we find δ > 0 and a convex, Lipschitz, non-negative
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function u : B = Bπδ (x)→ R that fulfills:
u = 0, on Ω0 := ∂E1 ∩B,
div(DA(Du)) = λ, in Ω := B \ ∂E1,

(DA(Du), n) = cos
(
π
6
)

=
√

3
2 , on Γ := ∂π(∂E1 ∩ π) ∩B,

(4.3)

where n is the unit outer normal of Ω0, which is defined at every point of Γ since Γ is C1. We choose δ > 0
sufficiently small so that Ω is connected. To justify the second line of (4.3) we can employ Corollary 3.3 and
Proposition 3.16, while the third line can be deduced from (Claim 2). Although u is just Lipschitz in B, we
can compute Du at every point of Γ by using directional derivatives along the directions entirely contained in
Ω. The latter exist by our blow-up analysis and Proposition 3.6. We wish now to show that u is actually C1,1

up to Γ. Notice that by Proposition 3.15, u is smooth in Ω. Thus we can consider the pointwise Hessian of u.
We can rewrite the PDE of (4.3) in its strong form

〈D2A(Du(y)), D2u(y)〉 = λ.

As Du ∈ L∞(Ω), we see that there exists a constant ρ > 0 such that ρ id ≤ D2A(Du(y)) for all y ∈ Ω in
the sense of quadratic forms. Since u is convex, D2u(y) is non-negative definite in Ω, and thus there exists
C = C(ρ) > 0 such that

C|D2u(y)| ≤ 〈D2A(Du(y)), D2u(y)〉 = λ.

Therefore, D2u(y) is uniformly bounded in Ω. Since Ω is a C1 domain in B, we conclude that u ∈ C1,1(Ω). In
particular, Γ is a C1,1 (n− 2)-dimensional manifold and Ω is a C1,1 domain in B. Indeed, since u = 0 on Γ
and Γ is a C1 manifold, we have that its unit normal is given by

n = Du

|Du|
, at all points of Γ where |Du| 6= 0. (4.4)

By the third line of (4.3), we deduce that |Du| is bounded from below in a neighborhood of Γ, thus (4.4)
implies that Γ is as regular as u is. The procedure to conclude that u is actually smooth in Ω and that Γ is a
smooth manifold is well-known and employs the hodograph transform and the classical boundary regularity of
[1]. For details, see [47, Corollary 5.6] and [36, Theorem 5.2]. Thus, ∂Ei ∩ π is a C∞ domain in π and ∂Ei \ π
is a smooth manifold with boundary.

5. The triple bubble: k = 3

Throughout this section, we assume that k = 3 and n = 3. This corresponds to considering the critical points
of the triple bubble problem in R3. For convenience, let us introduce the following terminology. Let C1, C2 be
two disjoint, nonempty, open and bounded convex sets. We say that C1 interacts with C2 if H2(∂C1∩∂C2) 6= 0.
Given three pairwise disjoint open convex sets, E1, E2, E3 we only have four possibilities, up to relabeling of
the indices:
(Case 1) None of the sets interacts with the others;
(Case 2) E2 interacts with E1, and E3 does not interact with E1 and E2;
(Case 3) E1 interacts with both E2 and E3, but E2 and E3 do not interact with each other;
(Case 4) Ei interacts with Ej , for all 1 ≤ i 6= j ≤ 3.

As in the proof of Theorem 4.1, we apply Hahn-Banach Theorem to find planes πij separating Ei from Ej ,
given 1 ≤ i 6= j ≤ 3. In particular, ∂Ei ∩ ∂Ej is a convex set contained in πij .
Definition 5.1. We say that E1, E2, E3 ⊂ R3 form a lined-up triple bubble if, up to a relabeling of the indices,
Ei is an open ball intersected with an open half space for all i ∈ {2, 3}, ∂E1 ∩ ∂E2 and ∂E1 ∩ ∂E3 are disks
contained in two distinct planes π12 and π13 respectively. If π12 is not parallel to π13, then E1 is an open ball
intersected with a connected component of the open set between π12 and π13; while if π12 is parallel to π13, then
∂E1 is a surface of revolution intersected with the open set between π12 and π13. Furthermore, ∂E2 intersects
π12 forming an angle of 120 degrees, ∂E1 intersects π12 and π13 forming an angle of 120 degrees and ∂E3
intersects π13 forming an angle of 120 degrees.
Definition 5.2. We say that E1, E2, E3 ⊂ R3 form a standard triple bubble if E1, E2 and E3 are open balls
with equal radii intersected with wedges generated respectively by the couples of planes (π13, π12), (π23, π12)
and (π13, π23). Furthermore, the planes intersect along a common line ` at an angle of 120 degrees, ∂Ei ∩ ` =
∂E1 ∩ ` 6= ∅,∀i = 1, 2, 3, and Ei is equal to Ei+1 up to a rotation of 120 degrees with axis `.
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Theorem 5.3. Assume E1, E2, E3 ⊂ R3 are convex sets such that VE for E = {E1, E2, E3} satisfies (3.3).
Then only one of the following configurations holds (up to relabeling indices):
(Configuration 1) E1, E2, E3 are disjoint, possibly tangent, balls;
(Configuration 2) E1, E2 form a standard double bubble, while E1 is a ball, possibly tangent to E2 or E3;
(Configuration 3) E1, E2, E3 form a lined-up triple bubble;
(Configuration 4) E1, E2, E3 form a standard triple bubble.
In particular, (Configuration i) happens in (Case i) and only in (Case i), for every i ∈ {1, 2, 3, 4}.

5.1. Proof of (Case 1) if and only if (Configuration 1). In this case, the proof is the same as in Case 1
of Theorem 4.1, i.e. plugging into (3.3) g = id and then applying [57, Theorem 1.2] separately on E1, E2 and
E3. This gives us precisely (Configuration 1).

5.2. Proof of (Case 2) if and only if (Configuration 2). We first show that E3 must be a ball.

5.2.1. E3 is a ball. By Corollary 3.3, we know that J∂E3 \ (∂E1 ∪ ∂E2)K is a varifold with constant mean
curvature. Our aim is to show that J∂E3K is a varifold with constant mean curvature. By [17, Theorem 1], this
would imply that E3 is a ball. By assumption, H2(∂E3 ∩ ∂E1) = H2(∂E3 ∩ ∂E2) = 0, and hence we aim to
show that E3 is also of constant mean curvature across ∂E3 ∩ ∂E1 and ∂E3 ∩ ∂E2. We can suppose that either
∂E3 ∩ ∂E1 6= ∅ or ∂E3 ∩ ∂E2 6= ∅, as otherwise Corollary 3.3 concludes the proof. Without loss of generality,
let ∂E3 ∩ ∂E1 6= ∅.

Step 1: ∂E3 is C1. By Corollary 3.8, we just need to show that the blow-up at every point of ∂E3 is a
plane. We have ∂E3 ∩ ∂E1 ⊂ π13. Since H2(∂E3 ∩ ∂E1) = 0, by convexity we can find a line L ⊂ π13
such that ∂E3 ∩ ∂E1 ⊂ L. Consider a point x ∈ ∂L(∂E3 ∩ ∂E1). We translate and rotate to have that
π13 = {y ∈ R3 : y3 = 0} and x = 0. By Proposition 3.5, we can write ∂E3 as the graph of a convex function
ϕ defined on Bπδ (x), where π is a supporting plane of ∂E3 at x. We use Proposition 3.6 to find the unique
blow-up cone JKK of J∂E3K at x, that is the graph of some positively one-homogeneous convex function H
defined on π. Since ∂E3 has constant mean curvature λ outside of ∂E3 ∩ ∂E1, by Proposition 3.16

div(DA(Dϕ)) = λ, in the sense of distributions on Bπδ (x) \ pπ(∂E3 ∩ ∂E1).
By the latter and the fact that x ∈ ∂L(∂E3 ∩ ∂E1), we can exploit the definition of H in (3.6) to see that there
exists a half line ` ⊂ π such that

div(DA(DH)) = 0, in the sense of distributions on π \ `.
From Proposition 3.13, we find that H is affine on π \ `. By continuity, we infer that H is affine on π. This
shows that JKK is a plane. Since π13 = {y ∈ R3 : y3 = 0} separates E3 from E1, we have that without loss
of generality z3 > 0 for every z = (z1, z2, z3) ∈ E3. This imposes that z3 ≥ 0 for every z ∈ K and, since K
is a plane, K = π13. Up to now, we have shown that the blow-up of ∂E3 is π13 at every x ∈ ∂L(∂E1 ∩ ∂E3),
and in particular this settles the proof of the claim in case ∂E1 ∩ ∂E3 consists of a single point. Hence we can
assume there exists x ∈ intL(∂E1 ∩ ∂E3). Write x = sx1 + (1 − s)x2, with x1, x2 ∈ ∂L(∂E1 ∩ ∂E3). By the
first part of the proof, the blow-up at x1 and x2 of ∂E3 is the plane π13 = {y ∈ R3 : y3 = 0}. By the uniform
convergence of Proposition 3.6, we infer that for all α > 0, there exists β > 0 such that

∂E3 ∩Bβ(xi) ⊂ {z ∈ R3 : 0 ≤ z3 ≤ αβ}, ∀i = 1, 2. (5.1)
Suppose by contradiction that the blow-up JKxK at x is not a plane. Since x ∈ intL(∂E1 ∩ ∂E3), then
(L− x) ⊂ Kx. Up to a rotation inside π13, we denote (L− x) = {y ∈ R3 : y2 = 0, y3 = 0}. Since by assumption
JKxK is not a plane and it is a cone and the graph of a convex function over a supporting plane of E3, then
without loss of generality there exists θ > 0 such that y3 = θy2 for every y = (y1, y2, y3) ∈ Kx such that y1 = 0
and y2 > 0. Again by the uniform convergence of Proposition 3.6, we infer that there exists ρ > 0 such that

∂E3 ∩ {y ∈ R3 : y1 = 0, y2 > 0} ∩Bρ(x) ⊂
{
y ∈ R3 : 0 < θ

2ρ ≤ y3 ≤ 2θρ
}
. (5.2)

We now choose α = θ
4 in (5.1), to find a corresponding 0 < β ≤ ρ. Since E3 is convex, there exists

y ∈ co(∂E3 ∩ (Bβ(x1) ∪Bβ(x2))) ∩Bρ(x) such that

y1 = 0, y2 > 0, 0 ≤ y3 ≤ β
θ

4 ≤ ρ
θ

4 .
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In particular, there exists z ∈ ∂E3 ∩ {y ∈ R3 : y1 = 0, y2 > 0} ∩ Bρ(x) satisfying z3 ∈
[
0, θ4ρ

]
, that is in

contradiction with (5.2).

Step 2: Conclusion of the proof. We claim that for every x ∈ ∂E3, there exists a neighborhood of x such that
in that neighborhood ∂E3 has constant mean curvature λ in the sense of varifolds. If x ∈ ∂E3 \ (∂E1 ∪ ∂E2),
the claim follows by Corollary 3.3. Let x ∈ ∂E3 ∩ ∂E1, the case x ∈ ∂E3 ∩ ∂E2 being analogous. Then, by
Corollary 3.8, we can write ∂E3 as the graph over its unique tangent plane π = π13 of a convex C1 function ϕ
defined on Bπδ (x) for some small δ > 0. By our assumption H2(∂E3 ∩ ∂E1) = 0, we infer the existence of a line
L ⊂ R3 such that ∂E3 ∩ ∂E1 ⊂ L. By Proposition 3.16 we deduce that ϕ satisfies

div(DA(Dϕ)) = λ, in the sense of distributions on Bπδ (x) \ L. (5.3)
Since ϕ ∈ C1, by Lemma 3.17 we deduce that the same holds in Bπδ (x). We infer that the mean curvature
of ∂E3 in a neighborhood of x is λ again by Proposition 3.16. Therefore, for every x ∈ ∂E3 there exists
a neighborhood of x such that in that neighborhood J∂E3K has constant mean curvature λ in the sense of
varifolds. It readily follows that J∂E3K has constant mean curvature λ in the sense of varifolds. Applying
[57, Theorem 1.2] or [17, Theorem 1] we deduce that E3 is a ball.

5.2.2. Conclusion. We just proved that E3 is an open ball. We wish to prove that E ′ = {E1, E2} is such that
VE′ is stationary for the double bubble problem, (5.4)

i.e. (3.3) holds for k = 2. An application of Theorem 4.1 will then conclude the proof, as it will tell us
that we are exactly in the situation described by (Configuration 2). If ∂E3 ∩ ∂Ei = ∅ for every i = 1, 2, we
immediately conclude (5.4). Hence we can suppose, without loss of generality, that ∂E3 ∩ ∂E1 6= ∅. Since an
Euclidean sphere does not contain any segment, by convexity of E1, E2, E3 it follows that ∂E3 ∩ ∂E1 = {x1}
and ∂E3 ∩ ∂E2 = {x2}, if it is nonempty. Notice that, as in (Claim 1), we find that ∂E1 ∩ π12 = ∂E2 ∩ π12,
and this is a 2-dimensional convex set inside π12 by assumption. If ∂E3 ∩ ∂E1 = {x1} and x1 /∈ π12, then we
also have that x1 6∈ ∂E3 ∩ ∂E2. In this situation, we can use a procedure similar to the one of Section 5.2.1 to
show that ∂E1 is C1 across x1 and that ∂E1 has constant mean curvature around x1. The same would hold for
E2 provided ∂E3 ∩ ∂E2 = {x2}. This yields (5.4). We conclude the proof showing by a blow-up analysis that

x1 6∈ π12 and x2 6∈ π12. (5.5)
Assume by contradiction, without loss of generality, that x1 ∈ π12. Since ∂E1∩π12 = ∂E2∩π12, then x1 ∈ ∂E2.
Hence the tangent plane π to ∂E3 at x1 coincides with the separating hyperplanes π13 and π23. After a rigid
motion, we suppose that π = {y ∈ R3 : y3 = 0}, that E3 ⊂ {y ∈ R3 : y3 > 0}, and that x1 = 0. Notice that E1
and E2 are in the same configuration as in Corollary 3.9, with the additional sphere ∂E3 attached to the point
x1 of blow-up. Hence, it is not difficult to see that the blow-up of VE at x1 is given by four pieces:

Vx1 = JKK + JK1K + JK2K + JπK, (5.6)
which are respectively the blow-ups at x1 of J∂E1 ∩ π12K = J∂E2 ∩ π12K, J∂E1 \ π12K, J∂E2 \ π12K and J∂E3K.
By Corollary 3.4, Vx1 must be stationary. However, this is not possible. Indeed, we would have that
spt(‖Vx1‖) ⊂ {y ∈ R3 : y3 ≥ 0}, and by the Maximum Principle [66, Theorem 1.1], we would obtain that
spt(‖Vx1‖) = π, which contradicts Corollary 3.9. Hence we conclude the validity of (5.5).

5.3. Proof of (Case 3) if and only if (Configuration 3). The proof is divided in subcases.

5.3.1. (Subcase 1): π12 and π13 are parallel planes. If π12 = π13, there exists x ∈ intπ12(∂E1∩π12)∩∂E2∩∂E3,
otherwise by convexity ∂E1 \ (∂E2 ∪ ∂E3) would contain a disk, which provides the same contradiction as in
the proof of (Claim 1). On the other hand, x ∈ intπ12(∂E1 ∩ π12) ∩ ∂E2 ∩ ∂E3 gives the same contradiction as
for (5.6), considering the blow-up of VE at x. Therefore π12 6= π13 cut R3 into three open disjoint sectors Σj ,
for j = 1, 2, 3, with

∂Σ2 = π12, ∂Σ1 = π12 ∪ π13, ∂Σ3 = π13.

Moreover, we have, for i = 2, 3:
(1) ∂Ei ∩ ∂E1 = ∂Ei ∩ π1i = ∂E1 ∩ π1i;
(2) Ei is a ball intersected with Σi with ∂Ei intersecting π1i with constant angle of 120 degrees;
(3) ∂E1 intersects π1i with constant angle of 120 degrees;
(4) ∂E1 ∩ π1i is a C∞ domain in π1i and ∂E1 \ π1i is a smooth manifold with boundary.
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(1) can be proved in the same way as (Claim 1) of Theorem 4.1. To show (2) and (3), one first uses Corollary
3.9 to study the blow-ups at points of ∂π1i(∂Ei ∩ ∂E1), and then deduces that the angles must be of 120
degrees, exactly as in (Claim 2) of Theorem 4.1. One can prove (4) of the above list as in (Claim 3) of Theorem
4.1. Finally, using [39, Theorem 4.1.16], we find that Ei is a ball intersected with Σi, for i = 2, 3. Now an
application of Alexandrov’s method of moving planes shows that E1 is axially symmetric, see for instance [43].
This yields that the two disks ∂E1 ∩π12 and ∂E1 ∩π13 are coaxial. Delaunay [14] proved that the only surfaces
of revolution with constant mean curvature are the plane, the cylinder, the sphere, the catenoid, the unduloid
and the nodoid. The requirement that E1 is a convex set and ∂E1 intersects the two disks at a constant angle
of 120 degrees implies that ∂E1 ∩ Σ1 is either a sphere or an unduloid or a nodoid intersected with Σ1. This
shows that E1, E2, E3 are a lined-up triple bubble in the sense of Definition 5.1, as in (Configuration 3).

5.3.2. (Subcase 2): π12 ∩ π13 = L is a line. Notice that π12 and π13 divide R3 in four open convex wedges,
that will be denoted by Σj , for j = 1, 2, 3, 4. Upon relabeling, we can assume that

E1 ⊂ Σ1, E2 ⊂ int(Σ2 ∪ Σ4), E3 ⊂ int(Σ3 ∪ Σ4).
We start by the following usual observation, see (Claim 1),

∂E2 ∩ π12 = ∂E1 ∩ π12 and ∂E3 ∩ π13 = ∂E1 ∩ π13, (5.7)
from which it follows

∂Ei ∩ L = ∂E1 ∩ L, ∀i = 2, 3. (5.8)
Now, if

∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = ∅, (5.9)
with the same arguments of (Case 2) one can see that (1)-(2)-(3)-(4) of (Subcase 1) hold in (Subcase 2) as well.
Hence, in order to prove that E1, E2, E3 form a lined-up triple bubble, we are just left to show that E1 is a
ball intersected Σ1. This is anyway an immediate consequence of [54, Theorem 1]. Indeed, by Corollary 3.3,
∂E1 ∩ Σ1 is a surface with constant mean curvature that, by (3) of the list of (Subcase 1), intersects π12 and
π13 with constant angle. Moreover, Proposition 3.12 implies that ∂E1 \ (π12 ∪ π13) is of ring-type in the sense
of Definition 3.11. Thus ∂E1 is a ring-type spanner in a wedge, in the terminology of [54]. Therefore E1 is a
ball intersected with Σ1. Thus, if (5.9) holds, we see that E1, E2, E3 are in (Configuration 3).

To conclude the proof of (Subcase 2), we shall consider the case in which (5.9) does not hold, i.e. by (5.8):
∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L 6= ∅. (5.10)

First, we observe that (3)-(4) of (Subcase 1) still hold in this case, at least in π1i \ L for i = 2, 3. Since Ei is
convex for each i and L is a line, there are only two possibilities: either there exists x ∈ L such that

∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = {x}. (5.11)
or there exists x1, x2 ∈ L such that

∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = [x1, x2]. (5.12)
We wish to show that if (5.11) holds, then E1, E2, E3 are in (Configuration 3), while case (5.12) cannot hold.
We start by showing the latter.

(5.12) does not hold. Assume by contradiction that (5.12) holds. We start by observing that

∂E2 ∩ ∂E3 = [x1, x2]. (5.13)
If this were not the case, then by (5.12) there would exist y ∈ ∂E2 ∩ ∂E3 \ L. By convexity of Ei for i = 2, 3
and since E2 ∩ E3 = ∅, this would imply that the whole triangle with vertices y, x1 and x2 is contained in
∂E2 ∩ ∂E3, which contradicts the fact that E2 and E3 do not interact. We now give a list of claims and show
how to conclude the proof, before proving our claims. We first claim that the blow-up Vx of VE at x ∈ (x1, x2),
assuming x = 0 without loss of generality, is given by Jπ12K + Jπ13K. More precisely, we will show that

the blow-ups of J∂E2K and J∂E3K at x are Jπ12 ∩ Σ2K + Jπ13 ∩ Σ4K and Jπ12 ∩ Σ4K + Jπ13 ∩ Σ3K. (5.14)
Next, we are going to show that the same happens at xi for i = 1, 2, i.e. that also the blow-up at xi of VE is
given by Jπ12K + Jπ13K and that

the blow-ups of J∂E2K and J∂E3K at xi are Jπ12 ∩ Σ2K + Jπ13 ∩ Σ4K and Jπ12 ∩ Σ4K + Jπ13 ∩ Σ3K. (5.15)
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Furthermore, in the same proof we will deduce that Σ1 and Σ4 are wedges with opening angles of 60 degrees,
and consequently Σ2 and Σ3 are wedges of opening angle of 120 degrees. From these two claims, it follows that
the blow-up of J∂E2 ∩ π12K is a half-plane at every point of its boundary, and by Corollary 3.8 we infer that
Γ := ∂π12(∂E2 ∩ π12) is a C1 curve. Furthermore, our claims imply that ∂E2 \ π12 intersects Γ at every point
at a constant angle of 120 degrees. As in Subsection 4.0.3, it follows that ∂E2 \ π12 is a smooth manifold with
boundary and that Γ itself is a smooth curve. As in Case 2 of Theorem 4.1, we can employ Alexandrov moving
plane method to deduce that E2 is a ball intersected Σ4 ∪ Σ2. This contradicts the assumption in (5.12) that
Γ contains a segment. We now turn to the proof of our claims.

We first prove (5.14). We consider the blow-up Vx of VE at x ∈ (x1, x2). Without loss of generality, as-
sume x = 0. Employing Corollary 3.10, we write

Vx = JKK + JK2K + JK3K, (5.16)
Exploiting the convexity of E1, it is easy to check that the blow-up of J∂E1K at x is given by the sum of the
half-planes Jπ12 ∩ Σ1K + Jπ13 ∩ Σ1K. By Corollary 3.10, we then have

JKK = Jπ12 ∩ Σ1K + Jπ13 ∩ Σ1K. (5.17)
This implies that K ∩ L = L, and Corollary 3.10 further tells us that Ki ∩K = K ∩ L = L, for i = 2, 3. To
conclude the proof (5.14), we just need to prove that

K2 = π13 ∩ Σ4 and K3 = π12 ∩ Σ4. (5.18)
To this aim, we show that

K2 and K3 are distinct half-planes containing L. (5.19)
Indeed, since Ki ∩K = L, for i = 2, 3, both K2 and K3 contain L. Moreover, notice that, since K2 and K3 are
cones with vertex at x, the set I := K2 ∩K3 is itself a cone with vertex at x. If I = L, then by stationarity and
graphicality, compare Corollary 3.4 and Corollary 3.10 respectively, we can employ Corollary 3.14 to infer that
both K2 and K3 are distinct half-planes containing L. It cannot happen that I 6= L. Otherwise, I contains a
half-line L′ starting from x, with L′ ∩ L = {x} and L′, L ⊂ π23. Using the notation Ai ⊂ πi of Corollary 3.10,
we deduce that Ai is a half-plane in bounded by L. Moreover, since L′, L ⊂ π23, then πi is not orthogonal
to π23. In particular π23 is the graph of an affine function h over πi. By Corollary 3.10 and the fact that
π23 is a separating plane among E2 and E3, we deduce without loss of generality that K2 is the graph of the
restriction of a positively one-homogeneous convex function ϕ to the subset Ai ⊂ πi, such that ϕ ≥ h on Ai
and ϕ = h on pπi(L′ ∪ L). We conclude that ϕ is affine on Ai and hence that K2 is the half-plane bounded by
L in π23. Analogously, we deduce the same for K3 and in particular that K2 = K3. Since ∂Vx = 0, we deduce
that π12 = π23, which contradicts the fact that Σ1 is nonempty. This conclude the proof of (5.19).

We now show (5.18). Corollary 3.4 tells us that Vx must be stationary. A direct computation similar to
(4.2), tells us that in order for Vx to be stationary, either K2 = π12 ∩Σ4 and K3 = π13 ∩Σ4, or K2 = π13 ∩Σ4
and K3 = π12∩Σ4. We first show that the first case cannot occur. Indeed, since we are considering the blow-up
at x ∈ L ⊂ π23, we notice that the blow-up of ∂E2 and ∂E3 must lie in (the closure of) different connected
components of R3 \ π23. If we had K2 = π12 ∩ Σ4 and K3 = π13 ∩ Σ4, then the blow-up of ∂Ei at x would be
π1i, for all i = 2, 3. This in turn would imply π12 = π13 = π23, which results in a contradiction. This proves
(5.18) and hence (5.14). By Proposition 3.6 and (5.14), we also deduce that

Ei ⊂ Σi, ∀i = 2, 3. (5.20)
To conclude the proof that (5.12) does not hold, we show our last claim (5.15) for the blow-up Wi = Wxi at

xi of VE . We also need to show that Σ1 and Σ4 are wedges with opening angles of 60 degrees, and consequently
Σ2 and Σ3 are wedges of opening angle of 120 degrees. First, Corollary 3.10 gives us, as above, the equality

Wi = JKK + JK2K + JK3K.

First assume that
JKK = Jπ12 ∩ Σ1K + Jπ13 ∩ Σ1K, (5.21)

Then, as in the proof of (5.18) it follows that JK2K = Jπ13 ∩ Σ4K and JK3K = Jπ12 ∩ Σ4K. Thus, ∂Ei intersects
π1i at a constant angle along the points of L. By Corollary 3.8, we deduce that Γ = ∂π12(∂E2 ∩ π12) is a C1

curve and, since xi is the limit of points of ∂π12(∂E2 ∩ π12) on which the contact angle is 120 degrees, we
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deduce that the contact angle between ∂E2 \ π12 and π12 is 120 degrees also at xi. In particular, due to (5.20),
Σ1 and Σ4 are wedges with opening angles of 60 degrees, and consequently Σ2 and Σ3 are wedges of opening
angle of 120 degrees, which is the desired claim (5.15). Second, we assume that (5.21) does not hold, and show
how this leads to a contradiction. As [x1, x2] ⊂ E1 and we are blowing-up this set at an endpoint xi, which we
will assume to be 0, by Proposition 3.6, the constant mean curvature of J∂E1 ∩ Σ1K and Proposition 3.13, we
deduce that:

JKK = JS1K + JS2K + JS3K,

where S` ⊂ π1` for ` = 2, 3 is the blow-up of the planar set ∂E1 ∩ π1`. S` is either π1` ∩ Σ1 or it is the convex
hull of a half line H ⊂ L (given by the blow-up of [x1, x2]) starting at 0 and another half-line L′i starting at 0
and contained in π1` ∩Σ1. Since (5.21) does not hold, we can assume without loss of generality that S2 belongs
to the second category. S1 in given by the intersection between Σ1 and the unique plane passing through 0
and containing L′2 and L′3 if also S3 belongs to the second category, or L′2 and L if S3 belongs to the first
one. By Corollary 3.10, we know that JKiK is the blow-up of J∂Ei \ π1iK, for i = 1, 2. By (5.20), K2 ⊂ Σ2 and
K3 ⊂ Σ3, hence by Corollary 3.10 we deduce that K2 ∩K3 = H. By Proposition 3.13, it follows that K2 is a
non-empty piece of plane contained in Σ2. Since H,L′2 ⊂ K2, then K2 is a non-empty piece of plane contained
in π12, which contradicts E2 being a non-empty convex open bounded set and concludes the proof of claim (5.15).

If (5.11) holds, then VE is in (Configuration 3). Assume without loss of generality that x = 0. Apply Theorem
3.21 to find that the opening angle α of the wedge Σ1 is

α = π

3 (5.22)

and that the blow-up at x of J∂E1K is given by

Jπ12 ∩ Σ1K + Jπ13 ∩ Σ1K. (5.23)

Consider the blow-up Vx = JKK + JK2K + JK3K of VE at x = 0 as in Corollary 3.10. We wish to show that

Vx = Jπ12K + Jπ13K. (5.24)

By (5.23) and by the definition of K in Corollary 3.10, we have

JKK = Jπ12 ∩ Σ1K + Jπ13 ∩ Σ1K.

Moreover, Ki ∩K = ∂π1i(K ∩ π1i) = π12 ∩ π13 = L. We can reason as in the proof of (5.18) to infer that (5.24)
is the only possible stationary blow-up. In particular by (5.11) we deduce that

∂E2 ∩ ∂E3 = {x}. (5.25)

As already argued before, by (5.23) and by Corollary 3.8, we deduce that the curves Γi := ∂π1i(π1i ∩ ∂Ei) are
C1 curves for i = 2, 3. Moreover by (5.22) ∂Ei \ π1i intersects Γi at a constant angle of 120 degrees. Finally,
(5.25) and Corollary 3.3 imply that ∂Ei \ π1i are surfaces with constant mean curvature λ. As in the proof of
(Claim 3) of Section 4, we deduce that they are smooth manifolds with smooth boundary. Hence we can apply
the classical Alexandrov moving plane method [39, Corollary 4.1.3] to deduce that Ei is a ball intersected
with Σi ∪ Σ4, for i = 2, 3. This, together with Corollary 3.3, implies that Γ2 and Γ3 are circles of the same
radius and meeting tangentially at the point x = 0. By (5.22), there is a unique sphere S of curvature λ with
center in Σ1 containing Γi for i = 2, 3 and intersecting these curves at an angle of 120 degrees. Consider finally
S′ := ∂E1 ∩ Σ1. Then, S ∩ Σ1 and S′ share the same boundary Γ2 ∪ Γ3 and intersect ∂Σ1 at the boundary
forming the same angle (outside of x). We wish to show that S′ and S coincide in Σ1. To do so, we consider
the surface S′′ obtained by gluing together S′ and S ∩ (R3 \ Σ1). Since S′ and S have the same tangent plane
at points of Γ2 ∪Γ3 \ {x}, we see by Lemma 3.17 that S′′ is a constant mean curvature surface except, possibly,
at x. Now we write S and S′′ as graphs of functions u and v near any point of Γ2 ∪Γ3 \ {x}. Using Proposition
3.16 and elliptic regularity theory, u and v are analytic functions which, by construction, coincide on an open
set. Thus, S and S′′ coincide in all such neighborhoods. Now essentially the same argument shows the same
for points of S′′ ∩ Σ1 = S′. This shows that S′ = S ∩ Σ1 as wanted. Therefore VE is in (Configuration 3).
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5.4. Proof of (Case 4) if and only if (Configuration 4). First we observe that πij 6= πlm for all
1 ≤ i 6= j ≤ 3, 1 ≤ l 6= m ≤ 3, (i, j) 6= (l,m). This is proved repeating verbatim the analogous proof at the
beginning of Subcase 5.3.1, i.e. can be excluded by considering the blow-up of VE at a point x ∈ ∂E1∩∂E2∩∂E3.
More in general, none of the couples of planes πij , πlm, 1 ≤ i 6= j ≤ 3, 1 ≤ l 6= m ≤ 3, (i, j) 6= (l,m) are
parallel. Indeed suppose for instance that π12 6= π13 but π12 is parallel to π13, then it is immediate to see that
E2 cannot interact with E3. The proof is now divided in subcases.

5.4.1. (Subcase 1): π12 ∩ π13 ∩ π23 = ∅. The three planes are parallel to a common line L. Hence they intersect
pairwise in such a way to divide R3 in seven cylindrical regions Σ1,Σ2,Σ3,Σ4,Σ5,Σ6,Σ7, where Σ7 is a
triangular cylinder. It is easy to check via simple combinatorics that this subcase does not allow Ei to interact
with Ej , for all 1 ≤ i 6= j ≤ 3, except for the case where, up to relabeling

E1 ⊂ S1 := Σ1 ∪ Σ2, E2 ⊂ S2 := Σ3 ∪ Σ4, E3 ⊂ S3 := Σ5 ∪ Σ6.

In particular, ∂E1∩∂E2∩∂E3 = ∅. As in Case 2 of Theorem 4.1, it follows that, for all i = 1, 2, 3, Ei ∩ intSi is
a smooth constant mean curvature surface with boundary meeting the boundary of the wedge Si at a constant
angle of 120 degrees. Moreover, ∂Ei does not intersect the edge of the wedge Si, as otherwise by convexity it
would contain a disk. Finally, by Proposition 3.12, Ei ∩ intSi is of ring-type in the sense of Definition 3.11.
We can thus apply [42, Theorem 1] to find that the angle αi of the wedge must satisfy αi < π/3. On the other
hand, βi := π − αi are the angles of the section orthogonal to L of Σ7, which is triangular. Thus,

3π −
3∑
i=1

αi =
3∑
i=1

βi = π, hence
3∑
i=1

αi = 2π,

which is in contradiction with αi < π/3 for all i = 1, 2, 3. Thus, Subcase 1 cannot happen.

5.4.2. (Subcase 2): π12 ∩ π13 ∩ π23 = {p}. The three planes divide R3 in eight (unbounded) tetrahedral regions.
In order to geometrically visualize the eight regions, assume that the three planes are the coordinates planes
and that the eight regions Σ1,Σ2,Σ3,Σ4,Σ5,Σ6,Σ7,Σ8 are the eight octants, containing respectively the points
(1, 1, 1), (1,−1, 1), (−1,−1, 1), (−1, 1, 1), (1, 1,−1), (1,−1,−1), (−1,−1,−1), (−1, 1,−1). The general case is
entirely analogous. Up to indices permutation and reflections, simple combinatorics shows that E1 ⊂ Σ1 ∪ Σ5,
E2 ⊂ Σ7 ∪ Σ8, E3 ⊂ Σ2 ∪ Σ3 and

∂E1 ∩ ∂E2 ⊂ ∂Σ5 ∩ ∂Σ8, while ∂E1 ∩ ∂E3 ⊂ ∂Σ1 ∩ ∂Σ2. (5.26)
As usual, we deduce as in (Claim 1) of Section 4 that, if we let σ2 and σ3 be the two (closed) half-planes
bounding the wedge Σ1 ∪ Σ5, then E1 ∩ (σ2 ∪ σ3) = ∂E1 ∩ (σ2 ∪ σ3) = (∂E1 ∩ ∂E2) ∪ (∂E1 ∩ ∂E3). Without
loss of generality, we have

E1 ∩ σ2 = ∂E1 ∩ ∂E2 and E1 ∩ σ3 = ∂E1 ∩ ∂E3.

Furthermore, S := ∂E1 ∩ int(Σ1 ∪ Σ5) meets at a constant angle of 120 degrees all points of ∂E1∩∂E2 \ (∂E1∩
∂E2 ∩ ∂E3) and ∂E1 ∩ ∂E3 \ (∂E1 ∩ ∂E2 ∩ ∂E3). Corollary 3.3 shows that S is a constant mean curvature
surface, and hence the usual regularity analysis of (Claim 3) of Section 4 applies to show that the surface is
smooth up to the boundary, except for the points in ∂E1 ∩ ∂E2 ∩ ∂E3. We shall now prove that this is not
possible. To this aim, we consider the following two options. The first option is

∂E1 ∩ ∂E2 ∩ ∂E3 = ∅. (5.27)
In case (5.27) does not hold, observe that ∂Σ1 ∩ ∂Σ2 ∩ ∂Σ5 ∩ ∂Σ8 = {p} and hence by (5.26) we conclude that
the second option is:

∂E1 ∩ ∂E2 ∩ ∂E3 = {p}. (5.28)
In case (5.27) holds, we have that ∂E1 does not touch the edge of the wedge Σ1 ∪ Σ5, while if (5.28) holds, p is
the only point where ∂E1 touches the edge of the wedge Σ1 ∪ Σ5. Indeed, if any of these assertions were false,
∂E1 \ (∂E2 ∪ ∂E3) would contain a disk, which leads to a contradiction as in the proof of (Claim 1) of Section
4. If (5.27) holds, ∂E1 \ (∂E2 ∪ ∂E3) is a smooth ring-type surface by Proposition 3.12. Thus, it follows by
[54, Theorem 1] that S is a piece of a sphere. Let R be one of the two rotations of R3 that brings σ3 into σ2.
As E1 is a ball intersected with the wedge Σ1 ∪ Σ5, then either

∂E1 ∩ ∂E2 = E1 ∩ σ2 ⊆ R(E1 ∩ σ3) = R(∂E1 ∩ ∂E3),
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or
∂E1 ∩ ∂E2 = E1 ∩ σ2 ⊇ R(E1 ∩ σ3) = R(∂E1 ∩ ∂E3).

However, any of the two previous alternatives is impossible by (5.26). This excludes (5.27). If (5.28) holds,
then we see that (5.26) is in contradiction with Proposition 3.18. This shows that Subcase 2 does not occur.

5.4.3. (Subcase 3): π12 ∩ π13 ∩ π23 = L. The three planes divide R3 in six cylindrical regions. Again via
simple combinatorics it is easy to check that the only configuration that allows Ei to interact with Ej , for
all 1 ≤ i 6= j ≤ 3, is that each of the Ei occupies the union Σi of two consecutive cylindrical regions, with
∪l,m(∂Ei ∩ πlm) contained (up to an H2-measure zero set) in three half planes meeting at L. We start by the
usual observation that ∂Ei ∩ πij = ∂Ej ∩ πij for every 1 ≤ i < j ≤ 3, see (Claim 1) of Section 4. This yields:

∂Ei ∩ L = ∂E1 ∩ L, ∀i = 2, 3. (5.29)
First, we wish to show that the case

∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = ∅ (5.30)
cannot hold. Indeed, by Corollary 3.3, for all i = 1, 2, 3, ∂Ei∩Σi is a surface with constant mean curvature that
meets π12 and π13 with constant angle, as can be seen by the usual blow-up analysis, see (Claim 2)-(Claim 3)
of Theorem 4.1. Moreover, by Proposition 3.12, ∂Ei ∩ Σi is of ring-type according to Definition 3.11. Thus
we are in the assumptions of [42, Theorem 1], which tells us that the opening angle of the wedge Σi must be
αi ≤ π/3, for every i = 1, 2, 3. Since

∑
i αi = 2π, then (5.30) cannot hold. The same argument, using Theorem

3.21 in place of [42, Theorem 1], excludes the case
∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = {p}. (5.31)

Thus, to conclude the analysis of (Subcase 3), we shall consider the case in which (5.30)-(5.31) do not hold, i.e.:
there exists x1 6= x2 such that ∂E1 ∩ L = ∂E2 ∩ L = ∂E3 ∩ L = [x1, x2]. (5.32)

Arguing similarly to (Claim 2)-(Claim 3) of Theorem 4.1, we have that for all i = 1, 2, 3:
• ∂Ei ∩ Σi intersects ∂Σi \ L with constant angle of 120 degrees;
• If ∂Ei ∩ ∂Σi ⊂ πjk ∪ π`m, then ∂πjk(∂Ei ∩ πjk) \ L and ∂π`m(∂Ei ∩ π`m) \ L are smooth open curves;
• ∂Ei ∩ Σi is a smooth surface with smooth boundary except possibly for {x1, x2}.

One last information that can be deduced as in (Claim 2), i.e. by taking blow-ups of VE at x ∈ (x1, x2), is that
the opening angle of ∂Σi is 120 degrees. (5.33)

Our aim is to show that, for all i = 1, 2, 3,
Ei is a ball intersected with Σi. (5.34)

Suppose for a moment that (5.34) holds. Then, all these balls must have the same radius by Corollary 3.3
and must meet the boundary of the wedges in angles of 120 degrees. Combining this with (5.33), we infer
that E1, E2 and E3 form a standard triple bubble as in Definition 5.2 and we thus conclude that we are in
(Configuration 4). This would conclude the proof of the classification. We are thus just left to prove (5.34). To
this aim, we can either adapt the same proof of Theorem 3.21, or alternatively we can apply [22, Theorem 1].
We decided to follow the second method. In the following, we will assume without loss of generality i = 1. We
first state the required assumptions which, in [22], are collected in Hypothesis B, and subsequently we show
why they are satisfied in our setting.

Let S ⊂ R3 be a surface with boundary lying in a collection of (finitely many) planes πj ⊂ R3, such
that the intersection angle with πj is a constant γj , and such that S has constant mean curvature away from
the intersections. Suppose also that the planes bound an open connected region I containing S. A disk-type
surface S is said to satisfy Hypothesis B if the following conditions hold2.

(Topological Condition): Let D := B1(0) and let vi, i ∈ {1, . . . , V }, be a finite collection of points
in ∂D clockwise-ordered. There is a local homeomorphism Φ of Dv := D \ {v1, . . . , vV } onto S, i.e.
for all a ∈ Dv, there is some neighborhood B(a) of a in Dv such that Φ restricted to B(a) is a
homeomorphism;

2The fact that S is of disk-type and satisfies the Angle Condition is not required in [22, Hypothesis B], but it is part of the
assumptions of [22, Theorem 2], so we write it here for the sake of exposition.
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(Smoothness Condition): Let Ai be an (open) arc on ∂D connecting vi and vi+1. Let also Φ : D → S
be the map of the first point. We require that Φ can be made smooth everywhere, except, possibly, at
vi. This means that for all point a ∈ intD, there is a neighborhood U = U(a) and a homemorphism
ψ : B1(0) → U(a) such that Φ ◦ ψ : B1(0) → S is a smooth embedded (open) surface, and that for
all points a ∈ ∂D \ {v1, . . . , vV }, there is a neighborhood U = U(a) ⊂ D and a homeomorphism
ψ : B+

1 → U(a) such that Φ ◦ ψ : B+
1 → S is a smooth embedded surface with boundary. Here,

B+
1 := {(x1, x2) ∈ B1(0) : x2 ≥ 0}.

(Vertex Condition): For every vi, there is a couple of intersecting planes πj and πk, a neighborhood U
of vi in D and a neighborhood N of O = πj ∩ πk ∩ π in π ∩ I, such that Φ(B \ {vi}) is the graph of a
function ui over N \O. Here, π is a plane orthogonal to both πj and πk.

(Separation Condition): Define a vertex Vi to be the triple {(πj , πk), N, ui}. If ui extends continuously
up to πj ∩ πk with continuous first derivatives, then this determines a vertex point, again denoted by
Vi. We required that, for all i, ui determines a vertex point Vi, Φ extends continuously to the boundary
and that Φ−1(Vi) = vi.

(Angle Condition): For all couple of planes πj and πk, the contact angles γj and γk with respectively
πj and πk must lie in the interior of the rectangle of [22, Fig. 3]-[7, Fig. 5].

In our case, we have only two planes, π1 := π12, π2 := π13, and the constant angles γ1, γ2 are equal to 120
degrees. Moreover, I = Σ1 and we will show that the vertex points are precisely Vi = xi. It is convenient
to set S := ∂E1 ∩ Σ1. Recall that, by (5.33), Σ1 is a wedge of opening angle of 120 degrees. Thus, one can
check immediately that the (Angle Condition) is satisfied. Next, to build the map Φ, we do the following.
Consider a ball BR(c), where c = x1+x2

2 and R is so large that E1 ⊂ BR
2

(c). Suppose without loss of generality
that c = 0. Consider the set

P = ∂BR(c) ∩ Σ1.

The map F (x) := R x
|x| , defined for x 6= 0, is a global homeomorphism between S and P . It is also immediate

to find a homeomorphism g between D and P . Thus, there exists a homeomorphism Φ : D → S. We let
vi := Φ−1(xi), and in fact one can build g to be a diffeomorphism between D \ {v1, v2} and P \ {Φ(x1),Φ(x2)}.
This is showing that S is a disk-type surface and that the (Topological Condition) holds. To show the
(Smoothness Condition), we begin by considering a point a ∈ intD. We can simply use Proposition 3.5 to
write S as the graph over Br(0) ⊂ R2 of a Lipschitz (convex) function φ near Φ(a), say in a neighborhood
N(Φ(a)). As S is of constant mean curvature, standard (interior) regularity theory shows that φ is smooth.
Let Γφ : (x1, x2) ∈ Br(0) 7→ ((x1, x2), φ(x1, x2)) ∈ N(Φ(a)). Then, the map ψ := Φ−1 ◦ Γφ : Br(0) → intD
provides the map required by the (Smoothness Condition). Similarly, near points a ∈ ∂D \ {v1, v2}, we
can again write S as the graph over B+

1 (0) of a Lipschitz function f which satisfies an elliptic PDE since S is
of constant mean curvature, and fulfills some appropriate boundary condition due to the fact that S intersects
∂Σ1 with constant angle. As in Subsection 4.0.3, we find that f is smooth. We can define ψ similarly as
above. This shows that the (Smoothness Condition) is satisfied at every point of S \ {x1, x2}. To show
the (Vertex Condition), i.e. to write, for a small δ > 0, S ∩ Bδ(xi) as the graph of a convex (or concave)
function on a plane orthogonal to π1j for j = 2, 3 at xi for i = 1, 2, we can reason similarly to Lemma 3.19.
The functions built with that method are continuous. To see that they are C1 up to xi, one may employ
[58, Theorem 1]. Thus, xi are vertices as in the (Separation Condition). Moreover, by construction Φ is
continuous up to xi and vi := Φ−1(xi) for all i = 1, 2. This finishes the proof that our surface S fulfills the
assumptions of [22, Theorem 1], and is therefore a piece of sphere. The analysis of the critical points for the
triple bubble problem is thus complete.

Appendix A. First variation of convex k-bubbles

Here we wish to give a sketch of the proof of Proposition 3.1, that we recall below. As said above, the proof
closely follows [47, Appendix B-C].

Proof of Proposition 3.1. We introduce the intermediate condition:

[δVE ](g) = 0 for every g ∈ C∞c (Rn,Rn) satisfying
´
∂∗Ei

(nEi , g)dHn−1 = 0, (A.1)

where we used Lemma 3.2 to infer θ = 1. Then, the following hold:

(3.3)⇔ (A.1)⇒ VE is stationary for the k-bubble problem.
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Indeed, (3.3)⇒ (A.1) is immediate. The converse is a linear algebra computation, which can be proved as in
[12, Corollary 6.9]. To prove that (A.1)⇒ VE is stationary for the k-bubble problem, it is sufficient to notice
that, if Φt is the flow associated to g, the condition |Φt(Ei)| = |Ei| implies, taking the derivative at t = 0,

0 =
ˆ
Ei

div(g)dx =
ˆ
∂E∗

i

(g, nEi)dHn−1.

Thus, the proof is finished if we show that
VE is stationary for the k-bubble problem⇒ (A.1). (A.2)

From now on, assume VE is stationary for the k-bubble problem and g ∈ C∞c (Rn,Rn) is such thatˆ
∂∗Ei

(g, nEi)dHn−1 = 0.

We define

Ek+1 :=
(

k⋃
i=1

Ei

)c
.

The key point, as in [47, Lemma C.3], is to find k vector fields Y1, . . . , Yk ∈ C∞c (Rn,Rn) with pairwise disjoint
supports such that the vectors

w` :=
(ˆ

∂∗E1

(Y`, nE1)dHn−1, . . . ,

ˆ
∂∗Ek

(Y`, nEk)dHn−1,

ˆ
∂∗Ek+1

(Y`, nEk+1)dHn−1

)
∈ Rk+1, ` = 1, . . . , k

span S := {x ∈ Rk+1 :
∑
i xi = 0}. Once this is shown, the proof can be concluded as in [47, Lemma C.3], ex-

cept that stationarity is used instead of minimality. We now move to the existence of the vector fields {Ys}1≤s≤k.

In order to find vector fields {Y`}1≤`≤k with properties as above, we wish to use the same proof of [47, Lemma
C.2]. This can be done once we prove that for every 1 ≤ i < j ≤ k + 1, if Hn−1(∂Ei ∩ ∂Ej) > 0, then there
exists a point xij ∈ ∂Ei ∩ ∂Ej and δ > 0 with the following properties:

(1) Bδ(xij) ∩ E` = ∅, ∀` 6= i, j;
(2) VExBδ(xij) is a smooth (n− 1)-dimensional submanifold.

These properties are shown in [47] using the minimality of the k-cluster. Here we will show it by exploiting
convexity. Moreover, denoting with {ei}k+1

i=1 the canonical base of Rk+1, we also need to show the following
result, compare [47, Lemma C.1]:

the set O := {ei − ej : Hn−1(∂Ei ∩ ∂Ej) > 0} spans S. (A.3)
We start by showing the first statement. If j < k + 1, then the assertion is simple: in that case, ∂Ei ∩ ∂Ej is
contained in a plane π, and it suffices to take xij ∈ intπ(∂Ei ∩ ∂Ej). Properties (1)-(2) follow rather easily if δ
is chosen small enough. Assume now j = k + 1. Take now xi(k+1) ∈ ∂Ei ∩ ∂Ek+1 \ ∪` 6=i,k+1(∂E`), which is
possible by (3.4). Since the sets Ej are disjoint for all j = 1, . . . , k+ 1, it follows that there exists a small δ > 0
such that Bδ(xi(k+1)) ∩ E` = ∅ for all ` 6= i, k + 1. This shows (1). To show (2), we first notice that, up to
decreasing δ > 0, by Proposition 3.5, we can suppose that VExBδ(xi(k+1)) is given by the graph of a Lipschitz
function u. Then, it suffices to notice that by restricting the stationarity condition (3.2) to vector fields g
supported in Bδ(xi(k+1)), one has that VExBδ(xi(k+1)) has constant mean curvature. To see this, one can
adapt the proof for minimizers of [41, Section 17.5] to the case of stationary points. In particular, u is analytic
and (2) is shown. We now move to showing (A.3). Notice that if for all 1 ≤ i ≤ k, Hn−1(∂Ei ∩ ∂Ek+1) > 0,
(A.3) holds. More generally, if, given any i0 ∈ {1, . . . , k},

there exist i1, . . . , i` such that i` = k + 1 and Hn−1(∂Eij ∩ ∂Eij+1) > 0 ∀j ∈ {0, . . . , `− 1}, (A.4)
then (A.3) holds. To see that (A.4) holds, take any point x0 ∈ Ei0 and a small ball Bε(x0) ⊂ Ei0 . Consider
the union P of the projections onto ∂Bε(x0) of the sets

∂Ea ∩ ∂Eb with Hn−1(∂Ea ∩ ∂Eb) = 0, for all 1 ≤ a 6= b ≤ k + 1.
Since the projection is Lipschitz and all of these sets have Hn−1 measure zero, it follows that P has zero Hn−1

measure 0. Since Hn−1(∂Bε(x0)) > 0, we can then find w ∈ ∂Bε(x0) \ P . Let r(t) the parametrization of the
line r(t) = x0 + tw. By construction, r(0) ∈ Ei and for every t large enough, r(t) ∈ Ek+1 since every other Ej is
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bounded and (BR(0))c ⊂ Ek+1 for some large R > 0. Moreover there exists t1 > 0 such that r(t1) ∈ ∂Ei0 ∩∂Eb
for some b 6= i0. Then Hn−1(∂Ei0 ∩ ∂Eb) > 0 by definition of P , and we set i1 := b. Proceeding iteratively
along r(t), this construction provides us with the required path (A.4) and concludes the proof.

�
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