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Abstract. We show existence of fundamental domains which minimize a general perimeter
functional in a homogeneous metric measure space. In some cases, which include the usual
perimeter in the universal cover of a closed Riemannian manifold, and the fractional perimeter
in Rn, we can prove regularity of the minimal domains. As a byproduct of our analysis we
obtain that a countable partition which is minimal for the fractional perimeter is locally
finite and regular, extending a result previously known for the local perimeter. Finally, in
the planar case we provide a detailed description of the fundamental domains which are
minimal for a general anisotropic perimeter.
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1. Introduction

In this paper we deal with fundamental domains of finite perimeter, for a very general
notion of perimeter functional, in a homogeneous metric measure space (X,µ, d) equipped
with a group G of measure-preserving isometries, and we look for fundamental domains with
minimal perimeter, which we call isoperimetric fundamental domains. A typical example of
such space is the universal cover of a closed Riemannian manifold M , with the usual notion
of surface area.

This question of basic interest has been already considered in the literature. In particular,
in [8] the author proved existence and partial regularity of isoperimetric fundamental domains
of a closed Riemannian 3-manifold M , with respect to the classical perimeter functional. If
M is irreducible, i.e. every embedded sphere in M bounds a ball, he also showed existence of
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a fundamental domain of minimal perimeter among the class of fundamental domains whose
interior is homeomorphic to a ball (the projection on M of the boundary of such domains is
usually called a spine), using the theory of integral varifolds.

In the 2-dimensional case the situation is relatively well understood: every fundamental
domain with least boundary length is homeomorphic to a disk, its boundary consists of geodesic
segments meeting each other at angles of 2π/3, and the number of such segments is 6−6χ(M)
(see [8, Section 4] and [22, Theorem 1.2]). The paper [22] also contains a detailed study of
minimal spines, which are critical points of the length functional. Finally, in [17] a similar
isoperimetric problem has been considered in the case of 2-dimensional tori, restricting the
class of domains to centrally symmetric convex sets. In this case the author shows that the
only minimizers are hexagons and parallelograms.

In this paper we deal with the analogous problem in a wider setting with respect to the
previous works, by considering more general ambient spaces and various perimeter function-
als. In particular we allow a notion of perimeter which is sufficiently general to include the
classical local perimeter (isotropic and anisotropic) and the nonlocal perimeter of fractional
type. We provide existence of a fundamental domain of minimal perimeter by exploiting a
procedure based on lower semicontinuity and compactness properties of the perimeter func-
tional, together with a concentration compactness argument. This argument dates back to
Almgren [1] and has been used several times in isoperimetric problems in order to deal with
the possible loss of mass at infinity of minimizing sequences, see for instance [9, 12, 25] and
references therein. We point out also that, differently from [8, 22], these techniques allow us
to obtain existence of minimal fundamental domains without relying on regularity properties
of minimizing sequences.

Let us point out that the existence of an isoperimetric fundamental domain is equivalent to
the existence of a minimal partition of the space X among all partitions which are invariant
with respect to the action of the group G. Exploiting this fact, we then pass to the analysis
of the regularity property of minimal fundamental domains. We reduce first of all to the case
in which either X is the universal covering of a closed Riemannian manifold, and Per is the
perimeter functional on M associated to a given norm (and then lifted to X) or X = Rn with
a group of translations and Per is either the local or the fractional perimeter. First of all we
observe that the minimal partitions among G-periodic partitions are also (Λ, r)-mininizer of
the perimeter functional for r smaller than the injectivity radius of M (see Definition 2.9 and
Proposition 4.1).

The first regularity result that we prove is the boundedness of every isoperimetric funda-
mental domainD. This property is equivalent to the local finiteness of the G-periodic partition
of X generated by D, see Proposition 2.8. This result, in the case of countable partitions and
classical perimeter, has been obtained in [23] in the context of image segmentation problems
(see also [10, 27]). First of all, the local finiteness of every locally minimal conical partition
is proved, by using the Elimination Lemma 4.4, and a dimensional reduction procedure, see
Proposition 4.5. The case of general (Λ, r)-minimal partitions is obtained by applying a blow-
up procedure, then by showing that the blow-up of a minimal partition is a conical minimal
partition, and finally by concluding again with the Elimination Lemma. To obtain that the
blow-up of a partition is a conical partition, a monotonicity formula is used: this has been
provided for countable partitions and the classical perimeter functional in [23, Lemma 5],
whereas for finite partitions and the fractional perimeter has been obtained in [9, Theorem
3,10] by passing to the extension problem. In this paper we adapt the previous result also
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to the case of countable partitions. In particular, as a byproduct, we have that countable
partitions which are (Λ, r)-minimal for the fractional perimeter are locally finite.

Once we get the boundedness of the fundamental domain D, we exploit regularity results
for finite partitions (obtained for the classical perimeter in [23] and for the fractional perimeter
in [9]) concluding that the boundary of D is a smooth hypersurface, up to a nonempty closed
singular set of Hausdorff dimension at most n − 2 (discrete for n = 2). As a byproduct of
this result, we get that actually there exist minimal cones (with more than two phases) for
the fractional perimeter. We recall that the authors in [7] showed that, when the fractional
order of the perimeter is sufficiently close to 1, the planar 3-cone with angles of 2π/3 is locally
minimal.

We observe that these arguments do not apply directly to the case of the anisotropic perime-
ter, due to the absence of a monotonicity formula; in particular we cannot prove the bound-
edness of isoperimetric fundamental domains in any dimension, but only in the case of the
plane, see Proposition 5.1. Nevertheless, for sufficiently regular anisotropies (that is uniformly
convex C2 anisotropies) we get that the boundary of every isoperimetric fundamental domain
is up to closed singular set of Hausdorff dimension at most n − 2 (discrete for n = 2), a
C1,α hypersurface (or more regular if the anisotropy is more regular). Finally, for the case of
anisotropic homogeneous perimeter in the plane, we show that for strictly convex anisotropies
the only fundamental domains are hexagons and parallelograms, and moreover, that if the
anisotropy is also differentiable then parallelograms cannot be minimizers.

We conclude by mentioning that we do not discuss here the interesting question if the
isoperimetric fundamental domains have interior homeomorphic to a ball, or more generally
if they are contractible. In the case of planar flat torus with the local (possibly anisotropic)
perimeter, the answer is affermative since isoperimetric domains are hexagons or a parallelo-
grams. In the 3-dimensional case, with the usual perimeter, Lord Kelvin proposed in [29] (see
also [19, 30]) an explicit candidate which is homeomorphic to a ball, but it is still an open
question whether such candidate is actually a minimizer.

The plan of the paper is the following: in Section 2 we introduce the notion of perimeter,
fundamental domain and G-periodic partition. In Section 3 we prove existence of a minimal
G-periodic partition or, equivalently, of an isoperimetric fundamental domain. In Section 4
we consider the case of X = Rn and G a lattice, that is a discrete subgroup of (Rn,+) of
rank n, and we prove partial regularity of minimal partitions when the perimeter functional
is the local perimeter or the fractional perimeter. Eventually, in Section 5 we discuss in detail
the case of the anisotropic perimeter in the plane, showing that a minimal partition is given
by a locally finite Steiner network, and the isoperimetric fundamental domain is a centrally
symmetric convex hexagon or parallelogram.
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2. Notation and setting

Let (X, d, µ) to be a locally compact complete metric measure space, equipped with a
distance d and a σ-finite Radon measure µ, with µ(X) > 0. We denote by B(X) the Borel
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σ-algebra of X, and by A(X) the class of open subsets of X. Moreover L1 (resp. L1
loc) will be

the usual Lebesgue space of µ-integrable functions over X (resp. µ-integrable functions over
compact subsets of X).

Let G be a countable group of isometries ofX which preserve the measure µ, acting properly
discontinuously on X, i.e. {g ∈ G : gK ∩K 6= ∅} is finite for every compact set K ⊆ X.

Definition 2.1 (Fundamental Domain). A fundamental domain of X for the action of G is
a set which contains almost all representatives for the orbits of G and such that the points
whose orbit has more than one representative has measure zero, i.e. a measurable set D ⊆ X
such that µ(gD ∩D) = 0 for every g ∈ G with g 6= id, and µ(X \GD) = 0.
We denote by D the set of all fundamental domains of X.

Lemma 2.2. Let E ⊂ X be a measurable set such that µ(gE ∩ g̃E) = 0 for every g, g̃ ∈ G
with g 6= g̃, and let D be a fundamental domain for the action of G. Then µ(E) ≤ µ(D).

Proof. We define Eg = E ∩ gD for g ∈ G. Then µ(E \ ∪gEg) = 0, ∪gg−1Eg ⊆ D and
µ(g−1Eg ∩ g̃−1Eg̃) = 0 for g 6= g̃. Therefore we have

µ(E) = µ(∪gg−1Eg) =
∑
g

µ(g−1Eg) ≤ µ(D).

�

Corollary 2.3. If D1, D2 are fundamental domains, then µ(D1) = µ(D2).

Corollary 2.4. Let E, D be as in Lemma 2.2. If µ(E) = µ(D) then E is also a fundamental
domain.

Proof. We have µ(E) = µ(∪gg−1Eg) = µ(D), so that µ(D \ (∪gg−1Eg)) = 0. It follows that

0 = µ(X \G(∪gg−1Eg)) = µ(X \G(∪gEg)) = µ(X \GE).

�

Assumption 1. We shall assume that there exists a fundamental domain D ⊆ X such that
D is compact and µ(∂D) = 0.

It is possible to show (see [25, Lemma A1]) that Assumption 1 is satisfied if X is compactly
generated, that is, there exists a compact set K such that GK = X, or equivalently the
quotient X/G is compact, and if the set of fixed points for G (that is, the set of points x ∈ X
such that there exists g 6= id, g ∈ G, for which gx = x) has measure 0. If the action of
G is free, that is there are no fixed points, then it is possible to show that there exists a
fundamental domain with µ(∂D) = 0 and giD ∩ gjD = ∅ for all gi 6= gj .
Universal covering of Riemannian manifolds. Let M be a closed Riemannian manifold,
with µ the associated volume measure, and let X be the universal covering of M , with π :
X →M the projection map. Then X is a metric measure space with the Riemannian distance
and the σ-finite Radon measure (which we still denote by µ) inherited from M .

The projection π is a local isometry and, for every p ∈M , there is a connected neighborhood
U such that π−1(U) = ∪iVi, where Vi ∩Vj = ∅ and each Vi is mapped homeomorphically onto
U by π. We consider the fundamental group π1(M) of M : this identifies the group G of deck
trasformations (homeomorphisms of X commuting with π) and we have that M ∼ X/G. G
is a countable group and acts properly discontinuously on X, and every element in the group
is an isometry which preserves the measure.
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In this case, every fundamental domain of X is a measurable set D ⊆ X such that µ(D) =
µ(π(D)) = µ(M), and µ(giD ∩ gjD) = 0 for every gi, gj ∈ G with gi 6= gj . If D is a
fundamental domain which is homeomorphic to an open ball, we will say that π(∂D) is a
spine of M since M \ π(∂D) is homeomorphic to an open ball.
Tori in Rn. A simple example is given by the case in which G is discrete subgroup of (Rn,+)
with rank n (i.e. a lattice) andM is the n-dimensional torusM = Rn/G. So π is the standard
projection map Rn → Rn/G. In the caseG = Zn, that is it is the group of discrete translations,
M is the standard flat torus Tn = Rn/Zn. Every fundamental domain D of M has volume
equal to the absolute value of the determinant of the matrix of any set of generators. Moreover
any fundamental domain gives rise to a G-periodic partition of Rn, that is Rn = ∪g∈G(D+g),
|D| = m and |(D + g) ∩ (D + h)| = 0 for every g, h ∈ G with g 6= h.

2.1. Perimeters. Following [25], we define a perimeter on X as a functional

Per : B(X)×A(X)→ [0,+∞]

satisfying the following properties:
(1) Semicontinuity: Per(D,U) ≤ lim infk Per(Dk, U), if Dk → D in L1

loc.
(2) Monotonicity: Per(B,U) ≤ Per(B, V ) is U ⊆ V .
(3) Continuity: Per(B,Uk)→ Per(B,U) if Uk → U in L1 and Uk ⊂ Uk+1.
(4) Invariance by the action of G: Per(gB, gU) = Per(B,U) for all g ∈ G.
(5) Compactness: if Ek ⊆ X satisfy supk Per(Ek, U) < +∞ for some precompact set U ,

then up to subsequences Ek ∩ U → E ∩ U in L1.
(6) Submodularity: let E1, E2 ∈ B(X), then Per(E1 ∩ E2) + Per(E1 ∪ E2) ≤ Per(E1) +

Per(E2). In particular if Ei are such that µ(Ei ∩Ej) = 0, for i 6= j, then Per(∪iEi) ≤∑
i Per(Ei).

(7) Almost subadditivity:
(a) there exists a function φ : R → [0,+∞) with φ(t) → 0 as t → +∞ such that, if

Ui ∩ Uj = ∅ for i 6= j, then
Per(E,∪iUi) ≤

∑
i Per(E,Ui) ≤ Per(E,∪iUi)+

∑
i µ(E∩Ui) minj 6=i φ(d(Ui, Uj));

(b) there exists c ≥ 1 such that, if Ui ∩ Uj = ∅ for i 6= j and µ(X \ ∪iUi) = 0, then∑
i Per(E,Ui) ≤ cPer(E).

(8) Relative isoperimetric inequality: for any bounded open set U with Lipschitz boundary
there exist ε > 0 and a nondecreasing function f : [0,+∞)→ [0,+∞), with f(0) = 0
and f ′(0) = +∞, such that

Per(E,U) ≥ f(|E ∩ U |) ∀E ⊆ Rn, |E ∩ U | ≤ ε.
Let us provide two relevant examples of perimeter functionals.

2.1.1. Local perimeters.
(1) Let M be a closed Riemannian manifold, with µ the associated volume measure, and

X the universal covering of M , with π : X →M the projection map and G the group
of deck transformations. We define a continuous function φ : TM → [0,+∞) which
is convex, positively 1-homogeneous, symmetric and coercive in the second variable.
So the lifting of φ to TX defines a G-periodic family of norms, and the anisotropic
perimeter associated to φ satisfies our assumptions.
As an example we can take X = Rn, and G a lattice of Rn, that is a discrete subgroup
of (Rn,+) of rank n, acting by translation, so thatM = Rn/G is a n-dimensional torus.
In this case Per is the relative perimeter associated to the given family of norms, that
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is, Per(E) =
∫
∂E φ(x, ν(x))dHn−1(x).

Another example is the hyperbolic plane X = H, with its canonical volume measure
µ, G any countable Fuchsian group (i.e. a discrete subgroup of isometries of H) acting
properly discontinuously and cocompactly on H, and Per the classical Riemannian
perimeter in H.

(2) Let X = H be the Heisenberg group of topological dimension 3, with µ its Haar
measure, and G the discrete Heisenberg group generated by the triangular matrices 1 x z

0 1 y
0 0 1

 for x, y, z ∈ Z. Let X1, X2 be left-invariant vector fields satisfying the

Hörmander condition, and Per be the sub-Riemannian relative perimeter functional
corresponding to the choice ofXi , and Per be the sub-Riemannian perimeter functional
(see for instance [16]).

Notice that the perimeters above satisfy the almost subadditivity property in a strict sense,
i.e. with λ = 0 and c = 1 (we refer to [25, Section 6] for more details).

2.1.2. Nonlocal perimeters. Let X = Rn, µ the Lebesgue measure, G is a lattice (that is a
discrete subgroup of (Rn,+) with full rank), and K : Rn → R an interaction kernel satisfying

• K(h) = K(−h) for all h ∈ Rn,
• min(|h|, 1)K(h) ∈ L1(Rn),
• there exists C > 0 and s ∈ (0, 1) such that K(h) ≥ C|h|−n−s.

For E ⊆ Rn we define the nonlocal perimeter of E as follows:

(1) Per(E) :=

∫
E

∫
Rn\E

K(x− y)dxdy

and its localized version, for U ⊆ Rn open set, as

Per(E,U) :=

∫
E∩U

∫
Rn\E

K(x− y)dxdy +

∫
E\U

∫
U\E

K(x− y)dxdy

=
1

2

∫
U×U

(χE(x)− χE(y))2K(x− y)dxdy +

∫
U×Rn\U

(χE(x)− χE(y))2K(x− y)dxdy.

The lower semicontinuity with respect to L1
loc convergence is a direct consequence of Fatou’s

Lemma. The monotonicity and the continuity property with respect to increasing sequences
of open sets Ui are consequences of the definition of the perimeter and of the monotone
convergence theorem. The invariance with respect to the action of the group G (i.e., the
invariance with respect to translations) follows from the definition.

The compactness property has been proved in [18, Theorem 1.2] (see also [4]), in particular
the assumption K 6∈ L1(B(0, 1)) is necessary to get this result. As for the subadditivity it is
easy to check (see e.g. [12, Lemma 2.4]) that if Ui ∩ Uj = ∅ for i 6= j, then

Per(E,∪iUi)−
∑
i

Per(E,Ui) =

= −
∑
i 6=j

∫
E∩Ui

∫
Uj\E

K(x− y)dxdy ≥ −
∑
i

∑
j: i 6=j

∫
E∩Ui

∫
Uj

K(x− y)dxdy

≥ −
∑
i

|E ∩ Ui|
∫
Rn\Bdi (0)

K(h)dh = −
∑
i

|E ∩ Ui|φ(di),
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where we let di := minj 6=i dist(Ui, Uj) and

φ(t) :=

∫
Rn\Bt(0)

K(h)dh.

Moreover if ∪iUi = Rn and Ui ∩ Uj = ∅, then∑
i

Per(E,Ui) =
∑
i

∫
E∩Ui

∫
Rn\E

K(x− y)dxdy +

∫
E\Ui

∫
Ui\E

K(x− y)dxdy

≤
∑
i

∫
E∩Ui

∫
Rn\E

K(x− y)dxdy +
∑
i

∫
E

∫
Ui\E

K(x− y)dxdy

=

∫
E∩∪iUi

∫
Rn\E

K(x− y)dxdy +

∫
E

∫
∪iUi\E

K(x− y)dxdy = 2Per(E).

On the other hand, the submodularity is easily checked since

Per(E1 ∪ E2) + Per(E1 ∩ E2) = Per(E1) + Per(E2)− 2

∫
E2\E1

∫
E1\E2

K(x− y)dxdy.

By applying recursively this formula in the case of a family Ei, with Ei ∩ Ej = ∅, we get

(2) Per(∪iEi) =
∑
i

Per(Ei)− 2
∑
i 6=j

∫
Ei

∫
Ej

K(x− y)dxdy.

In the special case K(h) = |h|−n−s for s ∈ (0, 1), the nonlocal perimeter is usually called
fractional perimeter and has been introduced and studied in [6] (see also [7, 9]). As for the
isoperimetric inequality, in [12, Lemma 2.5] it is proved that if U is a bounded open set, then
for every E with |E ∩ U | ≤ |U |/2, there holds:

Per(E,U) ≥ C|E ∩ U |
n−s
n .

For general kernels satisfying the assumption that K(h) ≥ C|h|−n−s, the same inequality
easily follows.

2.2. Partitions.

Definition 2.5. A partition of X is a collection of measurable subsets {Ek}k∈I, where I is
either a finite or a countable set of ordered indices, such that

(1) µ(Ek) > 0 for all k,
(2) µ(Ek ∩ Ej) = 0 for all k 6= j,
(3) µ(X \ ∪kEk) = 0.

We introduce the notion of topological boundary of a partition {Ek}k∈I as
∂{Ek}k∈I := {x ∈ Rn | for every ρ > 0 there exists k ∈ I s.t. 0 < µ(Ek∩B(x, ρ)) < µ(B(x, ρ))}
and the notion of reduced boundary as

∂∗{Ek}k∈I :=
⋃
i∈I

⋃
j<i

∂∗Ei ∩ ∂∗Ej ,

where ∂∗Ei is the reduced boundary of Ei (see [20]).
We also recall the definition of conical partitions and blow-up of a partition.

Definition 2.6. A partition {Ek}k∈I is conical (with vertex 0) if rEk = Ek for every r > 0
and every k ∈ I.
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Definition 2.7. The blow-up of a partition {Ek}k∈I at x ∈ Rn and scale ε > 0 is the partition
defined as

Ex,εk :=
Ek − x
ε

k ∈ I.

The regular set of the partition is the set of points x ∈ ∂{Ek}k such that there exist an open
half-space H ⊆ Rn and i, j ∈ I such that as ε → 0, Ex,εi → H, Ex,εj → Rn \H and Ex,εk → ∅
for k 6= i, j, in L1

loc(Rn).

Notice that a fundamental domain D naturally induces the G-periodic partition {Eg}g∈G,
where Eg = gD.

Proposition 2.8. If the fundamental domain D is precompact, then the G-periodic partition
{Eg}g∈G induced by D is locally finite.

Proof. Let us consider a compact set K. Note that K = ∪g∈HgD ∩K, where H = {g ∈ G :
gD ∩ K 6= ∅}. We want to prove that H is finite. Indeed, let us consider the compact set
K̃ := D ∪K. Since the the group G acts properly discontinuously, we have gK̃ ∩ K̃ 6= ∅ only
for g in a finite subset G̃ of G. It is immediate to observe that H ⊆ G̃. �

Definition 2.9. We say that a partition {Ek}k is Λ-minimal in an open set A ⊂ X, for some
Λ ≥ 0, if

∑
k Per(Ek, A) < +∞ and∑

k

Per(Ek, A) ≤
∑
k

[
Per(Fk, A) + Λµ(Ek∆Fk)

]
,

for every partition {Fk}k of X such that Ek∆Fk b A for all k.
We say that the partition is (Λ, r)-minimal (see [20]) for some Λ ≥ 0 and r > 0, if it is
Λ-minimal in Br(x) for all x ∈ X.

We observe that, for conical partitions, being (Λ, r)-minimal is equivalent to being (0,∞)-
minimal.

3. Existence of minimal G-periodic partitions

Definition 3.1. A fundamental domain is called isoperimetric if it is a solution to the mini-
mization problem

(3) inf{Per(D) | D ∈ D}.

In this section we prove existence of solutions to the isoperimetric problem (3). Notice also
that this is equivalent to find a minimal partition among all possible G-periodic partitions.

Theorem 3.2. There exists an isoperimetric fundamental domain D.

The proof of this theorem is based on two basic tools: the lower semicontinuity of the
perimeter and a concentration compactness lemma.

Definition 3.3. For a sequence gk ∈ G we will write that limk gk = +∞ if for every finite
subset F ⊆ G, the set {gk ∈ F} is finite.

In particular, since G acts properly discontinuously on X, we have that for any K ⊆ X
compact and for every N > 0 there exists kN such that d(gkK,K) ≥ N for all k ≥ kN .
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Lemma 3.4 (Semicontinuity). Assume that Ek ⊆ X is a sequence of measurable sets, gik ∈ G
such that (gik)

−1 ◦ gjk → +∞ if j 6= i as k → +∞ and (gik)
−1Ek → Ei in L1

loc as k → +∞.
Then ∑

i

Per(Ei) ≤ lim inf
k

Per(Ek).

Proof. The proof follows along the same lines as in [25, Theorem 3], the main difference being
the use of the almost subadditivity instead of subadditivity. Let x ∈ X and let U = Br(x), so
by the assumption and the fact that G acts properly discontinuously on X we get that for k
sufficiently large gikU ∩ g

j
kU = ∅ for i 6= j, and dist(gikU, g

j
kU)→ +∞ as k → +∞, uniformly

in i 6= j. Using the property of the perimeter functional, we get

lim inf
k

Per(Ek) ≥ lim inf
k

Per(Ek,∪igikU)

≥ lim inf
k

[∑
i

Per(Ek, g
i
kU)−

∑
i

µ(Ek ∩ gikU) min
j 6=i

φ(dist(gikU, g
j
kU))

]
≥

∑
i

lim inf
k

Per(Ek, g
i
kU)−

∑
i

lim sup
k

µ(Ek ∩ gikU) min
j 6=i

φ(dist(gikU, g
j
kU))

=
∑
i

lim inf
k

Per((g1
k)
−1Ek, U) ≥

∑
i

Per(Ei, U),

from which we obtain the thesis by sending r → +∞. �

Lemma 3.5 (Concentration compactness). Assume that Ek ⊆ X is a sequence of measurable
sets, with µ(Ek) = m and supk Per(Ek) ≤ C < +∞.

Then there exist a subsequence Ek, gik ∈ G for i ∈ I ⊆ N and Ei ⊆ X measurable sets such
that (gik)

−1 ◦ gjk → +∞ if j 6= i as k → +∞, (gik)
−1Ek → Ei locally in L1 as k → +∞ and∑

i µ(Ei) = m.

Proof. The proof is an adaptation of the proof of Theorem 3.3 in [25].
First of all we consider hik an enumeration of G such that i 7→ µ(Ek∩hikB◦) is nonincreasing,

where B◦ is the interior of a fundamental domain which satisfies Assumption 1 (see condition
(7) in the definition of the perimeter functional). By the compactness property of the perimeter
we have that up to a subsequence (hik)

−1Ek ∩B◦ → F i in L1 as k → +∞.
Moreover, since µ(hikB

◦ ∩ hjkB
◦) = 0 if i 6= j, we have that

µ(Ek∩hnkB◦) ≤
1

n

n∑
i=1

µ(Ek∩hikB◦) ≤
1

n
µ(Ek) =

m

n
and

+∞∑
n=1

µ(Ek∩hnkB◦) = µ(Ek) = m.

Recalling condition (7), for every δ > 0 there exists η0 such that r ≤ δf(r) for all r ∈ [0, η0].
Without loss of generality we may choose η0 < ε, where ε is again as in assumption 7. So, for
every δ > 0, we have that there exists n̄ = n̄(η0) for which µ(Ek∩hnkB◦) ≤ δf(µ(Ek∩hnkB◦)),
and µ(Ek ∩hnkB◦) ≤ η0 ≤ ε for all n ≥ n̄ and for all k. In particular by the local isoperimetric
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inequality and the almost subadditivity property we have that
+∞∑
n=n̄

µ(Ek ∩ hnkB◦) =
+∞∑
n=n̄

µ(Ek ∩ hnkB◦)
f(µ(Ek ∩ hnkB◦)

f(µ(Ek ∩ hnkB◦))

≤ δ
+∞∑
n=n̄

f(µ(Ek ∩ hnkB◦)) ≤ δ
+∞∑
n=n̄

Per((hnk)−1Ek, B
◦)

≤ δ
+∞∑
n=1

Per(Ek, h
n
kB
◦) ≤ δcPer(Ek) ≤ δcC.

Since δ > 0 was arbitrary, we get that

lim
n→+∞

sup
k

+∞∑
i=n

µ(Ek ∩ hikB◦) = 0.

On the other hand, by construction we have that

lim
k→+∞

+∞∑
n=1

µ(Ek ∩ hnkB◦) = m.

This is sufficient to conclude that
∑+∞

n=1 µ(Fn) = m. Indeed, given ε > 0 we have that for
n ≥ n(ε) and for every k there holds

m− ε ≤
n∑
i=1

µ(Ek ∩ hnkB◦) =

n∑
i=1

µ((hnk)−1Ek ∩B◦) ≤ m,

and we conclude by sending k → +∞ and then n→ +∞ (see also [25, Lemma B1]).
Now, we define an equivalence relation j ∼ i if limk→+∞(hik)

−1 ◦ hjk is not +∞, so equiva-
lently if the subset {(hik)−1 ◦ hjk | k ∈ N} ⊆ G is finite. Let I be the quotient set, let [i] ∈ I
an equivalence class and denote by i = min{i ∈ [i]}. We define gik := h

i
k. Up to passing

to a subsequence in k, we may assume that for all i ∈ [i], (h
i
k)
−1 ◦ hik is constant = hi. So,

hi
′
k = gik ◦ hi

′ and by construction (gik)
−1gjk → +∞ as k → +∞. We have that, up to a

subsequence, (gik)
−1Ek → Ei in L1

loc as k → +∞.
By construction, if i′ ∈ [i] we have that

µ(F i
′
) = lim

k
µ((hi

′
k )−1Ek ∩B◦) = µ(Ei ∩ (hi

′
)−1B◦).

Recalling that B0 is a fundamental domain,

µ(Ei) ≥
∑
i′∈[i]

µ(Ei ∩ (hi
′
)−1B◦) =

∑
i′∈[i]

µ(F i
′
).

This implies that
∑

i∈I µ(Ei) = m. �

Proof or Theorem 3.2. If Per(D) = +∞ for every fundamental domain D in X, then there is
nothing to prove.
Assume that inf{Per(D) | D ∈ D} < +∞ and let Ek be a sequence of fundamental domains
such that

lim inf
k

Per(Ek) = inf{Per(D) | D ∈ D}.
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By Lemma 3.5, for i ∈ I ⊆ N there exist gik ∈ G and Ei ⊆ X such that (gik)
−1 ◦ gjk → +∞ if

j 6= i as k → +∞, (gik)
−1Ek → Ei locally in L1 as k → +∞ and

∑
i |Ei| = m. Moreover, by

Lemma 3.4 we have that∑
i

Per(Ei) ≤ lim inf
k

Per(Ek) = inf{Per(D) | D ∈ D}.

We claim that µ(Ei ∩ Ej) = 0 for all i 6= j. Assume by contradiction it is not the case.
Then µ(Ei ∩ Ej) > 0. By L1 convergence we have that µ((gik)

−1Ek ∩ (gjk)
−1Ek) > 0 for

every k sufficiently large, which is in contradiction with the fact that Ek is a fundamental
domain. In the same way we may show that µ(Ei ∩ gEj) = 0 for all g ∈ G, and then
µ(g(∪iEi) ∩ (∪iEi)) = 0.

Finally, the fact that µ(∪iEi) = m = µ(Ek) and the fact that µ(g(∪iEi) ∩ (∪iEi)) = 0

implies that µ(X \ G(∪iEi)) = 0, so that D̃ := ∪iEi is a fundamental domain. By the
submodularity property, we then conclude that

Per(D̃) ≤
∑
i

Per(Ei) ≤ lim inf
k

Per(Ek) = inf{Per(D) | D ∈ D},

which gives that Per(D̃) =
∑

i Per(Ei) = inf{Per(D) | D ∈ D}. �

Remark 3.6. Note that, by the proof of Theorem 3.2, if D is an isoperimetric fundamental
domain with Per(D) < +∞, then D = ∪iEi with µ(Ei ∩ Ej) = 0 and Per(D) =

∑
i Per(Ei).

Therefore, if Per is a nonlocal perimeter as in (1) we get by (2) that necessarily D = Ei for
some index i, and µ(Ej) = 0 for all j 6= i.

3.1. Existence of a minimal periodic partition in Rn. We restrict now to the case
X = Rn, with associated Lebesgue measure and euclidean distance, and G given by a lattice
(that is a discrete subgroup of Rn of full rank). We shall also assume that Per is either the
local isotropic perimeter, or the local anisotropic perimeter induced by a spatially homogeneous
norm or the nonlocal fractional perimeter.

In this setting we may consider a more general isoperimetric problem. In particular we may
allow G to vary in the family Gm of lattices with volume m.

First of all we recall the following compactness results for lattices.

Lemma 3.7. Let Gh be a sequence of lattices with fixed volume m > 0 for all h. Then, up to
subsequences, Gh → G in the Kuratowski sense, where G is either a lattice with volume m or
a closed group which contains a line. In the second case, if Dh is a sequence of fundamental
domain for Gh, it holds Dh → ∅ in L1

loc(Rn).

Proof. First of all, by local compactness of Hausdorff metric, there exists a subsequence Gk
and a closed group G such that Gh → G in Kuratowski sense.

We denote by λ(G) > 0 the minimum distance in the lattice G, meant as the length of the
shortest nonzero element of G.

If there exists a positive constant δ > 0 such that λ(Gk) ≥ δ > 0 for all k, then by the com-
pactness theorem for lattices due to Mahler [21, Theorem 2] we have that, eventually passing
to a subsequence, Gh → G, where G is a lattice with λ(G) ≥ δ. We recall that there exists
a dimensional constant Cn such that every lattice Gh, G admits a set of generators vk1 , . . . , vkn
with Πn

i=1|vki | ≤ Cnm (see [21, Theorem 1]). From this we deduce that the fundamental do-
mains Dh = {x =

∑n
i=1 tiv

k
i , ti ∈ [0, 1)} for Gh converges in L1(Rn) to the corresponding
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fundamental domain D = {x =
∑n

i=1 tivi, ti ∈ [0, 1)} for G, and this implies that the volume
of G is m.

If, on the other hand, lim suph λ(Gh) = 0, we claim that G contains a line. Indeed, in this
case, G cannot be discrete and then there exists a sequence gi ∈ G converging to some g ∈ G,
with gi 6= g for all i and such that gi−g

|gi−g| → e, where e is a unitary vector of Rn. Fix r ∈ R
and, for all i, fix zi ∈ Z such that |zi|gi − g| − r| ≤ |gi − g|. Then we have

|zi(gi − g)− re| ≤ |gi − g|+ |r|
∣∣∣∣ gi − g|gi − g|

− e
∣∣∣∣ ,

so that the line Re lies in the closure of G.
It remains to prove that in this setting |D| = 0 for every L1

loc limit of Dh fundamental
domains for Gh. First of all we observe that for all compact sets K ⊆ Rn, and all g ∈ G,
|(D + g) ∩D ∩K| = 0. Indeed let gh ∈ Gh such that g = limh gh: by assumption there holds
that |Dh + gh ∩Dh| = 0 and so we conclude recalling that Dh ∩K → D∩K. Therefore, since
the line Re lies in G, we get that |(D + te) ∩D ∩K| = 0 for all t ∈ R and all compact sets
K ⊆ Rn. We claim that this implies |D| = 0.

Assume by contradiction that |D ∩ BR| > 0 for some R > 0. We observe that limt→0 |D ∩
(D + te) ∩ BR| = |D + BR|, which holds immediately a contradiction with the fact that
|(D+ te)∩D∩K| = 0 for all t ∈ R and all compact sets K ⊆ Rn. To prove the claim, first we
observe that if D ∩ BR contains an open set U with positive measure, then it is immediate.
Otherwise, let consider a open set U such that |U \ (D∩BR)| ≤ ε, then |(U ∩ (U + te))\ ((D+
te) ∩D ∩BR)| ≤ 2ε and we conclude by approximation. �

The existence of a minimal fundamental domains among all fundamental domains associated
to lattices of volume m will be a direct consequence of Theorem 3.2 and of Lemma 3.7.

Theorem 3.8. For any given m > 0, problem there exists a lattice G ∈ Gm and D ∈ DG such
that

Per(D) = min
G∈Gm, E∈DG

Per(E),

where Gm are all lattices of volume m and DG all the fundamental domains associated to the
lattice G.

4. Regularity of minimal partitions in Rn

We now consider the particular case X = Rn, equipped with the Lebsgue measure and
with the Euclidean distance, and we fix G to be a n-dimensional group of translations (i.e. a
lattice) of Rn. We shall also assume that Per is either the local anisotropic perimeter, induced
by a G-periodic family of norms φ on Rn×Rn (see Paragraph 2.1.1) or the nonlocal fractional
perimeter (see Paragraph 2.1.2).

As above, every fundamental domain D generates a G-periodic partition of Rn into regions
gD for g ∈ G, which have all the same volume.

We recall that λ(G) > 0 is the minimum distance in a lattice G: for every p, q ∈ G, there
holds that |p − q| ≥ λ(G). We observe that, if 2r < λ(G), then gBr(x) ∩ Br(x) = ∅ for all
g ∈ G \ {0} and for all x ∈ Rn.

In the case Per is the anisotropic perimeter, all the results can be easily extended to the
case when X is the universal covering of a closed Riemannian manifold M (see Example 1 in
Paragraph 2.1.1) and r is smaller than the injectivity radius ofM , with respect to the distance
induced by φ.
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Proposition 4.1. Let D be an isoperimetric fundamental domain. Then D generates a G-
periodic partition of Rn which is (Λ, r)-minimal for every r ≤ r0 < λ(G)/2, with Λ = 0 in
the case of the local perimeter, and Λ =

∫
Rn\Bλ(G)−2r0

(0)K(h)dh, in the case of the nonlocal
perimeter.

Proof. Let r, r0 as above and a ball B of radius r ≤ r0, and let {Eg}g∈G be a partition of Rn
such that Eg∆gD b B for all g ∈ G. We now define

D̂ :=

D \ ⋃
g∈G

(g−1B)

 ∪ ⋃
g∈G

(g−1Eg).

Note that D̂ is also a fundamental domain and so from the minimality of D we get

0 ≤ Per(D̂)− Per(D) = Per(D̂,∪g∈G(g−1B))− Per(D,∪g∈G(g−1B))

≤
∑
g∈G

[
Per(D̂, g−1B)− Per(D, g−1B)

]
+ φ(λ(G)− 2r)

∑
g∈G
|(D∆D̂) ∩ g−1B|

=
∑
g∈G

Per(Eg, B)− Per(gD,B) + φ(λ(G)− 2r)
∑
g∈G
|(gD∆Eg) ∩B|,

where φ(t) ≡ 0 if Per is an anisotropic perimeter, and

φ(t) =

∫
Rn\Bt(0)

K(h)dh,

if Per is a nonlocal perimeter. �

From now on, let us assume that λ(G) = 1, without loss of generality.

4.1. Elimination Lemma and conical partitions.
We provide some preliminary results in order to get the local finiteness of (Λ, r)-minimal
partitions. First of all we get an a priori estimate on the perimeter of a (Λ, r)-minimal
partition, then we state an Elimination Lemma, and we apply it, with a dimension reduction
argument, to show that conical partitions are finite.

In all these results we will assume that Per is either the local anisotropic perimeter, or the
fractional s-perimeter induced by the kernel

Ks(h) =
1

|h|n+s
s ∈ (0, 1).

Lemma 4.2. Assume that Per is either the local anisotropic perimeter or the fractional perime-
ter. Let (Ei)i∈N be a (Λ, r)-minimal partition for some r < 1

2 .
Then, there exists C0 > 0 depending on n, s,Λ such that∑

i

Per(Ei ∩Br(x)) ≤ C0r
k and

∑
i

Per(Ei, Br(x)) ≤ C0r
k,

where k = n− 1 in the case of the local perimeter, and k = n− s in the case of the fractional
perimeter.

Proof. For the local case we refer to [23, Theorem 1] and for the fractional case to [9, Corollary
3.6]. We sketch the proof in the latter case. Let {Fi}i∈N be the partition defined as

Fi :=

{
E1 ∪Br(x) if i = 1
Ei \Br(x) if i 6= 1.
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so that Ei∆Fi ⊂ Br(x) for all i. Then, by Proposition 4.1 we get that

Λ
∑

i 6=1 |Ei ∩Br(x)|+ Λ|Br(x)| = 2Λωnr
n ≥

∑
i Per(Ei, Br(x))− Per(Fi, Br(x))(4)

= Per(E1, Br(x))− Per(E1 ∪Br(x), Br(x)) +
∑

i>1 Per(Ei, Br(x))− Per(Ei \Br(x), Br(x)).

Let us denote J(A,B) =
∫
A

∫
BK(x− y)dxdy and Br = Br(x), and we observe that

Per(E1, Br) = Per(E1 ∩Br)− J(E1 ∩Br, E1 \Br) + J(Br \ E1, E1 \Br)
Per(E1 ∪Br, Br) = J(Br,Rn \ (E1 ∪Br)) = Per(Br)− J(Br, E1 \Br) ≤ Per(Br)

Per(E1, Br)− Per(E1 ∪Br, Br) ≥ Per(E1, Br)− Per(Br)

Per(E1, Br)− Per(E1 ∪Br, Br) = Per(E1 ∩Br)− Per(Br) + 2J(Br \ E1, E1 \Br)
≥ Per(E1 ∩Br)− Per(Br)

and that

Per(Ei, Br) = Per(Ei ∩Br)− J(Ei ∩Br, Ei \Br) + J(Br \ Ei, Ei \Br)
Per(Ei \Br, Br) = J(Br, Ei \Br)∑

i>1

Per(Ei, Br)− Per(Ei \Br, Br) =
∑
i>1

Per(Ei, Br)− J(Br,∪iEi \Br)

≥
∑
i>1

Per(Ei, Br)− Per(Br)∑
i>1

Per(Ei, Br)− Per(Ei \Br, Br) =
∑
i>1

Per(Ei ∩Br)− 2J(Ei ∩Br, Ei \Br)

≥
∑
i>1

Per(Ei ∩Br)− 2J(Br,∪iEi \Br)

≥
∑
i>1

Per(Ei ∩Br)− 2Per(Br).

Substituting in (4) and recalling that Per(Br) = c0r
n−s for a constant c0 depending on n, s,

we get

2Λωnr
n ≥

∑
i

Per(Ei ∩Br)− 3c0r
n−s 2Λωnr

n ≥
∑
i

Per(Ei, Br)− 2c0r
n−s

from which we obtain the thesis. �

We recall an iteration lemma, whose proof can be easily obtained by induction.

Lemma 4.3 (De Giorgi iteration lemma). Let α ∈ (0, 1), M > 0, L > 1 and uk a decreasing
sequence of positive numbers such that

u1−α
k+1 ≤ L

kMuk and u0 ≤
1

M
1
αL

1−α
α2

then uk → 0.

We now extend to our setting an important result which is known for locally finite partitions
(we refer to [27, Theorem 2.4] and [20, Lemma 30.2] for the proof in the local case, and to
[9, Lemma 3.4] for the fractional case).
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Lemma 4.4 (Elimination Lemma). Assume that Per is either the local anisotropic perimeter
or the fractional perimeter. Let (Ei)i∈N be a (Λ, r)-minimal partition for some r < 1

2 . Then for
every N > 0 there exist positive constants σ0 > 0 depending on N,n, s, and r0 <

1
2 depending

on n in the local case and on n, s,Λ, N in the fractional case such that

if for r < r0 there holds | ∪i>N Ei ∩Br(x)| ≤ σ0r
n, then | ∪i>N Ei ∩B r

2
(x)| = 0.

Proof. We show the result in the case of the fractional perimeter, being the local case a
straightforward adaptation of the proof.

We fix x ∈ Rn and N ∈ N, we let V := ∪i>NEi and u(r) := |V ∩ Br(x)| for 0 < r < 1/2.
We have to show that if u(r) ≤ σrn then u(r/2) = 0.

For j ∈ {1, . . . , N} we also let {F ji }i∈N be the partition defined as

F ji :=

 Ei if i ≤ N and i 6= j,
Ej ∪ (V ∩Br(x)) if i = j,
Ei \Br(x) if i > N ,

so that Ei∆F
j
i ⊂ Br(x) for all i. Then, by Proposition 4.1 we get that

Λu(r) ≥
∑
i

Per(Ei, Br(x))− Per(F ji , Br(x))

= Per(Ej , Br(x))− Per(F jj , Br(x)) +
∑
i>N

Per(Ei, Br(x))− Per(Ei \Br(x), Br(x))

≥ Per(Ej , Br(x))− Per(Ej ∪ (V ∩Br(x)), Br(x)) + Per(V,Br(x))− Per(V \Br(x), Br(x)),

where we used the submodularity of the perimeter and the fact that

Per(V \Br(x), Br(x)) =

∫
V \Br(x)

∫
Br(x)

1

|x− y|n+s
dxdy =

∑
i>N

Per(Ei \Br(x), Br(x)).

Averaging over j ∈ {1, . . . , N} and arguing exactly as in the proof of [9, Lemma 3.4] we then
obtain that

(5) C1u(r)
n−s
n ≤ C2(1 +N)

∫ r

0

u′(t)

(r − t)s
dt+ ΛNu(r),

where C1, C2 are positive constants depending only on s and n. Now we choose r0 > 0 such
that

rs0 < min

(
1

2s
,

C1

2ΛNω
s
n
n

)
and we get for all r ≤ r0,

ΛNu(r) ≤ ΛNu(r)
n−s
n (ωnr

n)
s
n ≤ C1

2
u(r)

n−s
n .

We substitute this inequality in (5) and then integrate (5) between 0 and l < r, so that we
get

(6)
∫ l

0
u(r)

n−s
n dr ≤ 2C2(1 +N)

(1− s)C1
l1−su(l).

Let

σ0 :=

(
(1− s)C1

8C2(1 +N)

)n
s

2−
n(n−s)
s2 ,
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and assume that there exists r̄ < r0 such that u(r̄) ≤ σ0r̄
n. Define the sequence rk := r̄

2 + r̄
2k+1 ,

and let uk := u(rk). Then, by definition, u0 = u(r̄) and limk uk = u
(
r̄
2

)
.

Now we let l = rk in (6), so that

u
n−s
n

k+1

r̄

2k+2
≤
∫ rk

rk+1

u(r)
n−s
n dr ≤

∫ rk

0
u(r)

n−s
n dr ≤ 2C2(1 +N)

(1− s)C1
r1−s
k uk ≤

2C2(1 +N)

(1− s)C1
r̄1−suk,

which implies that

u
1− s

n
k+1 ≤ 2k+2 2C2(1 +N)

(1− s)C1

1

r̄s
uk.

We now apply Lemma 4.3 to the sequence uk, with α = n
s , L = 2 and M = 8C2(1+N)

(1−s)C1r̄s
, and we

deduce that uk → 0 as k → +∞, which gives the thesis. �

Proposition 4.5. Assume that Per is either the local anisotropic perimeter or the fractional
perimeter. Let {Ei}i∈I conical partition, which is (0,∞)-minimal. Then I is finite.

Proof. This result is proved for the classical perimeter in [23, Theorem 8].
Observe that if n = 1, the only conical partition is given by (−∞, 0), (0,+∞), so it is finite.

Assume that n ≥ 2, and fix B1(0). Assume that the partition {Ei} is not finite. Let x0 ∈ ∂B1

be such that, possibly passing to a subsequence, there exists xi ∈ ∂Br ∩ ∂Ei, with xi → x0 as
i→ +∞. In particular, the partition {Ei} is not finite in any ball Br(x0), with r > 0.

We now consider the blow-up at x0 at scale r > 0 of the partition {Ei}, see Definition 2.7.
By the estimate in Lemma 4.2, and by the rescaling properties of the fractional perimeter
and of the local perimeter, we get that Per(Ex0,εi , Br) ≤ C0 for every r > 0. So, by the
compactness property of Per, we get that, up to passing to a subsequence, Ex0,εi → Qi as
ε→ 0, locally in L1(Rn) and in particular Ex0,εi → Qi as ε→ 0, in L1(B1(x0)).

By semicontinuity properties, see Lemma 3.4, also {Qi} is (0,∞)-minimal. We observe
now that if the partition {Ei} were not finite, then necessarily, also the partition {Qi} is
not finite. Indeed, if it were not the case, by the L1 convergence we could find N > 0
elements of the partition Ei, for i = 1, . . . , N , such that for r > 0 sufficiently small, it holds
| ∪i>N Ei ∩ Br(x0)| ≤ σ0r

n where σ0 is as in Elimination Lemma 4.4. Therefore, by the
Elimination Lemma 4.4, we conclude that Qi = ∅ for i > N , and so also |Ei ∩ B(x0, r)| = 0
for i > N , in contradiction with the fact that the conical partition {Ei} is not finite at x0.

Since the partition {Ei} is conical, then the partition {Qi} is given by cylinders with a
common direction, so, up to a rotation of coordinates, we may write for all i ∈ I, Qi = Ci×R,
for some Ci cone of vertex x0. It is easy to check that {Ci − x0} is a (0,∞)-minimal conical
partition in Rn−1 (for the fractional setting see [9, Proposition 3.11] and [6, Theorem 1.10]).
So, we get a countable (not finite) (0,∞)-minimal conical partition in Rn−1. By repeating this
argument, we eventually end up at n = 1, contradicting the fact that in R conical partitions
are necessarily finite. �

Remark 4.6. It is an open question which is the maximal number of chambers of a (0,∞)-
minimal conical partition in Rn for n > 1. In the case of the local isotropic perimeter, it is
known that in R2, this number is 3 and in R3 this number is 4, as proved by J. Taylor (see
[20,28]).

4.2. Regularity in the case of the local perimeter.
In this section we assume that Per is the local anisotropic perimeter, induced by a G-periodic
norm ν 7→ φ(x, ν) on Rn, such that φ2 is uniformly convex and φ2 ∈ C2(Rn×Rn). We review
well known results about regularity of locally minimal partitions.
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Theorem 4.7. Let {Ek}k∈I be a partition of Rn with finite perimeter. Then

Hn−1(∂{Ek}k∈I \ ∂∗{Ek}k∈I) = 0.

Proof. The result is a consequence of the structure of Caccioppoli sets (see [10, Lemma 1.4]
and [26, Proposition 2.1]). �

Theorem 4.8 (C1,α regularity). Let D ⊂ Rn be an isoperimetric fundamental domain. Then
∂D is a C1,α hypersurface, for some α ∈ (0, 1), up to a closed singular set Σ 6= ∅ with
Hn−1(Σ) = 0.

Proof. Let {Ei}i∈N be the G-periodic partition of Rn generated by D. Then by Proposition 4.1
this partition is (0, r)-minimal for every r < 1

2 . Fix x0 in the reduced boundary of the partition.
Then, up to reordering the indexes, we have that x0 ∈ ∂∗E1 ∩ ∂∗E2. So, there exists r > 0
sufficiently small such that | ∪i>2Ei∩Br(x0)| ≤ σ0r

n where σ0 = σ0(2, n) is as in Lemma 4.4.
Then by Lemma 4.4 we get that in | ∪i>2 Ei ∩ Br/2(x0)| = 0 and we may apply the classical
regularity theory (see [5]), which gives that ∂D ∩ Br/2(x0) is a smooth hypersurface with
constant mean curvature, outside a closed singular set of zero (n− 1)-dimensional Hausdorff
measure. �

In the case of the isotropic perimeter, we can recover the result of [8] and extend it to every
dimension.

Theorem 4.9. In the case of the isotropic perimeter, the G- periodic partition generated by
a minimal fundamental domain is locally finite.

In particular every minimal fundamental domain is bounded. Moreover ∂D is a C∞ hyper-
surface in Rn up to a closed singular set Σ 6= ∅ with Hn−1(Σ) = 0. Finally, if n = 2, then Σ
is a discrete set.

Proof. The local finiteness of a (locally) minimal partition has been proved in [23, Theorem
10]. The main technical part is to show that the blow-up L1 limit of a partition is given by
a conical partition. This result is obtained as a consequence of a monotonicity formula, see
[23, Lemma 5]. Once that this result is proved, it is possible to apply Proposition 4.5, which
given the finiteness of any (0,∞)-minimal conical partition. From this, using the Elimination
Lemma 4.4, one concludes the local finiteness of the partition (with the same argument used
in the proof of Proposition 4.5).

This implies the boundedness of the isoperimetric fundamental domain, see Proposition
2.8. Once that the partition is locally finite, we get upper and lower density bounds on the
elements of the partitions and so the standard regularity theory applies (see [20, Theorem
IV.2.1, Theorem IB.2.7]). �

4.3. Regularity in the case of the fractional perimeter.

Let now Per be the fractional perimeter induced by the kernel

Ks(h) =
1

|h|n+s
s ∈ (0, 1).

We shall prove the following analog of Theorem 4.9.

Theorem 4.10. The periodic partition generated by a minimal fundamental domain is locally
finite.
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In particular every minimal fundamental domain is bounded. Moreover ∂D is a C∞ hyper-
surface in Rn up to a closed singular set Σ 6= ∅ with Hn−1(Σ) = 0. Finally, if n = 2, then Σ
is a discrete set.

Proof. As in the local case, the main technical part is to prove that the L1 limit of the blow-up
of a locally minimal partition (which exists due to the estimate in Lemma 4.2, and by the
rescaling and compactness properties of the fractional perimeter, see the proof of Proposition
4.5) is given by a conical partition. The fact that the L1 limit of the blow-up of a locally
minimal partition is conical is a consequence of a monotonicity formula first obtained for the
extension problem in [6] and then generalized to finite partitions in [9, Theorem 3.10]. The
generalization of this results to the case of countable partitions is straightforward.

As a consequence, it is possible to apply Proposition 4.5, which gives the finiteness of
any (0,∞)-minimal conical partition and then the local finiteness of the initial partition. If
the partition is locally finite, we get upper and lower density bounds on the elements of the
partitions and the regularity theory obtained for finite partitions applies (see [9, Theorem 1.1])
and we get that ∂D is a C1,α hypersurface in Rn, for some α ∈ (0, 1), up to a closed singular
set Σ 6= ∅ with Hn−1(Σ) = 0. and that n = 2, then Σ is a discrete set of points.

Finally in order to pass from C1,α to C∞ regularity, we need a bootstrap argument. Let D
be a generic fundamental domain, and denote Di = (D − i) ∩ (0, 1)n for i ∈ Zn. We denote
J(A,B) =

∫
A

∫
B

1
|x−y|n+s , and we observe that, due to the fact that |D ∩ (D + k)| = 0 for

every k ∈ Zn and that Rn = ∪k∈ZnD + k, there holds for i, j, k ∈ Zn,

Per(D) =
∑

i,j,k 6=j−i
Js(Di + i,Dj + i+ k) =

∑
i,j∈Zn

∫
Di

∫
Dj

∑
k∈Zn,k 6=j−i

1

|x− y − k|n+s
dxdy

=
∑
i,j∈Zn

∫
Di

∫
Dj

Kij(x, y)dxdy with Kij(x, y) :=
∑

k∈Zn,k 6=j−i

1

|x− y − k|n+s
.

Let us fix x ∈ ∂∗Di ∩ ∂∗Dj . Then the first variation of Per(D) at x is given by

H(x,Di) =

∫
Rn

∑
l

∑
k∈Zn,k 6=l−i

χDl+k(y)

|x− y|n+s
−
∑
l

∑
k∈Zn,k 6=l−j

χDl+k(y)

|x− y|n+s

 dxdy
=

∫
Rn

 ∑
k∈Zn,k 6=j−i

χDj+k(y)

|x− y|n+s
−

∑
k∈Zn,k 6=i−j

χDi+k(y)

|x− y|n+s

 dy
+

∫
Rn

 ∑
k∈Zn,k 6=0

χDi+k(y)

|x− y|n+s
−
∫
Rn

∑
k∈Zn,k 6=0

χDj+k(y)

|x− y|n+s

 dy +
∑
l 6=i,j

∫
Rn

χDl+l−j(y)

|x− y|n+s

−
∑
l 6=i,j

∫
Rn

χDl+l−i(y)

|x− y|n+s
dy =

∫
Rn

χDj (y)− χDi(y)

|x− y|n+s
dy +

∫
Rn

χDi+i−j(y)

|x− y|n+s
dy

−
∫
Rn

χDj+j−i(y)

|x− y|n+s
dy +

∑
l 6=i,j

∫
Rn

χDl+l−j(y)

|x− y|n+s
dy −

∑
l 6=i,j

∫
Rn

χDl+l−i(y)

|x− y|n+s
dy.

If D is an isoperimetric fundamental domain, the equilibrium condition for x ∈ ∂∗Di ∩ ∂∗Dj

reads
H(x,Di) = H(x,Dj).
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Reasoning as in [6, Theorem 5.1] (see also [7, Theorem 2.6]) we get that D satisfies in the
viscosity sense∫

Rn

χDj (y)− χDi(y)

|x− y|n+s
dy = f(x,D) :=

∫
Rn

χDj+j−i(y)− χDi+i−j(y)

|x− y|n+s
dy(7)

+
∑
l 6=i,j

∫
Rn

χDl+l−i(y)− χDl+l−j(y)

|x− y|n+s
dy

for all x ∈ ∂∗Di∩∂∗Dj . Note that since i 6= j, l 6= i, j and x ∈ ∂∗Di∩∂∗Dj then |x−y| > 1 for
y ∈ Dj+j−i,Di+i−j,Dl+l−i,Dl+l−j and then f(·, D) ∈ C∞(Br(x)), where r > 0 is such
that Br(x) does not contain singular points of ∂D. So, we may apply the bootstrap argument
in [3, Theorem 1.6] (see also [7, Theorem 2.6]) to obtain the desired C∞ regularity. �

We conclude with a straightforward consequence of the previous result, about existence of
fractional minimal cones.

Corollary 4.11. There exists a conical partition of Rn with at least three phases which is
locally minimal for the fractional perimeter.

Proof. Let us reduce to the case of R2. Indeed if {Ci}i∈I is a locally minimal conical partition
in R2, then {Ci × Rn−2}i∈I is a locally minimal conical partition in Rn for n > 2.

By Theorem 4.10 every isoperimetric fundamental domain is bounded and smooth, up to
a finite number of singular points. In order to conclude it is sufficient to show that every
isoperimetric fundamental domain D has at least one singular point: if it is the case, the L1

limit of the blow-up of the partition generated by D at one of this singular points is a locally
minimal conical partition with at least three phases.

Assume by contradiction that there exists an isoperimetric fundamental domain D which
has no singular points. Let ∂D = ∪Ni=1γi, where each γi is a Jordan curve and N ≥ 1. So,
D is the union of M ≤ N bounded connected components. For every i = 1, . . . , N , there
exists an integer translation D+ ki of D such that γi ∈ ∂(D+ ki). Let us take the connected
componentDi ofD with biggest diameter and let γi its exterior boundary (i.e. the boundary of
the unbounded component of the complement of Di). Then there exists an integer translation
D + ki of D such that γi ∈ ∂(D + ki). But then at least one connected component of D + ki
would have diameter bigger than Di, giving a contradiction. �

5. Anisotropic minimal partitions of the plane

In this section we reduce to X = R2, equipped with the Lebesgue measure and with the
Euclidean distance, and we fix G = Z2 (but the same discussion applies to any discrete group
of translations). We shall also assume that Per is the anisotropic perimeter induced by a
spatially homogeneous norm φ on R2, that is,

Per(E) =

∫
∂∗E

φ(ν(x))dH1(x).

We will denote by φ∗ the dual of φ, that is φ∗(x) = sup{x · y : φ(y) ≤ 1}, and Wφ = {x ∈
R2, φ∗(x) ≤ 1} will be the Wulff shape.

Proposition 5.1. Every isoperimetric fundamental domain D is bounded and satisfies

diam(D) ≤
√

2 +
Per(D)

2
.
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Proof. Let D be an isoperimetric fundamental domain. Since D has finite perimeter, by [2,
Theorem 1] it can be decomposed in a finite or countable family of indecomposable components
(Di)i such that |Di ∩Dj | = 0 for i 6= j, and Per(D) =

∑
i Per(Di). Up to choosing a suitable

representative for the components, we can assume that Di ∩Dj = ∅ for i 6= j, which in turn
implies that

Di ∩ (Dj + z) = ∅ for i 6= j and for z ∈ Z2.

In particular, for all i there exists zi ∈ Z2 such that D̃i = Di + zi intersects [0, 1]2, and
D̃ = ∪iD̃i is still an isoperimetric fundamental domain.

By [11, Lemma 2.13] we also have that each component Di is bounded and satisfies

diam(Di) = diam(D̃i) ≤
Per(Di)

2
≤ Per(D)

2
,

which gives that

diam(D̃) ≤ diam([0, 1]2) +
Per(D)

2
=
√

2 +
Per(D)

2
.

�

Proposition 5.2. The boundary of an isoperimetric fundamental domain is composed by a
finite number of Lipschitz edges, which minimize the anisotropic length, joining a finite number
of vertices where up to four edges may concur.

Proof. By Proposition 2.8, the Z2-periodic partition induced by D is locally finite. As a
consequence, by [24, Theorem 4.1] such partition is composed by a family of Lipschitz curves
meeting at singular points which are locally finite. Moreover each curve is a Lipschitz graph
locally minimizing the anisotropic length, and at each singular point do concur three or four
curves. �

Proposition 5.3. Assume that (φ)2 is strictly convex. Then every isoperimetric fundamental
domain is either a centrally symmetric convex hexagon or parallelogram.

Proof. Recalling Proposition 5.2, we observe that the boundary of an isoperimetric funda-
mental domain D is composed by a finite number of segments, joining a finite number of
vertices.

We claim that D is a convex polygon. Indeed, letting v be a vertex of D, the periodic
minimal partition induced by D in Br(v), with r > 0 small enough, is given by segments with
one endpoint in v and the other on ∂Br(v). The number of such segments is less than or equal
to four, and the number of components of int(D) ∩ Br(v) is one or two. Notice that, if we
replace int(D) ∩ Br(v) with its convex envelope, the perimeter of the partition decreases, it
follows that D ∩ Br(v) is a convex circular sector, and the same applies to the other regions
of the partition. It follows that the number of such regions is three or four, and that D is a
convex polygon, as claimed.

Finally, a classical result by Fedorov [13] gives that a planar fundamental domain which is
also a convex polygon is necessarily a centrally symmetric hexagon or parallelogram. �

By approximating a general norm with differentiable norms, from Proposition 5.3 we obtain
the following result.

Proposition 5.4. For any norm φ, there exists an isoperimetric fundamental domain given
by a centrally symmetric convex hexagon or parallelogram.
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Remark 5.5. Even if the isoperimetric fundamental domain in Proposition 5.4 might be
nonunique for a general φ, if the Wulff shape Wφ is a hexagon or a parallelogram which
tessellate the plane, then the only isoperimetric fundamental domain is given by Wφ/|Wφ|.
This follows from the fact that the Wulff shape is the unique volume-constrained minimizer,
up to translations, of the anisotropic perimeter (see [14,20]).

We conclude by noticing that, under some assumptions on the norm φ, we can exclude
parallelograms as possible minimizers.

Proposition 5.6. If there φ2 is strictly convex and differentiable, then the only isoperimetric
fundamental domains are hexagons.

Proof. To prove that the isoperimetric fundamental domains are hexagons, it is sufficient to
prove that crosses are not locally minimal for the perimeter (see also [15, Theorem A]).

We show that a cross cannot appear in a minimal partition. We proceed by contradiction,
showing that it is always convenient to replace a quadruple point with two triple points.
Referring to the following figure we show that is more convenient to replace the quadruple
point O (of the dark network) either with the couple of triple points A and O (red and dark
network) or with the couple of triple points D and O (blue and dark network). In particular,
we show by direct computations that it is not possible that both the length of the union of
segments EO ∪ OC is bigger than the length of the union of segments ED ∪DO ∪DC and
the length of BO ∪OC is bigger than the length of OA ∪AC ∪AB.

Let us call α the angles BOA = BOC, and let us fix OC = OB = 1 and OA = c < 1.
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Let us denote νi one of the two vectors such that νi · τi = 0, |νi| = 1. We have that

ν1 = (0, 1)

ν2 = (− sin 2α, cos 2α)

ν3 =
ν1 + ν2

|ν1 + ν2|
=

1

2 cosα
(− sin 2α, cos 2α+ 1)

ν4 = ν4(c) =
1√

1 + c2 − 2c cosα
(c sinα, 1− c cosα)

ν5 = ν5(c) =
1√

1 + c2 − 2c cosα
[(1− c cosα)ν2 + c sinατ2]

where we used the fact that
√

2 + 2 cos 2α = 2 cosα. For c > 0 sufficiently small we have that

φ(ν4(c)) = φ(ν1) + c sinα∇φ(ν1) · τ1

φ(ν5(c)) = φ(ν2) + c sinα∇φ(ν2) · τ2
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Then the perimeter of the curve OA ∪AC ∪AB is given by

Per(OACB) = cφ(ν3) +
√

1 + c2 − 2c cosαφ(ν4) +
√

1 + c2 − 2c cosαφ(ν5)

=
c

2 cosα
φ(ν1 + ν2) +

√
1 + c2 − 2c cosα[φ(ν1) + φ(ν2)]

+c sinα
√

1 + c2 − 2c cosα[∇φ(ν1) · τ1 +∇φ(ν2) · τ2].

Assume that the perimeter of the curve BO ∪ OC is bigger than the perimeter of the curve
OA ∪AC ∪AB: this means that

φ(ν1) + φ(ν2) = Per(BOC) ≤ Per(OACB)

=
c

2 cosα
φ(ν1 + ν2) +

√
1 + c2 − 2c cosα[φ(ν1) + φ(ν2)]

+c sinα
√

1 + c2 − 2c cosα[∇φ(ν1) · τ1 +∇φ(ν2) · τ2].

This implies

2 cosα[1−
√

1 + c2 − 2c cosα]

c
[φ(ν1) + φ(ν2)]

≤ φ(ν1 + ν2) + sin(2α)
√

1 + c2 − 2c cosα[∇φ(ν1) · τ1 +∇φ(ν2) · τ2]

and sending c→ 0

(8) 2 cos2 α[φ(ν1) + φ(ν2)] ≤ φ(ν1 + ν2) + sin(2α)[∇φ(ν1) · τ1 +∇φ(ν2) · τ2].

Analogously, on the other side, we have (substituting α with π/2− α, ν2 with −ν2 and τ1

with −τ1).

Per(ODCE) =
c

2 sinα
φ(−ν1 + ν2) +

√
1 + c2 − 2c sinα[φ(ν1) + φ(ν2)]

+c cosα
√

1 + c2 − 2c sinα[∇φ(ν1) · (−τ1) +∇φ(−ν2) · τ2].

Again, reasoning as above, assuming that the perimeter of the curve EO ∪OC is bigger than
the perimeter of the curve OD ∪DE ∪DC and sending c→ 0, we get

(9) 2 sin2 α[φ(ν1) + φ(ν2)] ≤ φ(−ν1 + ν2)− sin(2α)[∇φ(ν1) · τ1 +∇φ(ν2) · τ2].

Summing up (8) and (9) we obtain

2[φ(ν1) + φ(ν2)] ≤ φ(−ν1 + ν2) + φ(ν1 + ν2)

which contradicts the strict convexity of φ. �
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