EFFECTIVE QUASISTATIC EVOLUTION MODELS FOR PERFECTLY PLASTIC
PLATES WITH PERIODIC MICROSTRUCTURE

ABSTRACT. An effective model is identified for thin perfectly plastic plates whose microstructure consists
of the periodic assembling of two elastoplastic phases, as the periodicity parameter converges to zero.
Assuming that the thickness of the plates and the periodicity of the microstructure are comparably
small, a limiting description is obtained in the quasistatic regime via simultaneous homogenization
and dimension reduction by means of evolutionary I'-convergence, two-scale convergence, and periodic
unfolding.

1. INTRODUCTION

With this paper, we begin the task of identifying reduced models for thin composite elastoplastic plates
with periodic microstructure. We focus here on the case in which the thickness h of the plates and their
microstructure width e, are asymptotically comparable, namely, we assume the existence of the limit

h
lim — =: .
Lim - v € (0, 400)

This corresponds, roughly speaking, to the situation in which homogenization and dimension reduction
occur somewhat simultaneously and a strong interaction between vanishing thickness and periodicity
comes into play. Different scalings of v (i.e., ¥ = 0 and v = +00) will be the subject of a forthcoming
companion paper.

Finding lower dimensional models for thin three-dimensional structures is a classical task in the Math-
ematics of Continuum Mechanics. A rigorous identification of a reduced model for perfectly plastic plates
in the quasistatic regime has been undertaken in [13]. An additional regularity result for the associated
stress has been established in [19]. The case of dynamic perfect plasticity is the subject of [37, 27],
whereas the setting of shallow shells has been tackled in [36]. A parallel analysis in the presence of
hardening has been performed in [34, 35] We further mention the two works [14, 15] in the purview of
finite plasticity.

The study of composite elastoplastic materials is a challenging endeavour. In the small strain regime,
limit plasticity equations have been identified in [41, 31, 30] both in the periodic and in the aperiodic
and stochastic settings. The Fleck and Willis model is the subject of [25, 26], whereas gradient plasticity
has been studied in [29]. For completeness, we also mention [9, 10, 16, 18] for an analysis of large-strain
stratified composites in crystal plasticity and [17] for a static result in the finitely plastic setting. The
characterization of inhomogeneous perfectly plastic materials and a subsequent periodic homogenization
have been undertaken in [24, 23].

The novelty of the present contribution consists in the fact that we combine both dimension reduc-
tion and periodic homogenization in order to deduce a limiting description, as the two smallness scales
(thickness and width of the microstructure) converge to zero, for perfectly plastic thin plates.

To complete our literature overview, we briefly recall the main mathematical contributions on simulta-
neous homogenization and dimension reduction. In [6], the author derives a limiting plate model starting
from 3d linearized elasticity, while assuming the material to be isotropic and the microstructure to be
periodic. In [12], the case of linear elastic plates with possible aperiodic microstructure is tackled by
relying on material (planar) symmetries of the elasticity tensor, and by introducing the notion of H-
convergence adapted to dimension reduction. In [4] an effective plate model is identified in the general
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case (without further periodicity or material-symmetries assumptions) by means of I'-convergence (the
analysis presented there also covers some non-linear models). We also mention the book [40] where lin-
ear rod and plate models are obtained by simultaneous homogenization and dimension reduction, and
appropriate estimates are also provided, as well as the recent work [5] on high-contrast elastic plates.
Different non-linear elastic plate models obtained by I'-convergence are discussed in [8, 39, 32, 3, 44].

To the Authors knowledge, this manuscript represents instead the first work on effective theories for
plates undergoing inelastic deformations.

We conclude this introduction by briefly presenting our results. First, after establishing a general
disintegration result for measures in the image of suitable first-order differential operators, cf. Proposition
4.2, and relying on an auxiliary result related to De Rham cohomology, cf. Proposition 4.11 | in Theorem
4.14, we identify two-scale limits of rescaled strains. We point out that the intermediate results in
Proposition 4.2 are of independent interest and apply to a more general setting than that investigated
in this contribution. We have chosen to pursue this avenue for those tools will be instrumental also for
the analysis of further regimes of plastic thin-plates homogenization. We emphasize that for identifying
two-scale limits of rescaled strains we could not rely on the results obtained in the context of elasticity
(see, e.g. [4]), since these results relied on Korn inequalities which are not available in the plastic setting,
hence a new approach needed to be developed.

For a given boundary datum w, the limiting model that we identify is finite on triples (u, F, P) €
.Az‘””(w)7 where the latter denotes the set of limits of plastic triples given by displacements, elastic,
and plastic strains in the sense of two-scale convergence for measures, cf. Definition 3.9. We refer to
Definition 5.7 and to Subsection 5.2 for the precise definition and main disintegration properties of the
class Aﬁywm (w). On such triples, the effective elastic energy and dissipation potential are homogenized
densities depending only on the limiting two-scale elastic and plastic strain, respectively. Our analysis
stems from adapting the approach of [23] to the setting of dimension reduction problems for composite
plates. This is, however, a non-trivial task: a first hurdle consists in the already mentioned compactness
result for rescaled strains, see Section 4.3. Further difficulties originate from the fact that the limit
problem is of fourth order, see Section 5. Further, analogously to [13], the limiting description is truly
three-dimensional. We refer to [19, Section 5] for a discussion of this issue and an example. Our effective
model is completely characterized in Subsection 5.5. After introducing a suitable notion of stress-strain
duality, in Theorem 5.15 we prove a two-scale limiting Hill’s principle. The lower semicontinuity of
the effective energy and dissipation functionals is proven in Theorem 5.17 Key tools are an adaptation
of unfolding techniques for dimension reduction (see Proposition 4.17), as well as a technical rank-one
decomposition characterization (see Lemma 4.18). Finally, with Theorem 6.2 we prove the main result of
this contribution, showing via evolutionary I'-convergence, cf. [38] the convergence of three-dimensional
inhomogeneous quasistatic evolutions to energetic solutions for our two-scale reduced model.

The paper is organized as follows. Section 2 contains some preliminary results on two-scale conver-
gence, disintegration of Radon measures, BD and BH functions, as well as some auxiliary claims about
stress tensors. In Section 3 we specify the setting of the problem and the main assumptions. We ad-
ditionally recall the existence results for quasistatic evolution for general multi-phase materials. The
characterization of limiting triples in the sense of two-scale convergence for Radon measures is the focus
of Section 4. The effective stress-strain duality is analyzed in Section 5, whereas the convergence of
quasistatic evolutions is proven in Section 6.

2. PRELIMINARIES

In this section we specify our notation and collect a few preliminary results.

2.1. Notation. We will write any point x € R? as a pair (2',23), with 2 € R? and x3 € R, and we will
use the notation Vs to denote the gradient with respect to z’. We denote by y € ) the points on a flat

2-dimensional torus. We denote by I the open interval I := (—%, %) In what follows we will also adopt
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the following notation for scaled gradients and symmetrized scaled gradients:
Vv = [Vx/v ‘ %Bmsv }, Epv :=sym Vv, (2.1)
V= [Vyv ’ %693311 }, Eﬁyv ‘= sym Vv,

where b,y >0 and v is a function on the appropriate domain. The scaled divergence operators div;, and
div, are defined in the following way:

1
divpv := 0,01 + Oz,02 + 8131)37 leA/U = Oy, v1 + Oy,v2 + 813713

Analogously, we define the operators curl and curl,y7 for functions taking values in R3. Note that the

operators Vv, le»y, curl act on functions that have as (part of) their domain I x ) (with a slight abuse
of notation we write thls domain with I on the first place, despite the fact that the associated differential
operators are defined as above).

If a,b € RN, we write a - b for the Euclidean scalar product, and we denote by |a| := y/a-a the
Euclidean norm. We write MV *¥ for the set of real N x N matrices. If A,B € MNXN, we use the
Frobenius scalar product A : B := }_, ; A;; B;; and the associated norm [A[ := VA : A. We denote by

MgéN the space of real symmetric N x N matrices, and by MQ;:N the set of real deviatoric matrices,
respectively, i.e. the subset of MQEN given by matrices having null trace. For every matrix A € MY XN

we denote its trace by trA, and its deviatoric part by Agev will be given by
1
Agev = A — NtrA.

The symmetrized tensor product a ® b of two vector a,b € RV is the symmetric matrix with entries

(a ©b)yj := ©2Feb Note that tr(a ©b) = a - b, and that |a © b|> = L|a[?[b|> + L(a - b)?, so that

1
—allb] < |la ® b| < |al|bl.
ﬂllll_l | < lal[b]

Given a vector v € R3, we will use the notation v’ to denote the vector

1. [
v = .
V2

Analogously, given a matrix A € M3*3, we will denote by A” the minor
A A
A// — 11 12 )
(A21 Ago

The Lebesgue measure in RY and the (N — 1)-dimensional Hausdorff measure are denoted by £V and
HN—1 respectively. For U ¢ RN, U denotes its closure. Given an open subset U C RY and a finite
dimensional Euclidean space F, we use standard notations for Lebesgue spaces LP(U; E) and Sobolev
spaces H(U; E) or WYP(U; E). The characteristic function of U will be given by 1.

We will write C*(U; E) for the space of k-times continuously differentiable functions ¢ : U — E
and C°(U; E) = (2, C*(U; E) for the space of infinitely differentiable function. We will distinguish
between the spaces C¥(U; E) (C* functions with compact support contained in U) and C&(U; E) (C*
functions “vanishing on 9U”). We will write C(); E) to denote the space of all continuous functions
which are [0, 1]2-periodic, and set C*(Y; E) := C*(R?%; E) N C(Y; E). We will identify C*(Y; E) with the
space of all C* functions on the 2-dimensional torus.

We will frequently make use of the standard mollfier p € C*°(RY), defined by

C ot if || < 1,
p(l‘) — { €Xp (|aj| —1) 1 |$|

0 otherwise,



where the constant C' > 0 is selected so that [,y p(z)dz = 1, and the associated family {pc}eso C
C>(RYN) with

o= oo (2)

Throughout the text, the letter C' stands for generic constants which may vary from line to line.

2.2. Measures. We first recall some basic notions from measure theory that we will use throughout the
paper (see, e.g. [22]).

Given a Borel set U C RY and a finite dimensional Hilbert space X, we denote by M, (U; X) the space
of bounded Borel measures on U taking values in X, and endowed with the norm ||u| s, (v, x) = |p/(U),
where |u| € My (U;R) is the total variation of the measure u. For every u € M,(U; X) we consider the
Lebesgue decomposition p = p® + p®, where p® is absolutely continuous with respect to the Lebesgue
measure £V and p° is singular with respect to £V. If u* = 0, we always identify p with its density
with respect to £V, which is a function in L'(U; X). With a slight abuse of notation, we will write
My(U;R) = My (U) and M,(U;RY) = M;F(U).

If the relative topology of U is locally compact, by Riesz representation theorem the space My (U; X)
can be identified with the dual of Cy(U; X), which is the space of all continuous functions ¢ : U — X
such that the set {|¢| > 0} is compact for every ¢ > 0. The weak™ topology on M;(U; X) is defined
using this duality.

The restriction of i € Myp(U; X) to a subset E € U is the measure u| E € My(F; X) defined by

w| E(B) == u(ENB), forevery Borel set B C U.

Given two real-valued measures pq, o € My(U) we write puy > pg if pui(B) > ua(B) for every Borel
set B CU.

2.2.1. Conver functions of measures. Let U be an open set of RY. For every u € My(U; X) let % be

the Radon-Nikodym derivative of p with respect to its variation |u|. Let H : X — [0, +00) be a convex
and positively one-homogeneous function such that

r|¢| < H(E) < R|¢| for every € € X (2.2)
where r and R are two constants, with 0 < r < R.

Using the theory of convex functions of measures, developed in [28] and [21], we introduce the non-
negative Radon measure H(u) € M (U) defined by

dp
)= [ 1 (4 dll
A dlp
for every Borel set A C U. We also consider the functional H : M(U; X) — [0, +00) defined by

WG = 1) = [ 11 (%) dll.

One can prove that H is lower semicontinuous on M, (U; X)) with respect to weak™ convergence (see, e.g.,
[1, Theorem 2.38]).

Let a, b € [0,T] with a < b. The total variation of a function p : [0,T] — My(U; X) on [a, b] is defined
by

n—1
V(p; a,b) := sup {Z [utive) = i)l iy sa=t <ta <...<tp=b, n€ N} .
i=1

Analogously, we define the H-variation of a function p : [0,T] — My(U; X) on [a,b] as

n—1
Dy (1;a,b) := sup {ZH (u(tig1) —p(t))ra=t1 <ta <...<t,=0b, ne N} .
i=1
From (2.2) it follows that
V(s a,b) < Dyy(p;a,b) < RV(i; a,Db). (2.3)
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2.2.2. Disintegration of a measure. Let S and T be measurable spaces and let y be a measure on S.
Given a measurable function f : S — T, we denote by fuu the push-forward of p under the map f,
defined by

fup(B) == p (f_l(B)) ,  for every measurable set B C T.

In particular, for any measurable function ¢ : T — R we have

/SQOfdu:/ng(f#u)-

Note that in the previous formula S = f=1(T).

Let S; C RM, S, € RM2, for some Ny, N2 € N, be open sets, and let n € M, (S1). We say that a
function x7 € S1 — g, € My(S2;RM) is n-measurable if x1 € S; — pg, (B) is n-measurable for every
Borel set B C S,.

Given a n-measurable function z; — p,, such that fS1 |tz | dn < +o00, then the generalized product

gen. . gen. .
N ® pg, satisfies n ® pe, € My(Sy x So;RM) and is such that

(0°® Hay0) = /Sl </S2 w(xl,wz)duzl(m)> dn (1),

for every bounded Borel function ¢ : S x S; — R.
Moreover, the following disintegration result holds (c.f. [1, Theorem 2.28 and Corollary 2.29]):

Theorem 2.1. Let 1 € My(Sy x So;RM) and let proj : Sy x Sy — S1 be the projection on the first
factor. Denote by n the push-forward measure n = proju|u| € M;‘(Sl). Then there exists a unique
family of bounded Radon measures {jz, }z,es, C My(So; RM) such that x1 — pig, is n-measurable, and

gen.

=10 & Ug,.
For every o € L'(Sy x So,d|u|) we have
o(x1,+) € LY(S2,d|pz,|)  for n-a.e. 21 € Sy,

z1— | (21, 22) dpig, (x2) € L'(S1,dn),
Sa

/S1><52 o(w1,2) du(z1, 12) = /s1 (/32 @(xl,xg)dﬂxl(x2)> dny(ar).

Furthermore,
gen.
lul=n"® [pa -
Arguing as in [23, Remark 5.5], we have the following;:

Proposition 2.2. With the same notation as in Theorem 2.1, for n-a.e. x1 € S1

d dpiy
/’L(h_)_ My

—(x1,) = |ttzy |-a-€. on Ss.

dlp| dlpe,|
Proof. Since % € LY(S) x Sa,d|u|), from Theorem 2.1 we have %(ml,-) € LY(Sa,d|pis,|) for n-a.e.
T € 57. Thus,

gen. d,u:ﬁ gen. dlu gen. du
n® lhar | =1 @ pay = p= —2 ul =1 ®@ = (1,0 [, |
dlp, | 7 ' d|pe| d|p| '

from which we have the claim. O

2.3. BD and BH functions.



2.3.1. Functions with bounded deformation. Let U be an open set of RY. The space BD(U) of functions
with bounded deformation is the space of all functions u € L'(U;RY) whose symmetric gradient Fu :=
sym Du (in the sense of distributions) satisfies Eu € M,(U; MY %N). We point out that BD(U) is a
Banach space endowed with the norm

lull L@ msy + 1Bl g, 00023 -

sym )

We say that a sequence {u*}; converges to u weakly* in BD(U) if u* — u weakly in L'(U;RY) and
Eu* — Bu weakly* in M,(U ;M?;TXRN ). As a consequence of compactness, then necessarily {u*}; con-
verges to u strongly in L'. Every bounded sequence in BD(U) has a weakly* converging subsequence.
If U is bounded and has a Lipschitz boundary, BD(U) can be embedded into LN/N=1(U;RN) (the
embedding is compact in L?, for 1 < p < N/(N — 1)) and every function v € BD(U) has a trace, still
denoted by u, which belongs to L' (OU;RY). If I is a nonempty open subset of U, there exists a constant

C > 0, depending on U and I'; such that
[ull 2y @wsmry < Cllullyry + ClEwl g, iy (2.4)

sym )’
(see [42, Chapter II, Proposition 2.4 and Remark 2.5]). For the general properties of the space BD(U)
we refer to [42].

2.3.2. Functions with bounded Hessian. The space BH (U) of functions with bounded Hessian is the space
of all functions u € W*!(U) whose Hessian D?u (in the sense of distributions) belongs to M, (U; MY XN).
It is a Banach space endowed with the norm

lall ooy + 19l 2 @y + 1Dl g, g -

sym

If U has the cone property, then BH(U) coincides with the space of functions in L*(U) whose Hessian
belongs to My, (U; MY XN). If U is bounded and has a Lipschitz boundary, BH(U) can be embedded into
WLN/(N=1)(T]). Tf U is bounded and has a C? boundary, then for every function u € BH(U) one can
define the traces of u and of Vu, still denoted by u and Vu; they satisfy u € WH1(9U), Vu € L' (0U; RY),
and %Z = Vu -7 in LY(0U), where 7 is any tangent vector to U. If, in addition, N = 2, then BH (U)
embeds into C(U), which is the space of all continuous functions on U. The general properties of the
space BH(U) can be found in [20].

2.4. Auxiliary claims about stress tensors.

2.4.1. Traces of stresses. We suppose here that U is an open bounded set of class C? in RY. If ¢ €
L2(U;MYN%N) and dive € L?(U;RY), then we can define a distribution [ov] on U by

Sym
[ov](¥) := /Uw -dive dz + /U o: Eydx, (2.5)

for every ¢» € H'(U;RYN). Tt follows that [ov] € H='/2(dU;RY) (see, e.g., [43, Chapter 1, Theorem 1.2]).
If, in addition, o € L®(U;MYXN) and dive € LY (U;RY), then (2.5) holds for v € WHH(U;RY). By

Sym
Gagliardo’s extension theorem, in this case we have [ov] € L (0U;RY), and

[orv] = [ov]  weakly* in L (QU;RY),

whenever oj, = o weakly* in L>(U; MY XN) and divey, — dive weakly in LY (U; RY).

We will consider the normal and tangential parts of [ov], defined by

1
v

Since v € CY(OU; RY), we have that [ov],,, [ov]F € H-Y/2(0U;RYN). If, in addition, o4e, € L (U; Mé\ng),
then it was proved in [33, Lemma 2.4] that [ov]} € L>®(0U;RY) and

[ov], = ([ov] - v)v, [ov], = [ov] = ([ov] - v)r.

n 1
||[OV]V HL°°(6U;RN) < ﬁ”ade"”L“(U;MfejN)'

More generally, if U has Lipschitz boundary and is such that there exists a compact set S C U
with HNV~1(S) = 0 such that QU \ S is a C?-hypersurface, then arguing as in [24, Section 1.2] we can
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uniquely determine [ov]} as an element of L (0U;RY) through any approximating sequence {o,} C

C>=(U; MYXNY such that

sym

o, — o strongly in L(U; MNXN),

Sym

dive,, — dive strongly in L?(U;RY),

||(O—n)dev||Loo(U;Mé\2§N) S ”o'deV”LOO(U;Mé\QiN)'

2.4.2. L? regularity. We recall the following proposition from [24] (see also [33]).

Proposition 2.3. Let U C RYN be an open, bounded set with Lipschitz boundary. The set
S(U) = {o € LX(U;MEXN) s dive € LY (U;RY), 04ev € L=(U; MY},

sym dev

is a subset of LP(U; MNXN) for every 1 < p < oo, and

sym

Il oy < Co (ol + 10V ollw @imny + 10aev | e quransn) ) -

sym ) sSym ) dev

3. SETTING OF THE PROBLEM

We describe here our modeling assumptions and recall a few associated instrumental results. Unless
otherwise stated, w C R? is a bounded, connected, and open set with C? boundary. Given a small positive
number i > 0, we assume that the set

Q" .= w x (hD),
is the reference configuration of a linearly elastic and perfectly plastic plate.
We consider a non-zero Dirichlet boundary condition on the whole lateral surface, i.e. the Dirichlet
boundary of Q" is given by T := dw x (hI).

We work under the assumption that the body is only submitted to a hard device on I'y and that there
are no applied loads, i.e. the evolution is only driven by time-dependent boundary conditions. More
general boundary conditions, together with volume and surfaces forces have been considered, e.g., in [11,
24, 13] but will, for simplicity of exposition, be neglected in this analysis.

3.1. Phase decomposition. We recall here some basic notation and assumptions from [23].
Recall that Y = R?/Z? is the 2-dimensional torus, let Y := [0,1)? be its associated periodicity cell,
and denote by Z : Y — Y their canonical identification. We denote by C the set
C:=171Y).
For any Z C ), we define
Z = {a:e]RZ : ; GZQ+I(Z)}, (3.1)

and to every function F : ) — X we associate the e-periodic function F, : R? — X, given by

Fi(a):=F(y.), for =[] =Z(y) €Y.

With a slight abuse of notation we will also write F.(z) = F (£).
The torus ) is assumed to be made up of finitely many phases ); together with their interfaces.
We assume that those phases are pairwise disjoint open sets with Lipschitz boundary. Then we have

Y= UZ Y, and we denote the interfaces by
r:=Joyinoy;.
i
Furthermore, the interfaces are assumed to have a negligible intersection with the set C, i.e. for every @

H'(OY;NC) =0. (3.2)
7



We will write
I':= U Fij;
i#]
where I';; stands for the interface between )Y; and Y.
We assume that w is composed of the finitely many phases ();)., and that Q" UT?% is a geometrically
admissible multi-phase domain in the sense of [24, Subsection 1.2]. Additionally, we assume that Q" is a
specimen of an elasto-perfectly plastic material having periodic elasticity tensor and dissipation potential.

We are interested in the situation when the period € is a function of the thickness h, i.e. € = ¢p, and
we assume that the limit

exists in (0, +00). We additionally require that T" satisfies the following: there exists a compact set S C T"
with #1(S) = 0 such that T'\ S is a C2-hypersurface.

We say that a multi-phase torus ) is geometrically admissible if it satisfies the above assumptions.

Remark 3.1. We point out that we assume greater reqularity than that in [23], where the interface T'\ S
was allowed to be a C'-hypersurface. Under such weaker assumptions, in fact, the tangential part of
the trace of an admissible stress [ov]: at a point x on T'\ S would not be defined independently of the
considered approximating sequence. By requiring a higher regularity of T'\ S, we will avoid dealing with
this situation.

The set of admissible stresses.

We assume there exist convex compact sets K; € Mg:\? associated to each phase );. We work under

the assumption that there exist two constants rx and Ry, with 0 < rx < Rk, such that for every 4

{€e MY lel < v} C K ©{€ € MY« [€] < R}

sym sym
Finally, we define
K(y) =K;, foryel;.

The elasticity tensor.

For every i, let (Cgey); and k; be a symmetric positive definite tensor on Mg?f and a positive constant,
respectively, such that there exist two constants r. and R, with 0 < r. < R,, satisfying

Tel€]? < (Caev)i€ : € < RJ€[* for every & € M3X3, (3.3)
re < ki < Re.
Let C be the elasticity tensor, considered as a map from ) taking values in the set of symmetric
positive definite linear operators, C : ) x Mg’;n?l’ — Mﬁ;& defined as
C(y)€ := Cyey () Edev + (k(y) tr€) I3x3 for every y € Y and & € MP*3,
where Cyey (y) = (Cgev )i and k(y) = k; for every y € ;.
Let Q: Y x M2X3 — [0, +00) be the quadratic form associated with C, and given by

sym

1
Qy,¢) = §(C(y)£ :& foreveryy €)Y and € € Mfyxrﬁ’
It follows that @ satisfies
r€]? < Q(y, &) < R|¢|* for every y € Y and € € M2X3 (3.5)

sym*
The dissipation potential.
For each ¢, let H; : Mf’ijv‘? — [0, +00) be the support function of the set K, i.e
H;(&§) = sup 7:¢&.

TEK;
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It follows that H; is convex, positively 1-homogeneous, and satisfies

ril€] < Hi(€) < Rylé|  for every & € M. (3.6)

dev

Then we define the dissipation potential H : Y x M5X3 — [0, +-00] as follows:

dev
(i) For every y € Y;, we take
(ii) For a point y € I\ S on the interface between ); and );, such that the associated normal v(y)
points from Y; to Vi, we set

Hij(a,v(y)) if€=a0v(y) € M,

: 3Ix3
400 otherwise on M’ ~,

H(y,f) = {

where for a € R? and v L a € S?,
Hij(a,v) := inf {Hi(ai Ov)+ Hj(—a; Ov):
a=a; —aj, a; L, ajJ_y}.
(iii) For y € S, we define H arbitrarily (e.g. H(y,§) :=rg [£]).

Remark 3.2. We point out that H is a Borel function on ) X Mi:vg' Furthermore, for eachy € Y, the
function & — H(y, &) is positively 1-homogeneous and convex. However, the function (y,&) — H(y,§) is
not necessarily lower semicontinous. This creates additional difficulties in proving lower semicontinuity

of dissipation functional given in Theorem 5.17, see also [23, Theorem 5.7].

Admissible triples and energy.

On I'" we prescribe a boundary datum being the trace of a map w" € H(Q";R?) of the following
form:

h — / 23 — N / 23 — N / / h
w'(z) = <w1(z ) — ﬁalwg(z ), wa(2') — Zag’U)g(Z )s Ewg(z )) for a.e. z = (2',23) € Q" (3.7

where w, € H'(w), @ = 1,2, and w3 € H?*(w). The set of admissible displacements and strains for
the boundary datum w" is denoted by A(Q",w") and is defined as the class of all triples (v, f,q) €
BD(Q") x L2(QP; M3X3) x My(Q"; M323) satisfying

sym dev
Ev=f+q in Q"
q=(w" —v) O vygrH? onTh.
The function v represents the displacement of the plate, while f and g are called the elastic and plastic
strain, respectively.

For every admissible triple (v, f,q) € A(Q", w") we define the associated energy as

[ ofZ Z
Enlv, f,q) = /Qh @ (€h 7 f(z)) e /Qhul“?; " (ffh7 d|q> il

The first term represents the elastic energy, while the second term accounts for plastic dissipation.

3.2. The rescaled problem. As usual in dimension reduction problems, it is convenient to perform a
change of variables in such a way to rewrite the system on a fixed domain independent of h. To this
11

purpose, we consider the open interval I = (—5, 5) and set

Q= wxlI, I'p := 0w x I.

We consider the change of variables ¢, : O — QP defined as

(2, x3) == (2, has) for every (2, z3) € Q, (3.8)
9



and the linear operator Ay : M3X3 — M3X3 given by

sym sym
i &2 3éas
Apéi=| &1 &n  +&os for every £ € Mg’;[fl’ (3.9)

F1 732 =6ss
To any triple (v, f,q) € A(Q", w") we associate a triple (u,e,p) € BD(2) x L*(Q;M213) x My(Q U
Ip; M2%3) defined as follows:

sym
u = (v1, Vg, huz) o Yy, e:= A;lf oYy, pi= %Aglw#(q).

Here the measure w# (q) € My(Q; M3*3) is the pull-back measure of ¢, satisfying

/ gp:dw#(q):/ (pothyt):dg for every ¢ € Co(QUT p; MP*3).
QUL p Qhurh

According to this change of variable we have

En(v, f,q) = hQn(Ane) + hHn(Anp),

where
!
Qh(Ahe):/Q<x,Ahe> do (3.10)
Q En
and
' dApp
H, (A z/ ( >dA . 3.11
n(Anp) QUTp en’ d|App| (Al (3.1)

We also introduce the scaled Dirichlet boundary datum w € H*(£; R?), given by
w(z) := (w1(2") — z301w3(2"), we (") — 2300wz (x’), ws(x’)) for a.e. z € Q.

By the definition of the class A(Q", w") it follows that the scaled triple (u,e,p) satisfies the equalities

Eu=e+p in(, (3.12)
p=(w—u)®rgoH> onTp, (3.13)
P+ P2+ gepz =0 in QUIp. (3.14)

We are thus led to introduce the class Ay (w) of all triples (u,e,p) € BD(€) x L*(;M2%3) x My (QU
[ p; M3%3) satisfying (3.12)—(3.14), and to define the functional

sym
In(u,e,p) = Qn(Ane) + Hn(Anp) (3.15)

for every (u,e,p) € Ap(w). In the following we will study the asymptotic behaviour of the quasistatic
evolution associated with Jy, as h — 0 and ¢, — 0.

Notice that if w, € H' (@), a = 1,2, and w3 € H*(@), where w C @, then we can trivially extend the
triple (u,e,p) to Q:=w x I by

U= w, e = Fuw, p=0 on 0\ Q.

In the following we will always denote this extension also by (u, e, p), whenever such an extension proce-
dure is needed.

Kirchhoff-Love admissible triples and limit energy.
We consider the set of Kirchhoff-Love displacements, defined as
KL(Q) := {ue BD(Q): (Bu)iz =0 fori=1,2,3}.
We note that v € KL(Q) if and only if us € BH(w) and there exists & € BD(w) such that

Uy = Uy — T305,Uu3, a=1,2. (3.16)
10



In particular, if u € KL(Q), then
0
- 2
Eu—ayDlus ) (3.17)
0 0 0
If, in addition, u € WP (Q;R3) for some 1 < p < oo, then & € W1P(w;R?) and uz € WP (w). We call
u, uz the Kirchhoff-Love components of u.
For every w € H'(;R3) N K L() we define the class Axr,(w) of Kirchhoff-Love admissible triples for
the boundary datum w as the set of all triples (u,e,p) € KL(Q) x L*(€;M253) x My(Q U Tp; M3X3)
satisfying

Fu=

FEu=e+p inQ, p=(w—u)®vpoH? onp, (3.18)
eis=0 inQ, p3=0 mQUTpH, =123 (3.19)

Note that the space
{€e M2} &3 =0fori=1,23}
is canonically isomorphic to Mg;ﬁ Therefore, in the following, given a triple (u,e,p) € Axr(w) we will
usually identify e with a function in L?(Q; M2%?) and p with a measure in M, (QUT p; MZ?). Note also
that the class Axr(w) is always nonempty as it contains the triple (w, Ew,0).
To provide a useful characterisation of admissible triplets in A, (w), let us first recall the definition

of zeroth and first order moments of functions.

Definition 3.3. For f € L%(:M2%2) we denote by f, f € L*(w;M2%2) and f+ € L2(Q;M2X2) the

sym sym sym
2X2

following orthogonal components (with respect to the scalar product of L? (M) of £

flz) = ’ f(@',x3) dws, f@) = 12/5 x3f(z',w3) dws

1 1
2 2

for a.e. ¥’ € w, and
fH (@) = f(a) = f(a') — x5 f (")
for a.e. x € Q. We name f the zero-th order moment of f andf the first order moment of f.

1

15+ 1t ensures that if

The coefficient in the definition of f is chosen from the computation J; 23 des =
f is of the form f(z) = z3g(a’), for some g € L?(w; M2%2), then f = g.

sym

Analogously, we have the following definition of zeroth and first order moments of measures.

Definition 3.4. For yu € My(QQU I‘D;szxrg) we define i, i € Mpy(w U WD;ME},XH%) and pt € My(Q U
Tp; M2X2) as follows:

sym
/ cp:dﬁ::/ v dpu, / cp:dﬂ:zl?/ T3 @ dp
wUyp QU p wUvp QU p

for every ¢ € Co(w U~yp; M2%2), and

sym
pri=p—p@ Ly —p@wsly,
where & is the usual product of measures, and Eglm is the Lebesgue measure restricted to the third compo-

nent of R3. We name [i the zero-th order moment of u and ji the first order moment of .

Remark 3.5. More generally, for any function f which is integrable over I, we will use the short-hand
notation

J?:Z/If('axs)dxsy f= 12/15”3 f( w3) das.

We are now ready to recall the following characterisation of Ag,(w), given in [13, Proposition 4.3].
Proposition 3.6. Let w € H'(Q;R?*) N KL(Q) and let (u,e,p) € KL(Q) x L*(Q;M253) x My(Q U

Tp; MEX3). Then (u,e,p) € Agr(w) if and only if the following three conditions are satisfied:
11



(i) Ei=¢é¢+pinw and p = (0 — 4) ® vg,H' on vyp;
(i) D2u3 = —(é+p) inw, u3 = w3 on yp, and p = (Vuz — Vwsz) ® va,H' on vp;
(iii) pt = —et in Q and pt =0 on T'p.

3.3. Definition of quasistatic evolutions. Recalling Section 2.2, the #j-variation of a map p"
[0, 7] = My(QUTp; M3%3) on [a, b] is defined as

dev
n—1
Dy, (P;a,b) := sup{Z’H(P(tiH) —P(t)):a=t;, <ty <...<t,=b ne N}.
i=1

For every t € [0,T] we prescribe a boundary datum w(t) € H'(;R3?) N KL(Q2) and we assume the
map t — w(t) to be absolutely continuous from [0, T into H*(Q;R3).

Definition 3.7. Let h > 0. An h-quasistatic evolution for the boundary datum w(t) is a function
t = (ul(t),e"(t),p"(t)) from [0,T] into BD(Q) x L*(;M2X3) x M, (QU Lp;MLXY) that satisfies the
following conditions:

(gs1)y, for every t € [0,T] we have (u"(t), e (t),p"(t)) € An(w(t)) and
Qn(Ane"(t)) < Qn(Ann) + Hn(Anm — App" (1)),

for every (v,n,7) € Ap(w(t)).
(qs2)n the function t v pl(t) from [0,T] into My(QUT p; M3%3) has bounded variation and for every

dev
te0,T]
Qn (Aheh(t)) + ’Dyh (Ahph; 0, t) Qh Ahe / / Ahe ) : E’LU(S) dxds.
The following existence result of a quasistatic evolution for a general multi-phase material can be found

in [24, Theorem 2.7].

Theorem 3.8. Assume (3.3) and (3.5). Let h > 0 and let (u}},el,pk) € An(w(0)) satisfy the global
stability condition (qs1),. Then, there exists a two-scale quaszstatzc evolutzon t e (uh(t), e (), p"(t)) for
the boundary datum w(t) such that u(0) = ug, €"(0) = e, and p"(0) = pf.

Our goal is to study the asymptotics of the quasistatic evolution when h goes to zero. The main result
is given by Theorem 6.2.

3.4. Two-scale convergence adapted to dimension reduction. We briefly recall some results and
definitions from [23].

Definition 3.9. Let Q C R? be an open set. Let {u}n~o be a family in My(Q) and consider u €
My(2 x V). We say that

uh 20 o two-scale weakly™ in My(2 x )),
if for every x € Co(Q2 x ))

. ' \
lim [ x (w ) dp () =/ X(z,y) du(z,y).
h—0 Jo Eh QxY

The convergence above is called two-scale weak™ convergence.

Remark 3.10. Notice that the family {u"}n~o determines the family of measures {v"},~0 C My(Q2xY)

obtained by setting
a,:/
/ x(z,y) dv" =/x (w h) dp (x)
Qxy Q

for every x € CQ(Q x V). Thus p is simply the weak* limit in My(Q x V) of a suitable subsequence of
{Vh}h>0-

We collect some basic properties of two-scale convergence below:
12



Proposition 3.11. (i) Any sequence that is bounded in My(Q2) admits a two-scale weakly* conver-
gent subsequence.
(ii) Let D C Y and assume that supp(u") € QN (D
My(2 x Y), then supp(p) C Q x D.

e, X 1), If ph 27% w two-scale weakly™ in

4. COMPACTNESS RESULTS

In this section, we provide a characterization of two-scale limits of symmetrized scaled gradients. We
will consider sequences of deformations {v"} such that v € BD(Q") for every h > 0, their L'-norms are
uniformly bounded (up to rescaling), and their symmetrized gradients Ev" form a sequence of uniformly
bounded Radon measures (again, up to rescaling). As already explained in Section 3.2, we associate to
the sequence {v"} above a rescaled sequence of maps {u"} C BD(f), defined as

h h . h 1. h
u" = (v{, vy, hvy) o Py,

where 1y, is defined in (3.8). The symmetric gradients of the maps {v"} and {u"} are related as follows

1
7B = (n) (AnEu"). (4.1)
The boundedness of %HEU}LHMZ,(Q”M‘Z’;SL) is equivalent to the boundedness of ||AhE“h||Mb(Q~M§§,i)~ We

will express our compactness result with respect to the sequence {uh} h>0-

We first recall a compactness result for sequences of non-oscillating fields (see [13]).
Proposition 4.1. Let {u"},~q C BD(Q) be a sequence such that there exists a constant C > 0 for which

[u" | 2 (ms) + AR BU" || pg, iz < C-

sym)
Then, there exist functions @ = (t1,u2) € BD(w) and us € BH(w) such that, up to subsequences, there
holds
ul = Uy — 130, us, strongly in L*(Q), o€ {1,2},
ul — ug, strongly in L*(Q),

« (Eu—xz3D%*us 0
ho* 3 3
Fu ( 0 0

Sym

> weakly* in Mp(Q; MEX3).

Now we turn to identifying the two-scale limits of the sequence Aj, Eu”.

4.1. Corrector properties and duality results. In order to define and analyze the space of measures
which arise as two-scale limits of scaled symmetrized gradients of BD functions, we will consider the
following general framework (see also [2]).

Let V and W be finite-dimensional Euclidean spaces of dimensions N and M, respectively. We
will consider k™™ order linear homogeneous partial differential operators with constant coefficients A :
C*®(R™; V) — C(R™; W). More precisely, the operator A acts on functions v : R — V as

Au = Z AL0%u.
lo|=k
where the coefficients A, € W@ V* = Lin(V; W) are constant tensors, a« = (aq,...,a,) € Nj is a multi-
index and 9% := 97" - - - 9%~ denotes the distributional partial derivative of order |a] = oy + -+ + .
We define the space
BVA(U) = {u e LY(U; V) : Au € My(U; W)}

of functions with bounded A-variations on an open subset U of R™. This is a Banach space endowed with
the norm

lull Bvawy == llullLr vy + [Au|(U).
13



Here, the distributional A-gradient is defined and extended to distributions via the duality
/Ugo ~dAu = /U.A*go cudx, @€ CX(UW"),
where A* : C2°(R™; W*) — C2°(R™; V*) is the formal L2-adjoint operator of A
A= (—D)F Y AL
loe|=F

The total A-variation of u € L}, (U;V) is defined as

loc

|Au|(U) = Sup{/ A*p-udr:p € C’f(U; W), || < 1}.
U

Let {u,} € BVAU) and v € BVA(U). We say that {u,} converges weakly* to u in BVA if u, —
u in LYU;V) and Au, = Au in My, (U; W).

In order to characterize the two-scale weak* limit of scaled symmetrized gradients, we will generally
consider two domains Q; € R, Q, ¢ R™2 for some Ni, Ny € N and assume that the operator A, is
defined through partial derivatives only with respect to the entries of the no-tuple xo. In the spirit of
[23, Section 4.2], we will define the space

XAz (Q) = {,,L € Mp(Q X Qs V) s Agupi € My(Q x Qo3 W),

w(F x Qy) = 0 for every Borel set S C Ql}.

We will assume that BV =2 () satisfies the following weak* compactness property:

Assumption 1. If {u,} C BVA=2(Qy) is uniformly bounded in the BV A=2-norm, then there exists a
subsequence {um} C {u,} and a function u € BVA+2(Qy) such that {um,} converges weakly* to u in
BV A2 (Qy), i.e.
U — u i LN(Qo; V) and Agytim — Agyu in My(Qo; W).
Furthermore, there exists a countable collection {U*} of open subsets of R™ that increases to Qo (i.e.

UF c UM for every k € N, and Qy = U, U*) such that BV A+ (U*) satisfies the weak* compactness
property above for every k € N.

The following theorem is our main disintegration result for measures in X2 (Q1), which will be instru-
mental to define a notion of duality for admissible two-scale configurations. The proof is an adaptation
of the arguments in [23, Proposition 4.7].

Proposition 4.2. Let Assumption 1 be satisfied. Let i € X*+2(Qy). Then there exist n € My (Q1) and
a Borel map (x1,x2) € Q1 X Qo = g, (x2) € V such that, for n-a.e. x1 € Qy,

pon €BVA(), [ (e dn =0 A () 20 (42)

and
= o, (x2) 1 @ L33 (4.3)
Moreover, the map 1 — Ay, iz, € My(Qa; W) is n-measurable and

gen.

Am/J:?? ® Aﬂfzﬂﬂﬁl'

Proof. By assumption, we have p € Mp(Q1 X Qo; V) and A := A, € Mp(21 x Qo3 W). Setting
n = projg|u| + projg|A € M (),

where projy is the push-forward by the projection of {21 x Qg on 2, we obtain as a consequence of
Theorem 2.1:

gen. gen.
=10 & iy, and A=n & A, (4.4)
14



with gz, € Mp(Qe; V) and Az, € My(Qo; W). Further, if we set S := {z1 € Q1 : |A\,,]|(Q2) # 0}, then
€en.
A=1lS°® .
For every p(1) € C°(Q;) and ¢ € C®(Qy; W*) we have

[ 0@ (o o) e = [ (f )AL ) i (22) ) o)

gen. * *
= <n ® um,w(l)Ax2<p(2)> = <u, A (w(”w(z)»
gen.

_ <A12u,<p“)90(2)> _ <nLS @ )\11790(1)%0(2)>
= [ (] o6 dray(aa)) 1or) - dnfo)
— /Q1 oM (1) <ﬂs($1)>\zl7<ﬁ(2)> ~dn(zy).

From this we infer that for n-a.e. 1 € Q1 and for every ¢ € C2°(Qq; W)
<:ur1’A::290> = <]]-S(5U1)>\m1,80> . (45)

We can consider pi,, and A5, as measures on R"? if we extend the measure p by zero on the complement
of ;. Then, using the standard mollifiers {p}c~o on R"?, we define the functions pg, := pg, * pe and
XS, = Ag, * pe, which are smooth and uniformly bounded in L'(Q; V) and L' (Q2; W), respectively. For
every ¢ € CF(Qq; W*), supp(p) C UF for k large enough. Furthermore, the support of o * p, is contained
in Qy provided e is sufficiently small (smallness depending only on k), and thus from (4.5) we have

</’L;1a-’4;2¢> = / (/”'am * pe) : 'A;g(pde = / (-A;ZQD * pe) . d/-%m

Rn72 Rn”2

= /Rn Az, (@ pe) - dpg, = (pioy, Ay, (0% pe))
= (Ls(@)hers 0 % po) = / (% pe) - Ls(w1) dh,
R72

- / 15(21) (hey # pe) -
R"2
= (Ls(x)XS,. 0.

Hence, for n-a.e. 21 € ) the sequence {5, } is eventually bounded in BV 4«2 (U*). By Assumption 1,
this implies strong convergence in L*(U*; V) up to a subsequence. As e — 0, we have both ¢ * p. — ¢
and A; ¢ * p. — A}, uniformly, so by the Lebesgue’s dominated convergence theorem we obtain, for
n-a.e. r1 € {1y,

</’[’;15~A;2@> — </’Lw1a-’4;2(p> and <]15‘(.'L'1))\;1,§0> — <]IS(-/E1)AJ17SO>'

From the convergence above, we conclude for n-a.e. x1 € Q that ug, — pg, strongly in LY(U*; V). Since
pz, has bounded total variation, we have that p,, € L'(Q2;V) for n-a.e. x1 € Q;. This, together with
(4.5), implies

fhe, € BVA2(Qy) and Ay, pie, = 1g(z1)As, -
From (4.4) we now have that p is absolutely continuous with respect to n® L}2. Consequently, for n-a.e.
x1 € {1 there exists a Borel measurable function which is equal to ., for £32-a.e. x2 € {22, so that (4.3)
immediately follows.

Finally, since u(F x Q3) = 0 for every Borel set F' C €, we have

o, f(z1) (/92 Mz1($2)d$2> dn(z,) = /leQ2 f(x1) du(xy,m3) =0

for every f € C.(£21), from which we obtain the second claim in (4.2). This concludes the proof. O
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Lastly, we give a necessary and sufficient condition with which we can characterize the A,,-gradient
of a measure, under the following two assumptions.

Assumption 2. For every x € Co(h x Qo; W) with A} x = 0 (in the sense of distributions), there
exists a sequence of smooth functions {xn} C C°( x Q2; W) such that A, xn = 0 for every n, and
Xn = X n L®(21 x Qo; W).

Assumption 3. The following Poincaré-Korn type inequality holds in BV A2 (Qy):
< C|Ag,ul(Q), Vu € BVA ().

u—/ u dxo
Qo L1(Q2;V)

Proposition 4.3. Let Assumption 1, 2 and 3 be satisfied. Let X\ € My(Qq X Qo; W). Then, the following
items are equivalent:

(i) For every x € Co(Q1 x Qo3 W) with A} x =0 (in the sense of distributions) we have
/ X(x1,x2) - dA(z1,22) = 0.
Ql XQQ

(i) There exists u € X2 (Q) such that X = Ay, .

Proof. Let x € Co(€21 x Qo; W) with A% x = 0 (in the sense of distributions) and let {x,} be an
approximating sequence of x as in Assumption 2. Assume that (ii) holds. Then, we have

/ X(w1,72) - dA(21, 22) = / X(w1,72) - dAz, (21, 72)
Ql XQz

Ql XQQ

= lim Xn (21, 22) - dAy, u(x1, 22)
n Ql XQQ

= lim AL, Xn (21, 22) dp(21, 22) = 0.
n Ql XQQ

So we have (i) .

Let us prove that the space
EAva = { Ay, € X2 (1)}
is weakly* closed in My(2; x Qg; W). By the Krein-Smulian theorem it is enough to show that the
intersection of £4#2 with every closed ball in Myp(21 X Qo; W) is weakly* closed. This implies, since the
weak™* topology is metrizable on any closed ball of My (€21 x Qo; W), that it is enough to prove that 4=
is sequentially weakly™® closed.

Let {\n}neny C E472 and A € My(Q; x Qo; W) be such that
Ao = A in M (Q x Qo ).
By the definition of the space £4=2, there exist measures j,, € My (21 x Qo; V) such that A\, = Ay, fir,.
By Proposition 4.2, for every n € N we have that there exist 7, € M; () and pf2, € BVA=2(Qy) such
that, for n,-a.e. 1 € Qy,
n n gen. n
P = g, (22) M @ L2, Ay pin = © Ag, -

Additionally, p satisfies sz wy (x2)dxy = 0 for every n € N. Then, by Assumption 3, there is a
constant C' independent of n such that

ol x 0= [ pateraoldndr = [ ([l el de ) dnato)
o \JQ,

Q1 xQo

<C [ e [0 dia(a1) = © ( d|Amu:1|<x2>) dnn (@)
Q4 Q1 Qo

gen.
=c A (1 [ Auatih|) = ClAasinl (@1 x 2) < C.
Ql XQQ
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Hence there exists a subsequence of {u,, }, not relabeled, and an element € M;(€Qq x Qz; V) such that
fn — g in Mp(Qq x Qg5 V).
Then, for every ¢ € C°(Qy x Qg; W*) we have
Ap) = lm(An, @) = im(Ag, i, @)
=l (pn, A7 0) = (1, Az, 0)-

From the convergence above we deduce that A = A,,u € EA#2. This implies that £4+2 is weakly* closed
in My (Q x Qo; W) = (Co( x Qo WH)).
Assume now that (i) holds. If A ¢ £4+> by Hahn-Banach’s theorem, there exists y € Co (21 x Qg; W*)

such that
/ X-dh =1, (4.6)
Ql XQQ
and, for every u € BVA=2 (0 x Qy),
/ X - dAz,u=0. (4.7)
Ql XQQ
In particular, choosing v to be a smooth function, (4.7) implies that A} x = 0 (in the sense of distribu-
tions). As a consequence, (4.6) contradicts (i). Thus, A € A=z, O

4.1.1. Compactness result for scaled maps with finite energy. If we consider A,, = EW, A, = &ivvv,
0 = w with points z; = 2/, and Qs = I x ) with points xo = (z3,y), then we denote the associated
spaces from the previous section by:

BD.,(I xY) := {u e LY(I x Y;R®) : Eyu € My(I x y;M3><3)}7

sym

Xy (w) = {,u € My(Q x Y;R3) : Eﬁy,u € My(Q x Y; M2X3),

sym
u(F x I xY) =0 for every Borel set F C w}.

Despite the fact that ) is a flat torus, Proposition 4.2 and Proposition 4.3 are satisfied if we establish
the validity of Assumption 1, 2 and 3, which will be done below.

Remark 4.4. To each v € BD,(I x V), we can associate a function v := (%ul, %u%u?,). Then

% E %(Dyug + % awgu’)

FEv = T
%(Dyw, + % 8z3u’) Oz, U3

from which we can see that v € BD(I x Y). Here Eyu’ denotes the symmetrized gradient in y of the field
u', which is a 2 X 2 matriz. Alternatively, we can define the change of variables ¥ : (yI) x Y — 1 x Y
given by P(x3,y) := (%xg,y) and consider the function w := wo . Then w € BD((yI) x Y) and we
have

~ 1 ~
Evu = ;w#(Elw)

Using any one of these scalings, we obtain that BD.(I x )) satisfies the weak* compactness property
Assumption 1.

The following lemma establishes the validity of Assumption 2.

Lemma 4.5. For any x € Co(Q2 x V; M2%3) with (ﬁ;vx(m, y) = 0 (in the sense of distributions), we can
construct an approximating sequence which satisfies Assumption 2.
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Proof. We take y € Cp(Q2 x Y; M3X3), extend it by zero outside Q and define

sym

X(@,y) = Mpex (¢°(2')a’, (1 + €)as, y)
where Aj4. is the linear operator described in (3.9), and ¢ : w — [0,1] is a continuous function that
is zero in a neighbourhood of dw and equal to 1 for 2’ € w such that dist(z’,0w) > €. Notice that
XE € Ce(Qx Y;MED), X© — x as e = 0 in L™ and &R/V)ZE = 0 (in the sense of distributions). The
C>-regularity of the approximating sequence follows by convolving {x¢} with a standard sequence of
mollifiers. O

The following claim establishes the validity of Assumption 3.

Theorem 4.6. There exists a constant C > 0 such that

U7/ u
IxYy

for each function w € BD(I x Y). The constant C' can be chosen independently of v in a fized interval
[y1,72]s for 0 <1 <92 < 0.

< C|Eyu|(I x V)

L1(IXY;R3)

Proof. In view of Remark 4.4, it is enough to show the claim for the case v = 1. We argue by contradiction.
If the thesis does not hold, then there exists a sequence {u, }, C BD(I x )) such that

/ |t | dzsdy > n|Eyu,|(I X V), with / Uy drsdy = 0.
IxYy Ixy

We can normalize the sequence such that
~ 1
/ |un|dxsdy =1, and |Eiu,|(I X Y) < —.
IxYy n

In particular the sequence {u,} is bounded in BD(I x )).

By Assumption 1, there exists a subsequence {u,} C {u,} and a function u € BD(I x )) such that
{um} converges weakly* to u in BD(I x ), i.e.

Um — u in LY x V;R?), and Ejyu, = Eyu in My(I x Y; M2X3).

Sym
It’s clear that the limit satisfies

/ |u| desdy = 1, with / wdxsdy = 0. (4.8)
Ixy IxYy
Also, by the weak* lower semicontinuity of the total variation of measures, we have
|Evu|(I x Y) =0, (4.9)

which implies Elu = 0. As a result, the limit u is a rigid deformation, i.e. is of the form

U

u(rs,y) = A | y2 | +b, where A e MX3 beR3
T3

Further, (4.9) implies that « has no jumps along C! hypersurfaces contained in I x ). Hence, due to
the structure of skew-symmetric matrices, u must be a constant vector. However, this contradicts with
(4.8). O

Remark 4.7. If one doesn’t assume periodicity, then the following version of the Poincaré-Korn inequal-
ity can be proved, using the arguments in the proof of Theorem 4.6: There exists a constant C > 0 such
that

1
u—A| 2 | —=b < C|E,ul((0,1)* x I)
T3 L1((0,1)2 x I;R3)
for each function u € BD.((0,1)* x I) and suitably chosen A € Mg’kxci, b € R3, depending on u. Again,

the constant C' can be chosen independently of v in a fized interval [y1,72], for 0 <y < v2 < 0.
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The following two propositions are now a consequence of Proposition 4.2 and Proposition 4.3, respec-
tively.

Proposition 4.8. Let i € X, (w). Then there exist n € M; (w) and a Borel map (2',23,y) € A x Y >
e (23,y) € R such that, for n-a.e. ¥’ € w,

Lo € BD,(I xY), / ty (z3,y) desdy = 0, |E,yum/\(f x ) #0, (4.10)
IxY
and
= o (23,9) @ L}, @ Lo, (4.11)
Moreover, the map x’ — Ew,um/ € My(I x Y;M253) is n-measurable and
gen. ~

E’y,u =1 & Eypgr.
Proposition 4.9. Let A € My(Q x Y;M3%3). The following items are equivalent:

sym

(i) For every x € Co(€2 x Y; M2x3) with divvx(m,y) =0 (in the sense of distributions) we have

/ x(z,y) : dA\(z,y) = 0.
QxYy
(i) There exists € Xy (w) such that X = E.p.

Additionally, we state the following property, which will be used in the proof of Lemma 4.18. The
proof is analogous to [23, Proposition 4.7. item (b)].

Proposition 4.10. Let p € X,(w). For any C'-hypersurface D C Y, if v denotes a continuous unit
normal vector field to D, then

E,plQ x D = a(,y) © v(y) n ® (2

z3,Y

| x D),

where a : Q@ x D — R? is a Borel function.

4.2. Auxiliary results. We will need the following result, which is connected with the compactly sup-
ported De Rham cohomology. Recall the definitions of culrL77 VW, and dlvﬁf In the next proposition, we
will consider the case v = 1.

Proposition 4.11. (a) Let Y be a flat torus in R and let x € C®(Y3);R3) be such that divy = 0
and fyw) x = 0. Then there exists F € C>®°(Y®);R?) such that curl F = .
(b) Let Y be a flat torus in R? and let x € C°(I x Y;R3) be such that divyx = 0 and fIxyX = 0.
Then there exists F € C°(I x YV;R3) such that

c/l;llF =X.

Proof. The first claim is standard and can be easily proved by, e.g, Fourier transforms. For the second
claim, observing that x is also periodic on y<3> by the first part of the statement we obtain F e
C°°(y<3>,R3) such that curl F = X on YB) . Since x has compact support in I x ) , there exists
0<é<i su~ch that curl, ¥ = 0 on I; x Y , where I = {(3-6,2)U(—3,—3+0)}. Let now g € C>(Sj),
where S5 =I5 x (0,1)2, be such that F = V1 on Sj. For a € {1,2}, let

> af (@, yo)e* ik

kEZ

be the exponential Fourier series of E, = 0Oy, ¢ with respect to the variable y;. Note that the coeflicients

{a$(3,y2)}kez are smooth functions and periodic with respect to the variable y, and z3. Additionally,

the Fourier series of smooth functions converges uniformly, and the result of differentiating or integrating
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the series term by term will converge to the derivative or integral of the original series. Hence, we infer
that

1
- a(x3, i
Blrs o) = ablas )+ S BB antiun 1y ) on s, (1.12)
keZ\{0}
for a suitable smooth function b'(z3,%2) . Then, differentiating with respect to y; and y, we have that
aywz@(m&y) = ay2aé(m3ay2) + Z ayzai:(x?ny?)ezm-kyl on Sé'
keZ\{0}
However, since
8y1y295(x373/) = ay1F2(x3ay) = Z QWikai(x&y?)eQﬂikm on Ss,
kez\{o}

by the uniqueness of the Fourier expansion we have that J,, aj(z3,y2) =0, ie.

ag(x3,y2) = c1(x3), (4.13)
for some c¢; € C*® (fg). Further, differentiating (4.12) with respect to ya, we have that

- Oy, 0} (x3, i
ayQSD(-T&y) = Z %62 by 4 3y2b1(:c3,y2) on Ss.
keZ\{0}

Since Oy, = Fy is periodic, we conclude that 8y261 is also periodic with respect to the variable s
and we can consider its Fourier series. Let ¢ € C(I5) be the corresponding zero-th term. Then the
antiderivative of 9,,b" — ¢ with respect to y» is a periodic function. Combining this fact with (4.12) and
(4.13), we deduce that there exists a smooth function ¢ € C*(I5; C>°()))) such that ( can be rewritten
as

P(x3,y) = P(23,y) + c1(x3) y1 + ca(x3) ya on I5 x V.
From this, differentiating with respect to x3, we have that

F3(x3,y) = 00y p(23,y) + ) (23) y1 + chlws) y2 on I x V.

As a consequence of the periodicity of F3 and 0:4¢ in the variables y; and y2, we conclude that ¢ = 0
and ¢4 = 0. Since Is x ) is a union of two disjoint open sets, we have that ¢;,ce are constant on each
connected component. Using the fact that, for a € {1,2},

aya¢(x3a y) = 8ya@(x37y) + C(x(‘r?)) o1 jts X yv (414)
the periodicity of F, = 0Oy, ¢ implies that ci, co are in fact constant. This can be seen by integrating the
equation (4.14) over the plane x5 = —% and x3 = % Thus we conclude that

F(z3,y) = Vip(zs,y) + | ¢ on Is x Y. (4.15)

0

Consider now the exponential Fourier series of Fj with respect to the 3 variable, such that
Fy(s,y) = Zai(y)ehikxs on Is x Y.
kEZ
Integrating the third component in (4.15) with respect to x3, we have that there exists a smooth function
b*(x3,y) , which has values b3 (y) and b® (y) on each of the two parts of I5 x ), such that

3
~ a mikx T
P(z3,y) = aj(y)as + E 2’;_(52) e?mkes 1 b3 (25, y) on Is x V.
kez\{0}

From this and (4.14) we have, for a € {1,2},
- o, a3 ) -
Fo(23,y) — ca = Oy, ai(y)z3 + Z y;ik(y)e%””’g + 0y, b3 (23,y) on Is x Y.

kez\{0}
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Considering the continuity and periodicity in x3 of the above terms, evaluating in z3 = —% and x3 = %

gives Oy, ag(y)~ = 0,,b> (y) — 9,,b% (y). From this we have that there exists a constant c3 and a map
p € C(Y x I) such that ¢ and all its derivatives are periodic in the 3 variable, and for which

P(w3,y) = p(x3,y) + cawz on Iy x Y.
From this and (4.15) we conclude that

F(z3,y) = Vip(zs,y) + | c2 on I5 x ).
c3
Finally, we consider a smooth function k£ : I — R that is zero on the set [—% + 57% — 5] and one in a
neighbourhood of z3 = —%, T3 = % By taking
FZ:F—Vl(k(p)— Co Onfxy.
c3
we have the claim. (]

Remark 4.12. By considering functions scaled by =y in the third component and by % in the direction
x3, one can apply the proof item (b) in Proposition 4.11 so that the statement is valid for maps in the
space C°((vI) x V; R3).

Consequently, for x € C°(I x Y;R3) such that &RA,X =0 and f[xyX = 0 there exists F € C°(I x

YV;R3) such that c/uer,F = x, which can be easily seen by rescaling in the direction xs.

Remark 4.13. If y € C°(Q x Y; M3%3) is such that &\i;/.yx =0, then for a.e. ¥’ € w

sym

/ x3i(z,y)desdy =0, i=1,2,3.
IxYy

Indeed, by putting
2y x3 1 (2)
p(x)=| 2vasea(a’) |,
V3 c3(z’)
for c € C(w; R3), we infer that
0 0 C1
Epo=|0 0 e |,
C1 C2 C3

and the conclusion results from testing x with Eq,go on I x Y, and by the arbitrariness of the maps c;,

i=1,2,3.

4.3. Two-scale limits of scaled symmetrized gradients. We are now ready to prove the first main
result of this section.

Theorem 4.14. Let {u"},~9 C BD(S) be a sequence such that there exists a constant C > 0 for which

||“h||L1(Q;R3) + ”AhE”hH/vlb(sz;N/JI‘;‘XB <C.

ym

Then there exist i = (1, u2) € BD(w), uz € BH(w) and p € X, (w), and a subsequence of {u”}~0, not
relabeled, which satisfy:

Fu— $3D2’M3 0

h 2—x

) ® Ci + Ev,u two-scale weakly™ in My(Q x Y; M2X3).

sym
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Proof. Owing to [42, Chapter II, Remark 3.3|, we can assume without loss of generality that the maps u

are smooth functions for every h > 0. Further, the uniform boundedness of the sequence {Ev"} implies
that

/ |0y, ul + Op,ul | dx < Ch,  for a=1,2,
Q

(4.16)
/ |0z, ul| dz < Ch2. (4.17)
Q
In the following, we will consider A € My(Q x Y;M2*3) such that
ApBu" 225\ two-scale weakly* in Mp(Q2 x Vs ngxrf;)
By using Proposition 4.1 we have that there exist (@1, %) € BD(w), us € BH(w) such that
(Eu")"(x) = Eu(z') — a3D?us(a’)  weakly* in My (Q; MZ52).
Let x € C°(Q x Y;M2%3) be such that &RIVX = 0. We have
/ x(@,y) : dA(z,y)
Qxy
_ 1 '\ . h _ : h : x’
= }llli% ; X(x, E—h) cd (ApBut(z)) = — flzli% 5 u”(x) - div (Ahx<x, a)) dx
1
. h h
= 1 Xa zo Xa dr — li T T ( ) ) d
%%a;2/9ua(z) (O X1 + 0, X 2)( ) TR QUS(:E) (O X1 + Oy xs2)(@, 5 ) do

. L[ , REa :
i 3 5 / () (B X +ay2xa2>(x,g) do = Jim = [ @) 00 + 0 (. 2) o

1 ’
. 1 z,
- }Lg% Z /g;ug : (a:mXal + axzxaz)( = ) d = I?L% h Q ug . (8x1X31 + 83;2)(32)(33, ?h) du
a=1,2

+}1Li£% (5117 - 1) < Z / : mgXaB ) dx + %/ h 8x3X33<9Ca %) dx) ;
(4.18)

where in the last equality we used that 8y1X11 + 8y2 Xi2 + 81;3)(13 (% — %) Oy Xi3-
From Proposition 4.1 we know that we have the followmg convergences:

ul — Uy — 130, uz, strongly in L'(Q), a=1,2,
ul — ug, strongly in L'(Q).

Notice that
%.1 )O /Q a( ) ( I1Xa1 8r2xajg)(l', 7) dx
z / I}éfa US) (6T1 / X(Xl(l’7 y) (1y + 6.%2 Xa2 (gj’ y) dy)
a=1,2 Yy v d

o /Q e ((Eﬂ(x') - o(c)gmg(x/) 8) @ L;) _ (4.19)
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Next, in view of Remark 4.13, we can use item (b) in Proposition 4.11, i.e. Remark 4.12 to conclude that

there exists F' € C°(Q2 x J;R?) such that (;ﬁ.yF = (X34)i=1,2,3- Thus we have

1
X31 = Oy, I3 — —0,,F5,
aé
1
X32 = ;8x3F1_8y1F3~

Next we compute

lim L /Q ul () 8$1y2F3<a:, %) de = lim [ ul(z)0,, (&Cng(m, %)) dx

h—0 €p, h—0 Jq
!
—lim [ u}(x) 81.11.2F3(x, EI—) dx.
h—0 Q h

Notice that

lim [ uf(z) 81112F3(x, %) :-/Q yu;; amlmFg(x,y)dxdy:/
X

8z1z2u3/F3(x,y)dydx.
h—0 Q Q y

Recalling (4.16), we find
: h z’ — _ 1 h i z’
}llli% ) ug (x) Or, (8:”1}7'3(:6, Eh)) dz }llli%/ﬂ(“)mu& (x) BmlFs(x, Eh) dx
_ : h x’
_ Alg})/gam% amFg(:a a) da
= —lim [ ot ameg(x, L) dx

h—0 Q

= — / (ﬂg — $38Z2U3) 611w3F3('r7 y)dﬂ?dy
Qxy

= /azlz2ud/F3(x7y)dydx
Q y

From (4.22), (4.23), (4.24) we infer

- 3 o o1 N o
]_ILIL%E QU3($) am1y2F3(xv a) dr = %%%/Quiﬂ(x)amlw}%(mva) dx
= 0.
In a similar way for u (recalling (4.17)), we deduce
.1 h o .1 A o
}ILIE)%E/S;US(‘Z‘)awlwst(xva) dx = _;PE)%E/QGISU?’(%) 8I1F2(xag) dz
= 0.

From (4.20), (4.25), (4.26) we conclude that

: 1 h z’
I%,IEE) E 0 Us (III) 8I1X31(xa a) dr = 0.

Analogously, we obtain

1 o
ilng%) ), ul () 5x2X32($, ;) dr = 0.
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Lastly, using similar arguments as above, we compute

. h 1 h z’ 1 h 2’

h 1 ! 1 ’7

=lim(—-1)- - Lul z = h z

W0 (6m ) ( a;g h /sz Orstal) Xag(x’ Eh) e /sz 43 () 8I3X33<x7 6h> dx)
= lim h -1 Z 1/ O ult () x (:v ”—/) dx—l—i/uh(x)@ X (m ’”—/) dx

h—0 \ ep7y R h 0 To U3 a3\ gy 12 Q 3 z3 X33\ by o
o (h 1/, y h 1, p
= }ngt (W 1) < E/QUS () (Dzyx31 + 8x2X32)($, 57) dr + <5}17 + 1> ﬁ/ﬂug () 69953)(33.(107 5) dx)
~0. (4.29)

From (4.18), (4.19), (4.27), (4.28), (4.29) we have that
/ x(z,y) : d <)\(:E y) — <Eu(x’) — 23 D%us(a’) 0> ® Ez) =0.
axy ’ ’ 0 0 v

From this and Proposition 4.9 we find that there exists p € X, (w) such that

FEu— JI3D2U3 0 2 =~
o ( 0 0) @Ly =Ly

This, in turn, yields the claim. ([

4.4. Unfolding adapted to dimension reduction. We proceed along the lines of [23, Section 4.3].
For every € > 0 and i € Z?, let

Qé:—{x€R2:x€Z€Y}.

€
Given an open set w C R?, we will set
L(w)={i€Z: Q. Cw}.

Given . € My(w x I) and Q% C w, we define pu € M,(I x Y) such that

Vs ) dil(esn) = % | w(zg,x) due(z), b€ x V).
QixI €

IXY €

Definition 4.15. For every € > 0, the unfolding measure associated with p. is the measure Ae €

Mp(w x I xY) defined by
Aei= Y (£31QL) ® pl.

i€l (w)

The following proposition provides the relationship between the two-scale weak* convergence and
unfolding measures. The proof is analogous to [23, Proposition 4.11.].

Proposition 4.16. Let w C R? be an open set and let {p.} C My(w x I) be a bounded family such that
Lbe 27 wo  two-scale weakly® in My(w x I x Y).
Let {\.} C My(w x I x Y) be the family of unfolding measures associated with {p.}. Then

e = po  weakly* in Mp(w x I x D).
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To analyze the sequences of symmetrized scaled gradients of BD function in the context of unfolding,
we will need to consider the following auxiliary spaces

Sym

BDu(Ix )= {ue INI x B®) : Bxue My(I x VM),

BD. ((0,1)* x I) := {u € L' ((0,1)* x LR?) : Exu € M, ((0,1)* x I; MJ) }
where E, and Ei denote the distributional symmetrized scaled gradients, cf. (2.1). Similarly as in
Remark 4.4, scaling in the the first two components shows that these auxiliary spaces are equivalent to
the usual BD space on the appropriate domain.

Proposition 4.17. Let w C R? be an open set and let B C Y be an open set with Lipschitz boundary.
Let o € (0,1] and let h, € > 0 be such that

h 1
Yo - < —.
€ 7
If ue € BD(w x I), the unfolding measure associated with ApEuc|(B: \ Ce) X I is given by
> (£31QL) @ Euiy 1% (B\O), (4.30)

i€l (w)

where 11276 € BDw(I xY) is such that

_ . ~ C .
/ |6, .| dws dy+/ [as | dH* + |Enil, .| (I x (BNC)) < — [AnEue| (int(Qg) X I) , (4.31)
IxB Ix88 = 7 2

for some constant C independent of i, h and €.

Proof. Since B, has Lipschitz boundary, u.1p_x; € BDjoe(w x I) with
Fu.|B. x I = E (u g x) + [u:|0B. x I © v]H?*|0B. x I,

where u.|0B; x I denotes the trace of u.1p, x5 on 0B x I, while v is the exterior normal to 0B, x I.
We note that the third component of v is equal to zero.

Remark that C. = (U;0Q%) Nw. Accordingly, for i € I.(w) and ¢ € C*(I x Y; M3x3),

sym
/ W (xg, x)  d (ApBuc|(B.\ C.) x I) (z) = / W (xg, ””) . d(ApEu.|B. x ) (z)
Qixr e int(Q)x1 €
:/ o (xg,x) L dALE (ulp, x1) ()
int(Qi)xI €

/
—I—/ W (1‘3, x) Mg [uc|0B: x I ®v] dH?| 0B x I(x).
int(Qi)xI €

We set v}, _(z) := diag (1,1, 4) ue(ei + ex’, x3) for x € (0,1)2 x I. Then v, . € BDa ((0,1)2 x I), and
Ewvj, (x) = eApEuc(ei 4 €', x3). Performing a change of variables, we find

/‘ " (x3x>  d (A Bu. | (B.\ C.) x T ()
QixI €
= 6/ 1/) ((ﬂg,.’ﬂl) : dE% (U;L@I]-I(B)XI) (.18)
(0,1)2x1
—|—€/ ¥ (z3,a") : Ay, [diag(1,1,h) v};’a |Z(0B) x I ® v] dH*()
(0,1)2x1

= 6/ ¥ (23,2") 2 dEn (v, Lz(s)xr) () + 5/ W (w3,2") ¢ [0}, | Z(0B) x I © v] dH?(x).
(0,1)2x1 ©

1)2xT
25



Notice that we can assume that
. , . c , ,
[ ohdet [ 000,12 % TdH? < CLE] (0,1 % 1) = S AnBue] (int(@2) 1)
(0,1)2x1 8(0,1)2x1 c €

for some constant C' independent of 4, h and . This can be achieved by using Remark 4.7 since subtracting
a rigid deformation to u. on Q% x I corresponds to subtracting an element of the kernel of F B to vy, .,
which does not modify the calculations done thus far. Hence, by the trace theorem and Poincaré-Korn’s
inequality in BD ((O7 1)2x1 ), we get the desired inequality.

Defining @j, _(x3,y) := v, . (Z(y), z3), we obtain

Buih | (1Y) < [ il x Claw? + By, | (1 x (\C)
IxC

1 , 1 .
=2 Iohel00,1) X 1)+ 2By (0.1 x 1)
2(0,1)2xI < 7
C+1 C + 1
<7\Ehvhs|(( 1)?x1I) = (int(QL) x I).
Furthermore,
g/ ¥ dEx (v, dz)xr) = 52/ ¥ :dEw (4, Lpxr)
(0,1)2x1 : Ix(Y\C) :
and

5/ ¢ [, | Z(0B) x I ©v] dH? = 52/ ¢ (a1 x (0B\C) ©v] diH?.
(0,1)2x1 Ix(Y\C)
So we have

L ” <x3, i) : d(ApBFu.[(B.\ C.) x T) ()

2 )
& JQixt

:/ ¢(1‘3,y) : dE% (’Illfll’e]lng) (y7$3)
Ix(Y\C)
+/ U(xs3,y) [a;’wu x (0B\C)® } dH?(x3,y)
Ix(Y\C)

= 1/’@3,2;/) : d~% LI X (B\C)(‘T&y)
IxYy

from which (4.30) follows. It remains to prove (4.31). Again, up to adding an affine transformation to
aj, . (cf. Remark 4.7) on I x B, we can assume

| i cldzsdy [ a2 4 By (% (B00)
IxB Ix0B c
< C|Bwih | (I x B)+ |Ewih, | (I x (BNC)) < C|Ewi, | (I x )
c .
< E—Q\AhEus| (int(QL) x I).
This concludes the proof of the theorem. O

As a consequence of Proposition 4.17, we deduce the following lemma, which in turn will be used in
the proof of the lower semicontinuity of H"°™ in Section 5.5.

Lemma 4.18. Let B C Y be an open set with Lipschitz boundary, such that OB\T is a C'-hypersurface,
for some compact set T with H'(T) = 0. Additionally, assume that 09BN C C T. Let v € BD(RQ) be
such that

" v weakly* in BD()
and

ApEV" QN (B., x ) 22 1 two-scale weakly* in Mp(2 x Y5 ngxnf)
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Then 7 is supported in Q x B and
T[Qx (OB\T) = a(z,y) © v(y) ¢, (4.32)
where ¢ € M (Qx (OB\T)), a:Q2x (0B\T) — R? is a Borel map, and v is the exterior normal to OB.

Proof. Denote by @ € My(Q x Y; M3%3) the two-scale weak* limit (up to a subsequence) of

Sym

Ay BV QN (B2, \ Ce,) x T) € My (€4 M253).

sym
Then it is enough to prove the analogue of (4.32) for 7. Indeed, the two-scale weak* limit (up to a
subsequence) of
A B0 Q0 ((Be, NC,) x I) € My(QM253)

is supported on © x BN C. Since by assumption dBNC C T, we have that 9B\ T and BN C are disjoint
sets, which implies

T Qx (OB\T)=7[Qx (0B\T).
By Theorem 4.17, the unfolding measure associated with Ay Ev"|(B., \ C,) x I is given by

doo(e21Qk) @ EJ |1 x (B\C), (4.33)

i€le, (w)

where 0!, € BD(I x ) is such that
. , - C .
/ |02, | dxsdy +/ 02, [dH? + |[Ex 0%, | (I x (BNC)) < —|ApE"| (int(QL,) x I) . (4.34)
IxB Ix0B ot €h

Further, by Theorem 4.16, the family of associated measures in (4.33) converge weakly* to 7 in M, (£2 x
V;M2%3). Then, for every y € C°(Q x Y; M2X3) with div.,x(z,y) = 0, we get

sym sym
/ x(@,y) : d(z,y)
Qxy

= lim X(@y)cd| D (£21QL) ® E.ntl |Ix(B\C)

b Jaxy i€l (w) -
= hm Z / (/ x(z,y) : dEn@é}}) dx’
iel., (w) QL Ix(B\C) ch
= hm Z / / T,y) dﬁgﬁéh —/ x(x,y) : dﬁgﬁéh da’.
iel., I><B h Ix(BNC) h

By the integration by parts formula for BD functions over I x B we have

/ x(@,y) : di(z,y)
QxYy

—tw Y [ (—/IXB&TWx(x,w-@zh(ass,y)dxgdw/ x(@) : [, (53,9) © v] dH2(w3,)

iel., ()’ @ o IxoB
7/ x(z,y) : dELﬁéh dz’
Ix(BNC) h

= lim > / ( (—)/M%x(x y) - 0L, (y, 3) dsdy

i€l (w)

+/ x(@,y) : [08, (y,23) @ v] dH(y, x3) —/ x(x,y) : dEh%) da’.
IxdB (BNC)x I Eh

27



Owing to (4.34), we conclude that the the sum

> /Q, /IB%x(m,y)~62h(y,x3)dx3dy
) éh X

i€l (w

is finite. Further, in view of (4.34) we can rewrite the above limit as

/Qxyx(:v,y) dif (2, y) = lim (/Qxyx(ﬂc,y):dAT(w,y)Jr/Qxy x(z,y) : d/\'z’(fv,y)>v (4.35)

with AP, AL € My (Q x Y; M2X2), such that (up to a subsequence)

Sym
AP S A and AY S g weakly® in My (Q x Yy MEE)
for suitable A1, A € My(Q x Y; M2x3). Then, we have supp(A;) C Q x 9B and supp(X2) C Q2 x (BNC).

By the density argument described in Lemma 4.5, we conclude that (4.35) holds for every x € Cp(2 X
V; M3X3) with div,x = 0. The definition of A\; and Ay then yields

sym
/ X(@,y) 1 d(7F— A1 — A2) (z,y) = 0.
aQxy

Thus, from Proposition 4.9 we conclude that there exists p € X, (w) such that

T—A—X=E,pu.
Recalling the assumption that 98N C C T and using the same argument as above, we obtain
FOX (OB\T) =[x (OB\T) + E,u|Q x (9B\T)

In view of Proposition 4.10 and recalling the assumption that B\ T is a Cl-hypersurface, we are left to
prove the analogue of (4.32) for A;.

We consider _

May)= Y Lo (@)L, (3,y),
i€le, (w)

so that A}(z,y) = [0"(zs,y) ©v] L2, @ (HZ, ,|1 x B). Then {0"} is bounded in L'(Q x 9B;R?) by
(4.34). Up to a subsequence,

" L2 @ (H2, [T x 0B) =1 weakly* in M,(Q x OB;R?)

x3,Y
for a suitable n € My (Q x 9B;R3). Since v is continuous on 9B\ T, we infer
Ml2 X (OB\T) = lwy) @ v(y) il x (9B\T),
which concludes the proof, since # is a Borel function. ([

5. TWO-SCALE STATICS AND DUALITY

In this section we define a notion of stress-strain duality and analyze the two-scale behavior of our
functionals.

5.1. Stress-plastic strain duality on the cell.

Definition 5.1. Let v € (0,+00). The set K, of admissible stresses is defined as the set of all elements
Y€ L2(I x Y;M2%3) satisfying:

sym
(i) div,X =0in 1 x D,
(i) €3 =0 on 0l x Y,
(ii) Baev(r3,y) € K(y) for L}, ® L2-a.e. (x3,y) € [ x V.
Since condition (iii) implies that Xgey € L>(I x YV;M223), for every ¥ € K., we deduce from Proposi-

sym

tion 2.3 that ¥ € LP(I x Y;M2%3) for every 1 < p < oco.
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Definition 5.2. Let v € (0,400). The family A, of admissible configurations is given by the set of
triplets
u € BD,(I xY), EeL*(IxY;MY3),  PeMy(IxY;M3),

such that _
Ew=EL, @L+P inIx).

Definition 5.3. Let ¥ € K, and let (v, E, P) € A,. We define the distribution [Xqgev : P] on R x Y by

[Zdev : P](p) := —/ X Edxsdy — / S:(uo 6790) dzsdy, (5.1)
Ixy Ixy

for every ¢ € C°(R x V).
Remark 5.4. Note that the second integral in (5.1) is well defined since BD(I x Y) is embedded into

L3/2(I x Y;R?). Moreover, the definition of [Sqey : P] is independent of the choice of (u, E), so (5.1)
defines a meaningful distribution on R x ).

The following results can be established from the proofs of [24, Theorem 6.2] and [24, Proposition 3.9]
respectively, by treating the relative boundary of the ”Dirichlet” part as empty, the "Neumann” part as
dI x ), and considering approximating sequences which must be periodic in ).

Proposition 5.5. Let ¥ € K, and (u, E,P) € A,. Then [Yqey : P] can be extended to a bounded Radon
measure on R x ), whose variation satisfies

[Saev : Pl < [Saovll o (rxyasszsy [Pl in Mp(R x D).

sym
Proposition 5.6. Let ¥ € K, and (u, E,P) € A,. If Y is a geometrically admissible multi-phase torus,
then

dP
H <y dP) IP| > [Saev : P in My(I x D).

5.2. Disintegration of admissible configurations. Let @ C R? be an open and bounded set such
that w C w and w N dw = yp. We also denote by Q = @ x I the associated reference domain.

In order to make sense of the duality between the two-scale limits of stresses and plastic strains, we
will need to disintegrate the two-scale limits of the kinematically admissible fields in such a way to obtain
elements of A, for vy € (0, +00).

Definition 5.7. Let w € H'(Q;R3) N KL(Q). We define the class Af{wm(w) of admissible two-scale

configurations relative to the boundary datum w as the set of triplets (u, E, P) with

we KL(Q), EeLl*QxY;MYD),  PeMy(Qxy;MYP),

dev

such that N
u=w, E = FEuw, P=0 on (Q\ Q) x Y,

and also such that there exists p € X, (W) with
Bu®L:+BEpu=ELi®L2+P inQxY. (5.2)
Lemma 5.8. Let (u,E,P) € Affwm(w) with the associated p € X, (W), and let w € BD(W) and us €
BH (@) be the Kirchhoff-Love components of u. Set
= L3+ (projg|Pl)® € M (@).
Then the following disintegrations hold true:

Ai(z') + 2342(2") 0O
Eu®c§=< 1@ 03 2(#) O>n®£;3®£§7 (5.3)
3 2 1 2
EL,® L, =C(x)E(x,y)n® Ly, ® L, (5.4)
P=n'% P,. (5.5)
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Above, A1, As : @ — M2%2 and C : @ — [0,+00] are Radon-Nikodym derivatives of Eu, —D?*u3 and L3,

sym
3x3

with respect to n, E(x,y) is a Borel representative of E, and Py € My(I x Y;M3%") for n-a.e. 2’ € @.

Furthermore, we can choose a Borel map (2, x3,y) € QxY per (23,y) € R® such that, for n-a.e.
7’ €,
gen. ~

po=par (3, )@ LY ®LY, Eyp=n & Ey, (5.6)
where jir € BDA(I X Y), [}, par(23,y) dzsdy = 0.

Proof. The proof is analogous to [23, Lemma 5.4]. The only difference is the statement and argument
for the disintregration of Fu ® Eg, that we detail below.

First we note that projx (Eﬁy,u) 5 projy (Eyp),s =0 for o, B =1,2. Then, from (5.2) we get
«

(Bu),p = projx (Fu® E;)aﬁ = ( - Eop(z,y) d;v;;dy) L2, + proju(P)ag
X

< ehg(@') L + (projy [ PD)3s.
where we set eV (2') == [, v |E(z,y)| dzsdy + (projy|P|)* € L*(@; M), Similarly, after multipliying
equation (5.2) by x37 we have that

(—Dus) L

1 ) , 1
s = E]DTOJ# (xgEu ® Ey)aﬁ =1 </1xy z3Eqp(x,y) dxgdy> Ly + Eproy#(:rgP)

(2) .
< e ( L2+ E (projulzsP|)ss,
where we set e(?) (z/) := Jixy |23 E(2,y)| desdy + 15 (proju|zsP))® € L?(@; M2%3). Consequently, the
measures Eu and —D?us are absolutely continuous with respect to 1, so we find

Eu® L) =A)ne L), © L,
—DQU3®£2=A2( )77®131 ®£2
for suitable Ay, A : @ — M2%2 such that (5.3) hold true. O

sym
Remark 5.9. From the above disintegration, we have that, for n-a.e. ¥’ € @,

~ ’ ’
By = [C(x’)E(z,y) B <A1(1’ ) +O$C3A2($ ) 8)} 59153 ®£§ + P, inlx ).

Thus, the triple
!/ !
(1 [cBap) - (B F 2D ] )

is an element of A,.

5.3. Admissible stress configurations and approximations. For every ¢ € L?(£; M2%3) we define

Sym
ol(z):=C ( ) Ape”(x). Then, in view of [24, Theorem 3.6], we introduce the set

sym

Kn = {ah € L2 (;M3X3) - divpe" =0in Q, o v =01in 0Q\ Tp,

!/

x
oh (¢ x3) € K () for a.e. ' € w, 13 € I},

€h
which is the set of stresses for the rescaled h problems. Next we introduce the set of two-scale limiting

stresses.

Definition 5.10. The set IC’,;"’" is the set of all elements ¥ € L2(Q x Y; M3X3) satisfying:

Sym
(1) divv (/,)=0inIxY forae 2/ €w,

(ii) B(x',)es =0 on I x Y for a.e. ' € w,
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(i1i) Laev(z,y) € K(y) for L3 @ L2-a.e. (x,y) €QxY,

(iv) oi3(x) =0 fori=1,2,3,

(v) divyd =0 inw,

(vi) divydivy 6 =0 in w,
where o := fy (,y)dy, and 7, 6 € Lz(w;ngxrf) are the zero-th and first order moments of the 2 x 2
minor of o.
Remark 5.11. Notice that as a consequence of the properties (iii) and (iv) in the Definition 5.10 we
can actually conclude that &, 6 € L (w; M2%2). Namely, the uniform boundedness of sets K (y) implies
that the deviatoric part of the weak limit, i.e. Ogey = 0 — %tr 0l3yxs, is bounded in L (£ Mg’;n?;) Thus
we have that

o11 o012 0 011 + 022 0 0 aoe
o12 o099 0] — 3 0 o011 + 022 0 is bounded in L>°(; ngxrg)
0 0 0 0 0 011 + 022

Hence, the components oap are all bounded in L>().

In the following proposition we show that the set ICIW‘OD“ characterizes weak two-scale limits of sequences
of elastic stresses {o"}.

Proposition 5.12. Let {o"} be a bounded family in L2(Q; M2X%3) such that ol € Ky, for every h, and

o 2% two-scale weakly in L3(Q x Y; M3%3).

sym

Then ¥ € ICfYLO’".

Proof. Consider a sequence {o"} C L*(€;M2*3) such that o, € Kj, for every h, and assume that o — o

weakly in L2(Q;M2X3). We first establish the macroscopic properties (iv), (v), (vi). To obtain (iv), let

sym

v e C®(R3) and V e C°(Q;R3) be defined by

V(o ) = /x o’ ) d.

1

2

From the condition div,e" = 0 in Q, for every ¢ € H'(€;R?) with ¢ = 0 on I'p we have

/Qah(cc) : Epp(x)dx = 0. (5.7)
Settin
° 2h V1 ((E)
p(x)=| 2hVa(z) |,
hVs(x)

and passing to the limit as A — 0, we find

0 0 wv(x) 0 0 0z V1 ()
/ o(x): 0 0  wvy(z) | dx= / o(x): 0 0 Oz Va(z) | dx =0.
“ vi(z) wva(z) ws(x) ¢ s Vi) OuyVa(x)  Ony V()

Consequently, from the arbitrariness of v, we infer that o;3 = 0.
To obtain (iv) and (v) let ¢ € C2°(w;R3) and choose the test function
P1(x') — w3 0, p3(2')
px) = | @2(2') = 2305, 03(2")
i P3(@’)
We deduce from (5.7) that

/Qah<x) : <E<P(33/) - USSDZ@B(??/) 8) de = 0.
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Passing to the limit, we conclude that
div,yd =0 in w, and div,divyd =0 in w.
Next we prove the microscopic properties (i), (ii) and (iii). Consider test functions e, ¢ (m, %), for

¢ € CX(w; C=(I x Y;R?)) in (5.7). We first observe that the sequence
Eh .%'I
T (o) (x, 5h> }

(0 (5. 2)) =[50 () 4 530 ()
€h €h €h

converges strongly two-scale in L2(2 x Y; M3*3). Hence, passing to the limit as h — 0, we find

| S Bty dody=0.
Qxy
Suppose now that ¢ (z,y) = ¥V (z') ) (23, y) for pM) € C*(w) and ¥ € C=(T x Y;R3). Then

/ M (2" (/I , S(x,y) : Byp® (x3,9) dx;;dy) dz' = 0.

Thus, for a.e. 7’ € w,

0= / S(ey) : By® (23, y) deady
IxYy

= —/ div, (2, y) - @ (23,) dxgdy+/ S(z,y) v - @ (xs,y) dH?(23,y)
=y a(IxY)

—— [ &) vy deady+ [ ()@ 6@ ) dH (o),
XY AIxY
from which we infer (ii\\//n/E(a:', )=0in I x Y and X(a',-) €3 =0 on OI x Y.
Finally, we define
yhz,y) = Z Lo:, (') o (eni + enZ(y), x3), (5.8)
icl., ()

and consider the set

S={2ec L*(QxY;M*3): Egey(,y) € K(y) for L2 ® E;—a.e. (x,y) € 2 x V}.

Sym

The construction of X" from o™ € Kj, ensures that X" € S and that X" — X weakly in L?(QxY; M2x3).
Since the compactness of K(y) implies that S is is convex and weakly closed in L*(Q x Y; M3x3), we

have that ¥ € .S, which concludes the proof. ([

Conversely, under additional star-shapedness assumptions on w, we now provide an approximation
result for elements of ngom.

Lemma 5.13. Let w C R? be an open bounded set that is star-shaped with respect to one of its points
and let ¥ € IC’Vwm. Then, there exists a sequence ¥, € L*(R? x I x y;MS;H?;) such that the following
holds:

(a) n € C®(R* LA(I x Y; ME53)) and %, — ¥ strongly in L*(w x I x Y; M2%3),
(b) div, S, (z',-) =0 on I x Y for every z' € R?,
(c) Sp(a',) & =0 on 01 x Y for every ' € R?,

(d) (Zn(x,y))daev € K(y) for every x’ € R* and L, ® L3-a.e. (z3,y) € I x V.
Further, if we set o,(x) := fy Yo, y)dy, and G,, 6, € L*(w;MZ)2) are the zero-th and first order
moments of the 2 x 2 minor of o, then:
(e) on € C®(R? x ;M2%3) and 0,y — o strongly in L?(w x I; M3X3),
(f) divy, =0 in w,
(g9) divydive6, =0 in w.
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Proof. After a translation we may assume that w is star-shaped with respect to the origin.
Thus, in particular,
wC aw, forall a>1. (5.9)
We extend ¥ to R? x I x ) by setting ¥ = 0 outside © x V. Let p be the standard mollifier on R? and
define the planar dilation d,(z') = (#x’), for every n € N. Owing to (5.9), there exists a vanishing
sequence €, > 0 such that for every map ¢ € C°(w;R?)
supp(pe,, * ) CC “Hw = d; ' (w) implies supp ((pe, * @) 0 d, ") CC w. (5.10)
We then set
Yo (2, xs,y) = ((Z ody) (-, 73,Y) * pen)(x’). (5.11)

With a slight abuse of notation, we have

on(a',x3) = ((00dy) (-, 23) * pe, ) (2'),

Items (a) and (e) are immediate consequences of the above construction, while item (d) follows from
Jensen’s inequality since K (y) is convex. Next, for 2’ € R?
div, S, (2',-) = divy (Sody,) % pe, =0in I x Y,
which proves item (b).
To prove item (f), we observe that, for every map ¢ € C2°(w;R?) there holds
(divy Gp, @) = —/ on: Vapdr = —/ (Gody): (pe, * Varp)da'

R2 R2

- / (6 0dn) : Vor(pe, * 0) di’ = —(nE1)2 / 5 [Var(pe, % 9) 0 d; ] do’
R2 R2

=) [ @Vl ) 00y Ve’ = (B v (e, + ) 0y ') =0,

where in last equation we used that div, 6 = 0 in w and (5.10).

Similarly for item (g), for every map ¢ € C°(w) we have

(divy divy 6, @) = / On : Vi/go dz’ = / (6 ody) : (pe, * Vi/ga) dx’
R2 R2

- / (6 ody): V2 (pe, @) dr’ = (”T'H)2/ 6 :[V2 (pe, * @) od, ] da’
R2 R2

- / G V2 (pe, *¢) 0 dy '] da’ = (divyrdive 6, (pe, *¢) 0 dy) =0,
R2
where in last equation we used that div,/div,»6 =0 in w and (5.10). O

5.4. The principle of maximum plastic work. The aim of this subsection is to prove an inequality
between two-scale dissipation and plastic work, which in turn will be essential to prove the global stability
condition of two-scale quasistatic evolutions. The claim is given in Corollary 5.16 below.

The proof of the following proposition and consequently Theorem 5.15 relies on the approximation
argument given in Lemma 5.13 and on two-scale duality, which can be established only for smooth
stresses by disintegration and Definition 5.3, see also[23, Proposition 5.11]. The problem is that the
measure 7 defined in Lemma 5.8 can concentrate on the points where the stress (which is only in L?)
is not well-defined. The difference with respect to [23, Proposition 5.11] is that one can rely only on
the approximation given by Lemma 5.13 which is given for star-shaped domains. To prove it for general
domains we use the localization argument (see the proof of Step 2 of Proposition 5.14 and the proof of
Theorem 5.15).
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Proposition 5.14. Let ¥ € /Cf;"m and (u, E, P) € Ag"m(w) with the associated p € X (w). There exists
an element A\ € My( x V) such that for every ¢ € C2()

1
<)\790>:—/ @(x/)z:dedy+/@5:Ewdxl_*/go&:Dwadx’
axy w 12 J,

1
_/5:((ﬂ—w)®Vgp) dz’—E/&:(V(w—wg)@V(p)dz’
1 .
fﬁ/w(u;g—wg)a:vzgodx’.

Furthermore, the mass of \ is given by

~ 1
)\(Qx)}):—/ Z:Edacdy+/6:Eu’)da:’—ﬁ/&:D2w3dx'. (5.12)
aQxy w w

Proof. The proof is subdivided into two steps.
Step 1. Suppose that w is star-shaped with respect to one of its points.
Let {£,} € C®(R? L?(I x Y;M2X3)) be the sequence given by Lemma 5.13. We set

sym

Ao =10 [(Snlaer(a’,) - Po] € My(@ x ),

where the duality [(X,)dev(2,-) : Pyr] is a well defined bounded measure on I x Y for n-a.e. 2’ € @ and
7 is defined in Lemma 5.8. Further, in view of Remark 5.9, Definition 5.3 gives

Qﬁ d[(zn)dev (-Tl, ) : Px’]
RxY

=~ [ v u By [c<x'>E<x,y>— (Al(“"/) ) 8)] dwsdy

- /I | Eae) < (o) © V5005, v) dgdy,

for every 1 € CY(R x Y), and
[(Zn)dev(@’, ) + Por]] < [|(Bn) dev (2, ')||L°°(I><y;M§yXx3)|PI’| < C|Py|,

where the last inequality stems from item (d) in Lemma 5.13. This in turn implies that

gen. gen.
Anl =1 @ [[(Bn)dev(@’,) : P]l <Cn ® |Pu|=C|P,
from which we conclude that {\,} is a bounded sequence.
Let now I O I be an open set which compactly contains I. Let £ be a smooth cut-off function with

¢ =1on I, and with support contained in I. Finally, consider a test function ¢(z,y) := ¢(a')¢(x3), for
p € C(w). Since V,o(z,y) = 0, we have

Ou= [ ( BRCYLCATNERE Pxf]) ()

[ s @B - (M D e o)

o(@") 2, (2, y) : E(x,y) dedy + /ﬁ o(x') o (z) (Al(a:’) +OJU3A2(J;’) 8) d (n ® Eig)

o(z") on(z) : dBEu(x) (5.13)

= [ o) Su(ey) : Blz,y) dedy + /Q

Since v € K L(Q2), we infer

/ . o N = n . o 1
/ﬁg@(x Yon(z) : dBu(z) = / o) ap(2) : dEu(z’) — -

w

o(@') 6p(z’) : dD?us(2’), (5.14)

TN
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where @ € BD(w) and uz € BH (@) are the Kirchhoff-Love components of u. From the characterization
given in Proposition 3.6, we can thus conclude that

/ﬁgp(ﬂc’)an(x) : dEu(x) z/wgo(ac’) on(x') s e(x') dx —I—/ o(x") 7, (2") : dp(z”)

w

+ % [ o) o) oty da + % [ oo dita)
=/~<p(a:’) an(z') s e(z’) dx’ + /~ o(z") d[ay, : p)(z)
+% /@ cp(x’)c%n(x’):é(x’)d:v’—ké /a o) dl6n - Pl(2), (5.15)

where in the last equality we used that &, and &, are smooth functions. Notice that, since p = 0 and
p = 0 outside of w U yp, there holds

/@M[an:p]:/wwwd[anzp], /ﬁ@d[&n:ﬁ]:/wuwnpd[&n:ﬁ}.

Since e = E = Ew — 23D%ws on Q\ Q, we deduce, using (5.13)-(5.15),that

1
()\n,q§>:—/ ga(x')Zn:dedy—l—/(p&n:édx'—&—— Qb edx
axy 5 12 J5

L 1 .
+/ pdoy, :p]+ﬁ/ @d[6y, : Pl
wUyp wUvyp

1
:—/ gp(x')Zn:dedy—l—/(p&n:édx'—&——/go&n:éda:’
axy w 12 w
1 A
+/ wd[F, : p| + E/ wd[Gy, Pl (5.16)
wUyp wUyp

Using that div,5,, = 0 in w, by applying an integration by parts (see also [13, Proposition 7.2]) we obtain
for every ¢ € C*(w)

w

/wu@ d[G, : ] +/w@6n : (6 — Ew) dx’+/5n ((u—w) ® V) dz’ = 0. (5.17)

Likewise in view of the fact that div,/div,/6, = 0 in w and us = w3 on yp, by integration by parts (see
also [13, Proposition 7.6]) we find that for every ¢ € C?(w)

/ cpd[&n:ﬁ]Jr/@&n:(éJrDzwg)dx/
wUyp w

+ 2/ 6n : (V(ug — ws) © Vo) da’ + / (uz — w3) 6, : Vi da' = 0. (5.18)

Let now A € M, (Q x V) be such that (up to a subsequence)

An — X weakly* in ./\/lb(ﬁ x V).
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By items (a) and (e) in Lemma 5.13, owing to (5.16)-(5.18) we obtain
(A ¢) =lim (A, )

n

1
= lim [—/ @(x')Zn:dedy—l—/go&n:Ewda:’——/go&n:Dzwgdx'
" Qxy w 12 J,

—/w&n:((a—w)cavw) dw’—%/w&n:(V(u;;—w;;)@Vap)d:c’

1 .
— ﬁ/(ug, —w3) 6y 2 V3 dcc'}

1
:—/ <p(ac’)§]:dedy—&-/(p&:Ewdx’——/@&:Dngdx’
Qxy w 12/,

7/(05:((117@)@Vg0)d ’—%L&:(V(u;gfwg)@Vgo)dx’
1

Taking ¢ 15z, we deduce (5.12).

Step 2. If w is not star-shaped, then since w is a bounded C? domain (in particular, with Lipschitz
boundary) by [7, Proposition 2.5.4] there exists a finite open covering {U;} of @ such that w N U; is
(strongly) star-shaped with Lipschitz boundary.

Let {¢;} be a smooth partition of unity subordinate to the covering {U;}, i.e. ¢; € C°°(w), with
0 < 1; <1, such that supp(v;) CU; and ), %; =1 on @.

For each 1, let
Y(x,y) a2’ ewnls,
0 otherwise.

Zi(l‘,y) = {

Since X¥ € K™, the construction in Step 1 yields that there exist sequences {X}} C C*(R?; L*(I x
Vi ME5R)) and
Moo= 0@ (S aer(@,) : Pl € My((wnU) x T x ),
where again 7 is defined in Lemma 5.8 such that
NN weakly* in My((wNU;) x T x ),

with

. 1
()\Z,go}:—/ go(m')Z:Eda:dy—i—/ go&:Ewdm’——/ 06 D*ws da’
(wNU;) xXIXY wnU; 12 wnU;

1
—/ 6:((@—@)@Vg@)dm'—f/ 6: (V(ug —ws) © Vo) da’
wnU; 6 wnU;
1 ~ 2 /
2 /o (us —ws) 6 : Vpda'

for every ¢ € C2(wNU;). This allows us to define measures on QxY by letting, for every ¢ € C’o(ﬁ x ),
O, )= 3 % i(a") 9
i
and

(A 8) =Y (N (@) 6).

7

From the above computations, \,, — X\ weakly* in Mb(ﬁ x ), and X satisfies all the required properties.
O
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The next theorem allows us to compare the density of the dissipation due to the limiting two-scale
plastic strain and that of the measure A.

Theorem 5.15. Let X € K!™ and (u, E, P) € A" (w) with the associated p € X, (@). Then

dpP
H — | |P| >
() 112

where \ € Mb(ﬁ x V) is giwven by Proposition 5.14.

Proof. Let {1}, {\}} and A" be defined as in Step 2 of the proof of Proposition 5.14. Item (d) in
Lemma 5.13 implies that

Y ) dev(2,y) € K(y) for every ' € w and L. ® L%-a.e. (z3,y) €I x .
n x3 Y

By Proposition 5.6, we have for n-a.e. ' € @

dPy
H (117 d|P/|) |Pur| > [(28)dev (', ) : Pw] as measures on I x V.

Since W(I y) = dd‘ |(:1:3, y) for | Py |-a.e. (x3,y) € I x Y by Proposition 2.2, we can conclude that

gen. dP gen. AP,
P| = H T Pz’ = H P Pz’
1 (g ) 11 =81 (o) Pt =8 (o ) 1
AP,
- @ H P,
=20 E (var) |
>sz ® El dev( /a') :Pz/]

= Z%‘)\% =

By passing to the limit, we have the desired inequality. (I

As a directconsequence of the previous theorem and (5.12), we are now in a position to statea principle
of maximum plastic work in our setting.

Corollary 5.16. Let v € (0,+00). Then

1
H’wm(P)z—/ Z:dedy—i—/6:E1Ddx'——/(}:D2w3dx’,
Qxy w 12 w
for every X € Khom and (u, E, P) € Aho™(w).
5.5. Liminf inequalities under weak two-scale convergence. For (u,e,p) € Ap(w), we recall the

definition of energy functionals Q) and Hy, given in (3.10) and (3.11). For (u, E, P) € A2°™(w) we now
define

Q"™ (E) == Q (y,E) dzdy (5.19)
Qxy
and
dp
Hhom(p) = H( ) d|P|. 5.20
pye= [ H (v ) P (520)

The next result shows that Q"™ and H"*™ provide lower bounds for the asymptotic behavior of our
elastic energies and dissipation potential with respect to weak two-scale convergence of elastic and plastic
stresses.
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Theorem 5.17. Let v € (0, +00). Let (u”, e, p") € A (w) be such that

u" Zu weakly* in BD(Q), (5.21)
Ape" 2B two-scale weakly in L2(Q x y;MS’;ﬁ’), (5.22)
App" 2255 P two-scale weakly* in My(Q % V; M3%3), (5.23)

with (u, E, P) € A" (w). Then,
Qhom(E) < lim inf Qn(Ane™) (5.24)

and
Hhem(P) < limhinf’}-lh(Ahph). (5.25)

Proof. Let ¢ € C°(Q x Y;M2X3). From the coercivity condition on the quadratic form Qj, we obtain

sym

0= 1L (0o (D)) (-0 () o

Since C (%) Ape(x) 2 C(y)E(x,y) weakly two-scale in L2(Q x Y; M2%3), we can apply the liminf to

sym

the above inequality and we find
1
CW)E(w,y) : ¢ (2,y) dedy — 5
axy Qxy
Choosing ¢ such that ¢ — E strongly in L?(Q x Y; M3X3) yields (5.24).

sym

Cly)p (x,y) :p(x,y) de < limhinf Qn(Ape).

To prove (5.25), we can assume without loss of generality that
limhianh(Ahph) < 0. (5.26)

We write
Pt=D) e+ o pl (5.27)
i i)
where pl' := p"[Q N ((Vi)e, x 1) and pf; := p" 12N (T35 \ S)e, x I). Up to a subsequence,

Ahp? 22 P; two-scale weakly* in Mb(ﬁ « y;M3X3)7

dev

Ahp?j 2= P;; two-scale weakly* in Mb(ﬁ X y;Mfix?»).

dev
Clearly,
P = Z P+ Z Py,
i i#]
with supp(P;) C Q x Y; and supp(P;;) C Q x Ty;. In view of (5.22), we infer

M B Q0 ()., x I) 2 E 15

ax Y, L'i ® Ei + P, two-scale weakly* in ./\/lb(ﬁ X y;M3X3)

sym
Recalling (3.2), we can additionally assume that I';; NC C S. Then, with a normal v on I';; that points
from Y; to Y; for every j # 4, Lemma 4.18 implies that

P x (Ti; \ S) = asj(z,y) O v(y) mij (5.28)

for suitable n;; € M;(ﬁ x (I';; \ S)) and a Borel map a;; : Q x (T;; \ S) — R3 such that a;; L v for
nij-a.e. (z,y) € @ x (T \ 9).
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Using a version of Reshetnyak’s lower semicontinuity theorem adapted for two-scale convergence (see
[23, Lemma 4.6]), we deduce

/ h

liminf/ o —, dAhpZ > d|Ayp"|
= hmlnf/ dAnpy > d|Anpl| 2/ H; ( 45 ) d| P

d|Anpl| OxY d|P;]

< i d|Pi|+/ , (dp)d|P|
QxT d|P|
dP,

d|P;| + / H; < ! > d|P;
> A ; ax(I'i;\S) d|P;] £l
i) arX [ (—asy(.9) © w(y) dis. (5.29)

j#i X(FU\S)

Next, we have

€h

[dlag (1 1, ;11) (u u?)@u(g;ﬂ 2N (Ti; \ S)e, % 1),

where u/' and u/' are the traces on QN ((T;\S)e, x I) of the restrictions of u" to (3;)z, x I and (Y;)e, x I

respectively, buch that ul — uj is perpendicular to v. Then, since the infimum in the inf-convolution
definition of H on I'"\ S is actually a minimum, we obtain

o dAnpl,
/ H| =, ———= | dlAnp}]
QUTp €h d|Ahpij|
" dApph
:/ H(Z, hp;f d|Anpl|
GN(Ti;\S)e, xI) en d|Anp]
/ 1 12
_ / H <x [diag <1, 1, > (Wl —u) o <x>]> dH2 ()
AN\ xI)  \Eh h En
. 1 h h l'/ 2
=/ H;; ( diag 1’1’E (ug —uj),v . dH=(z)
Qﬂ((FU\S)Eh XI) h
.. / . /
= / {H <b§“”(z) Ov <x)> + H; <b§w (z) Ov <$)>} dH?(z) (5.30)
QN(T3;\9)e, x 1) Eh Eh

for suitable Borel functions b?’ij7 b?’ij QN (T4 \ S)e, x I) — R3 which are orthogonal to v for H?-a.e.
x € (T'i; \ S)e, x I and such that

Ahp” = Ay |( { U —u @V($>:| H?| Qﬂ((Fij\S)E}L x I)
h

g g 1
b b?’” = diag (1, 1, h) (ul — u?) for H*-a.e. x € (Ty;\ ), x 1.

From the coercivity condition of the dissipation potential H and (5.26), we conclude that

.. / . /
/ [ W (z) o v (x>’ + ol (@) ov <x) H dH?(z) < C,
QN((Ti;\S)e, xI) €h

€h
for some constant C' > 0, which implies the boundedness of bf’ij and b?’ij in L'. We can now argue as
in Step 2 of the proof of [23, Theorem 5.7] or [24, Proposition 2.3], using also (5.28), and infer that the
existence of suitable measures (;; € M (2 x (I';; \ S)), and Borel functions ¢/,¢/ : Q x (T';; \ S) — R?
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which are orthogonal to v for (;;-a.e. (z,y) € Q x (T';; \ S), and such that

PLO x (T \ 8) = (¢!(2,9) = ¢ (2,9)) © v(y) Gy
Thus, by (5.29), we have
limhinf Hp (App™)

dpP
2/ H (y,) d|P]

S [ ) o)+ () 0 )]

ity Y Ax(Tij\S)

- /ﬁx(uiyb ( d|P|) d|P[ + Z/ u\s) (v, (¢'(z,y) = & (x,)) O v(y)) dG;

i#]
dP
/s”zx(uf,yl ( d|P|) i Z 17\5) d|P|
= MM (P),
which in turn concludes the proof. ([

6. TWO-SCALE QUASISTATIC EVOLUTIONS

We recall the definition of energy functionals Q"™ and H"*™ given in (5.19) and (5.20). The associated
HIom variation of a function P : [0, T] — My(2 x V; M3%?) on [a, b] is then defined as

dev

n—1
Dyynom (P;a,b) := sup {ZH’W’” (P(tis1) — P(t):a=t <ty <...<tp,=b ne N} .
i=1

In this section we prescribe for every ¢ € [0,7] a boundary datum w(t) € H*(Q;R3) N KL(Q) and we
assume the map ¢ — w(t) to be absolutely continuous from [0, 7] into H!(Q;R3).
We now give the notion of the limiting quasistatic elasto-plastic evolution.

Definition 6.1. A two-scale quasistatic evolution for the boundary datum w is a function t — (u(t), E(t), P(t))
from [0,T] into KL(€) x L2(Q x Y; M253) x My (2 x V; M323) which satisfies the following conditions:
(gs1)2™ for every t € [0,T] we have (u(t), E(t), P(t)) € A™(w(t)) and
Q"™ (E(t)) < Q"™ (H) + H"™ (Il — P(t)),
Jor every (v, H,IT) € Ao (w(t)).
(qs2)2™ the function t — P(t) from [0,T] into My(€2 x Y; M3%3) has bounded variation and for every
t€0,7T)

Q"™ (E(t)) + Dyynom (P;0,t) = Q"™(E / / ) @ Ew(s) dedyds.
Qxy

Recalling the definition of h-quasistatic evolution for the boundary datum w(t) given in Definition 3.7,
we are in a position to formulate the main result of the paper.

Theorem 6.2. Let t — w(t) be absolutely continuous from [0,T) into H(Q; R¥)NKL(Q). Assume (3.3)
and (3.5) and that there exists a sequence of triples (ul, el plt) € Ap(w(0)) such that

ul > ug  weakly* in BD(), (6.1)
Apel 2y By two-scale strongly in L2 (Q x Y M3x3), (6.2)
Anph 2 Py two-scale weakly* in My(Q x Y; M3X3), (6.3)
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Jor (ug, Eo, Py) € Al (w(0)). For every h >0, let

t e (u (), " (8), p" (1))
be a h-quasistatic evolution in the sense of Definition 3.7 for the boundary datum w such that u"(0) = ul,
eh(0) = elt, and p"(0) = pl. Then, there erists a two-scale quasistatic evolution
e (u(t), B (1), P(1)

for the boundary datum w such that w(0) = ug, E(0) = Ey, and P(0) = Py, and such that (up to
subsequences) for every t € [0,T]

ul(t) > u(t)  weakly* in BD(S), (6.4)
Anel(t) 2 E(t)  two-scale weakly in L*(Q x y;Mf;ﬁ), (6.5)
Anp"(t) 27% P(t) two-scale weakly™ in ./\/lb(ﬁ x V; M3%3). (6.6)

Proof. The proof is subdivided into three steps, in the spirit of evolutionary I'-convergence.
Step 1: Compactness.

We first prove that that there exists a constant C, depending only on the initial and boundary data,
such that

sup HAhe < C and Dy, (Ayp";0,T) < C, (6.7)

h
t s
o L

for every h > 0. Indeed, the energy balance of the h-quasistatic evolution (gs2);, and (3.5) imply
re [ Ane" O @) + Do (Anp"50,2)

T
S Rc HAheh(O)HLQ(Q;M%“) + 2Rct S[I(J;I’)T] HAheh(t)HLQ(ﬁ;M3X3) A ||Ew(S)I|L2(§~2;M3X3 d57
€0,

Sym Sym sym )

where the last integral is well defined as ¢ — Eu(t) belongs to L([0,T]; L2(€;M3%3)). In view of

sym
the boundedness of Ajel that is implied by (6.2), property (6.7) now follows by the Cauchy-Schwarz
inequality.

From (6.7) and (3.6), we infer that
T || Anp™ () — AhngMb(ﬁ;Mg:s) < Hu (Anp"(t) = Anply) < Dy, (Arp™;0,1) < C,
for every ¢ € [0,T], which together with (6.3) implies

h
sup || Anp" ()| vp @z < C- (6.8)
t€[0,7] | |’Mb(Q’Mdev)
Next, we note that ||-|\L1(§\§,Msx3) is a continuous seminorm on BD(KNE) which is also a norm on the
Msym

set of rigid motions. Then, using a variant of Poincaré-Korn’s inequality (see [42, Chapter II, Proposition
2.4]) and the fact that (u"(t),e"(t),p"(t)) € An(w(t)), we conclude that, for every h > 0 and ¢ € [0, 7],

H“h(t)HBD(Q) <C (H“h(t)HLl(ﬁ\ﬁ;Ra) + HE“h(t)HM,,(ﬁ;M;‘;,ﬁ)>

< € (Il @mrn 1" Ol s arsze) + 10" 0Ly @arzes))

Efab dov )

< C (o)l o @mey + A0 O o gy *+ 1405 Oll gy ez

dev

In view of the assumption on w , from (6.8) and the former inequality in (6.7) it follows that the sequences
{u"(t)} are bounded in BD(Q) uniformly with respect to t.

Owing to (2.3), we obtain that Dy, and V are equivalent norms, which immediately implies

V(Arp™;0,T) < C, (6.9)
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for every h > 0. Hence, by a generalized version of Helly’s selection theorem (see [11, Lemma 7.2]) and
Remark 3.10, there exists a (not relabeled) subsequence, independent of ¢, and P € BV (0,T; M(£2 x
V; M3%3)) such that

dev

App(t) 225 P()  two-scale weakly* in M (Q x V; M3X3),

dev

for every t € [0, T], and V(P;0,T) < C. By extracting a further subsequence (possibly depending on ¢),
ut () = u(t)  weakly* in BD(9),
Ap, e (1) 2 E(t) two-scale weakly in L?(€2 x Y; M2X3),

sym

for every t € [0,T]. From Proposition 4.1, we conclude that u(t) € KL(Q) for every ¢t € [0,T]. According
to Theorem 4.14, the above subsequence can be chosen so that there exists p(t) € X, (w) for which

ApBult (1) 275 Bu(t) ® £2 + E,ult).

Since, Ay, Bu(t) = Ap,e™(t) + Ap,p"(t) in Q for every h > 0 and ¢ € [0,7], we deduce that
(u(t), E(t), P(t)) € A3 (w(t)).

Consider now for every ¢ € [0,T] the maps
oM (t):=C (%) Ap, e (t).
For a (not relabeled) subsequence, we have

oM (t) 2 S(t)  two-scale weakly in L2(€ x Y; M3%3), (6.10)

Sym
where (t) := C(y)E(t). Since 0" (t) € Ky, for every t € [0,T], by Proposition 5.12 we obtain that
%(t) € Khom for every t € [0,T].
Step 2: Global stability.

Since from Step 1 we have (u(t), E(t), P(t)) € A°™(w(t)) with the associated u(t) € Xy (@), then for
every (v, H,IT) € A" (w(t)) with the associated v € X, (@) we have

(v—u(t),H — E(t),11 - P(t)) € AL™(0).

From the inclusion C(y)E(t) € K™, by Corollary 5.16 we infer

Hhem (T — P(t)) > — / C(y)E(t) : (H — E(t)) dzdy
wXxXIxXY

= QN (E(1) + QU (H ~ B(1) - Q" (H).
Thus,
MO (I = P(t)) + Q"™ (H) > Q"™ (B(t)) + Q"™ (H — E(t)) = Q"™ (B(t)),
hence we deduce (qs1)o™.

Now we can prove that limit functions u(¢) and E(t) do not depend on the subsequence. Assume
that (v(t), H(t), P(t)) € Azom(w(t)) with the associated v(t) € X, (W) also satisfy the global stability
condition in the definition of the two-scale quasistatic evolution. By the strict convexity of Q"™ we find

H(t) = E(t).
Then, by (5.2),
Bu(t)® L2+ Eyw(t) = H(t) L3 ® L2 + P(t)
= E(t) L} ® L2+ P(t)
= Fu(t) ® L + Eu(t).
Identifing Fu(t) and Fu(t) with elements of Mb(ﬁ; MZ%?) and integrating over ), we obtain
Evu(t) = Eu(t).

Using the variant of Poincaré-Korn inequality in Step 1, we infer that v(¢) = u(t) on Q.
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This implies that the whole sequences converges without need to extract further t-dependent subse-
quences, i.e.

uh(t) 2 u(t) weakly* in BD(S),

Apel(t) 2 E(t) two-scale weakly in L2(€ x Y; M3X3).

sym

Step 3: Energy balance.

In order to prove (qu)@om, it is enough (by arguing as in, e.g. [11, Theorem 4.7] and [24, Theorem

2.7]) to prove the energy inequality
Q"™ (E(t)) + Dyynom (P;0,1t)

6.11
< Q™| / / ) : Eii(s) dedyds. (6.11)
axy

For a fixed ¢t € [0, T, consider a subdivision 0 = #; < t3 < ... < t, =t of [0,¢]. In view of the lower
semicontinuity of Q"™ and H" ™ (See (5.24) and (5.25)), from (qs2);, we have

Qhom + ZHhom 1+1) _ P(tl))

< lim inf (Qh(Aheh(t)) + Z Hi (Anp" (tig1) — Ahph(ti))>

i=1
< limhinf (Qh(Aheh(t)) + Dy, (Ahph;07t))

= lim inf (Qh Anel( / / h(s): Eri(s )dxds).

By the strong convergence assumed in (6.2) and (6.10), owing to the Lebesgue’s dominated convergence

theorem we obtain
li}m (Qh (Apeh( / / Eh Ahe (s) : Ew(s) da:ds)

= Q"™ (E(0)) —I—/ C(y)AnE(s) : Fiir(s) dxdyds.
QxYy

Hence, we have

Qhom + Z Hhom Z+1) _ P(tl))

< Qhom(p / C(y)ALE(s) : Ew(s) dzdyds
Qxy

Taking the supremum over all partitions of [0, ¢] yields (6.11), which concludes the proof. O

Remark 6.3. We point out that as a Corollary of Theorem 6.2 and of the fact that the limiting model
satisfies an energy equality, we find that strong two-scale convergence in the L?-topology of the scaled
initial elastic strains and weak two-scale convergence in measure of the scaled initial plastic strains are
enough to guarantee the strong two-scale convergence of the rescaled elastic strains in the L?-topology to
the effective one, as well as the convergence of rescaled dissipations to the limiting one.
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